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ABSTRACT The expenses associated with software maintenance and evolution constitute a significant
portion, surpassing more than 80% of the overall costs involved in software development. Refactoring,
a widely embraced technique, plays a crucial role in streamlining and minimizing maintenance activities
and expenses. However, the effect of refactoring techniques on quality attributes presents inconsistent and
conflicting findings, making it challenging for software developers to enhance software quality effectively.
Additionally, the absence of a comprehensive framework further complicates the decision-making process
for developers when selecting appropriate refactoring techniques aligned with specific design objectives.
In light of these considerations, this research aims to introduce a novel framework for classifying refactoring
techniques based on their measurable influence on internal quality attributes. Initially, an exploratory study
was conducted to identify commonly employed refactoring techniques, followed by an experimental analysis
involving five case studies to evaluate the effects of these techniques on internal quality attributes. Subse-
quently, the framework was constructed based on the outcomes of the exploratory and experimental studies,
further reinforced by a multi-case analysis. Comprising three key components, namely the methodology
for applying refactoring techniques, the Quality Model for Object-Oriented Design (QMOOD), and the
classification scheme for refactoring techniques, this proposed framework serves as a valuable guideline
for developers. By comprehending the effect of each refactoring technique on internal quality attributes,
developers can make informed decisions and select suitable techniques to enhance specific aspects of their
software. Consequently, this framework optimizes developers’ time and effort by minimizing the need to
weigh the pros and cons of different refactoring techniques, potentially leading to a reduction in maintenance
activities and associated costs.

INDEX TERMS Refactoring classification, software metrics, software refactoring, refactoring techniques,
software quality, software maintenance, internal quality attributes.

I. INTRODUCTION
Software refactoring refers to a method aimed at enhancing
the internal design of a software system without altering
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its functionality, thereby improving the overall quality of
the design [1], [2]. This approach serves to reduce mainte-
nance activities and costs associated with the software [3],
[4]. It is recognized as a standard solution that focuses on
restructuring the software’s design structure while preserving
its functionality [5], [6]. Consequently, software refactoring
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has emerged as a vital aspect of software maintenance and
evolution [7], [8], becoming increasingly indispensable in
the field of software development due to the evolving IT
landscape and user requirements [3]. The significance of
refactoringwithin software development processes has grown
significantly, as it can be prompted by various factors such as
new requirements, adaptation to diverse contexts, and subpar
quality [3], [9]. Refactoring is widely adopted as a promi-
nent technique for enhancing the quality of existing software
systems in practical settings [10], [11], [12], establishing an
important connection between quality attributes [13].

Within this context, previous empirical investigations have
explored the influence of applying refactoring techniques on
quality attributes. By examining pertinent literature, these
investigations have yielded a variety of outcomes. Cer-
tain research studies suggest that the utilization of refac-
toring techniques has a favorable impact on the quality
of software [14], [15], [16], [17], [18]. Conversely, other
studies suggest a negative effect of refactoring on quality
attributes [19], [20]. Some studies find no significant effect
of refactoring techniques on quality attributes [21], [22], [23].
Additionally, there are caseswhere the effect of refactoring on
quality attributes remains ambiguous and lacks clarity [24],
[25], [26].

Refactoring is a widely acknowledged practice that has
been widely utilized to improve the quality of software sys-
tems [27], [28]. However, it has been noted that the impact of
software refactoring on different software quality attributes
is not consistently positive [13], [29], [30], [31]. An analysis
of literature reviews demonstrates varying and conflicting
outcomes regarding the influence of refactoring techniques
on software quality attributes. This inconsistency can be
attributed to the fact that different techniques have distinct
effects on different attributes [30], [31]. In essence, there
is conflicting evidence concerning the benefits of refactor-
ing. Research findings indicate that the effects of different
refactoring techniques on software quality attributes can vary
significantly. In some cases, these effects may even be con-
tradictory or opposing to one another [13], [30], [31], [32],
[33]. Moreover, the particular sequence in which refactoring
techniques are carried out can have different impacts on qual-
ity attributes [8], [33]. Consequently, it becomes challenging
to differentiate the individual impacts of each refactoring
technique or draw definitive conclusions about their impact
on quality [13], [34]. A harmful practice is failing to rec-
ognize the refactoring techniques used or failing to use each
technique separately [30].
Using refactoring techniques to improve software quality

presents challenges for developers, given the inconsistent
or contradictory results regarding their effects [8], [34].
Chaparro et al. [35] highlight the difficulty developers face
in assessing the advantages and disadvantages of refactoring
techniques, which becomes evenmore complex when dealing
with conflicting techniques. Moreover, Nyamawe et al. [27]
and Almogahed and Omar [36] point out the challenges
developers encounter when selecting the most suitable refac-

toring technique from a range of options to address design
flaws. Determining the appropriate type of refactoring to
apply is often a daunting task [27]. Consequently, a clas-
sification framework that classifies refactoring techniques
according to how they influence software quality attributes
can support developers in attaining their design goals. By ana-
lyzing the specific purpose and impact of every refactor-
ing technique on quality attributes, developers can make
informed decisions and choose themost beneficial techniques
for their intended purposes [31], [37], [38], [39].

Several studies have attempted to classify refactoring
techniques according to their influence on desired quality
attributes, although their scope has been limited [31]. These
studies [28], [40], [41], [42], [43] have classified a subset of
refactoring techniques regarding particular quality attributes.
Nevertheless, these classifications have certain limitations,
as they do not encompass a comprehensive range of inter-
nal quality attributes, for example, composition, abstraction,
hierarchies, encapsulation, messaging, and polymorphism.
The ongoing debate surrounding the impacts of refactoring
techniques on software design quality is characterized by
diverse and conflicting opinions [31], [39]. These findings
highlight the insufficiency of current research on the subject
of refactoring techniques and their impact on software qual-
ity [30], [31], [38], [39].

The current lack of frameworks for software developers
to identify appropriate refactoring techniques for achieving
specific design goals has been noted [8], [39]. Developers
require explicit guidance on the optimal path and refactor-
ing choices to effectively achieve desired designs [8], [44].
Researchers are encouraged to explore various aspects in
conjunction with refactoring, including the recommendation
of specific refactoring techniques [13]. Addressing the chal-
lenge of recommending suitable refactoring techniques is
highlighted by Abid et al. [3]. To ensure consistent and effec-
tive utilization of refactoring techniques, the establishment
of a refactoring classification framework is necessary [8].
This framework would serve as a comprehensive set of
guidelines to assist software practitioners in selecting appro-
priate refactoring techniques. However, to date, no study has
proposed a refactoring classification framework specifically
designed to enhance the internal quality attributes of software
systems.

To address these gaps, the primary aim of this study is
to develop a comprehensive refactoring classification frame-
work that classifies refactoring techniques based on their
impact on internal quality attributes. By utilizing this frame-
work, software practitioners will have the ability to enhance
the quality of software systems by choosing and implement-
ing the appropriate refactoring techniques in the appropriate
locations. The proposed framework will serve as a valu-
able guideline, aiding software practitioners in gaining a
deeper understanding of the connections between refactor-
ing techniques and object-oriented properties. Additionally,
it will enable them to enhance the software system’s qual-
ity by selecting suitable refactoring techniques aligned with
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specific design objectives, ultimately enhancing targeted
quality attributes.

This paper is organized as follows: A description of the
relevant work done in the field is given in Section II. The
methodology used in this study is described in Section III.
The results are then presented and thoroughly discussed in
Section IV, which follows. Threats to validity are dealt with
in Section V. Finally, Section VI brings the paper to a close
by outlining our goals for future research.

II. RELATED WORK
Numerous investigations have been undertaken with the
objective of categorizing refactoring techniques according to
their impact on internal quality metrics. Bois and Mens [45]
conducted a categorization of refactoring techniques accord-
ing to their influence on a few internal quality metrics
(LCOM, NOM, CBO, NOC, and RFC), specifically focusing
on four techniques: Encapsulate Field, Extract Method, Pull
Up Method Subclass, and Pull Up Method Superclass. Their
study utilized a simple Java package comprising four classes
as a case study. However, there were fewer refactoring tech-
niques and internal quality metrics taken into account in this
classification. Furthermore, the experiment employed a small
demo program.

In another study, Bois et al. [46] presented a classifica-
tion that served as a guideline for identifying the conditions
under which applying refactoring techniques could enhance
code coupling and cohesion. They identified five specific
techniques (Replace Data Value with Object, Move Method,
Extract Class, Replace Method with Method Object, and
ExtractMethod) that demonstrated improvements in coupling
and cohesion. Elish and Alshayeb [24], [40], [41] proposed
classifications of several refactoring techniques, including
Extract Class, Consolidate Conditional Expression, Extract
Method, Hide Method, and Encapsulate Field, based on their
measurable effects on internal metrics (LOC, WMC, RFC,
NOM, and FOUT). However, the number of refactoring
techniques and quality attributes taken into account in these
classifications was constrained. It’s worth noting that small
systems were employed to establish these classifications.

In their study, Malhotra and Chug [42] focused on clas-
sifying refactoring techniques according to their impact on
quality attributes. They specifically considered five com-
monly used techniques: Hide Method, Extract Method,
Extract Class, Encapsulate Field, and Consolidate Condi-
tional Expression, along with four quality attributes: inher-
itance, complexity, coupling, and cohesion. The analysis
aimed to categorize these refactoring techniques in line with
their impacts on quality attributes. To conduct the experi-
ments, five C# software projects from the academic envi-
ronment were utilized. Similarly, Malhotra and Jain [43] led
a study to investigate the individual effects of four refac-
toring techniques: Encapsulate Field, Wrap Return value,
Replace Constructor with Builder, and Replace Constructor
with Factory, on four quality attributes: inheritance, cohesion,
coupling, and complexity.

FIGURE 1. Refactoring classification framework development
methodology.

Almogahed et al. cite47 investigated the influence of five
frequently employed refactoring techniques (Hide Method,
Encapsulate Field, Inline Method, Extract Method, and
Remove Setting Method) on the security characteristic in the
context of information hiding. These techniques were then
classified based on security metrics.

However, these existing classifications exhibit several
shortcomings that render them insufficiently comprehensive.
These shortcomings can be outlined as follows:

• The classifications are limited in scope as they only
encompass a specific set of refactoring techniques, fail-
ing to cover a wide range of available techniques.

• The selection of refactoring techniques lacks industry
evidence and is primarily based on subjective judgments
made by researchers or derived from literature review
analysis. It is crucial to validate the relevance and useful-
ness of refactoring techniques by incorporating feedback
from industry practitioners.

• The classifications are confined to a narrow range of
internal quality properties. Essential internal quality
properties such as messaging, hierarchies, abstraction,
polymorphism, composition, and encapsulation have not
been taken into consideration, limiting the comprehen-
siveness of the classifications.

Therefore, the purpose of this study is to overcome these
limitations by introducing a comprehensive classification
framework. This framework aims to classify commonly used
refactoring techniques based on a wide range of internal
quality attributes. To achieve this, the study will investigate
the prevalent refactoring techniques employed by software
practitioners in their current practices. Furthermore, it will
assess the individual impacts of these refactoring techniques
on internal quality properties such as abstraction, hierarchies,
messaging, composition, encapsulation, and polymorphism.

III. METHODOLOGY
In this section, we will outline the development phases
of the refactoring classification framework. The framework
is constructed through four essential process phases: 1)
exploratory study, 2) experimental study, 3) multi-case analy-
sis, and 4) development. The methodology for developing the
refactoring classification framework is visually depicted in
Figure 1.

The exploratory study aimed to identify the most com-
monly used refactoring techniques and object-oriented prop-
erties. Additionally, five case studies of varying sizes were
selected for conducting the experiments. In the experimental
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study, a total of 39 experiments were conducted to investigate
the individual effects of 10 refactoring techniques on inter-
nal quality attributes. Throughout the five case studies, the
refactoring techniques were performed a total of 889 times.
A multi-case analysis was then carried out to classify the
refactoring techniques according to their influence on the
internal quality attributes. The proposed framework was con-
structed based on the findings from the exploratory and exper-
imental studies as well as the multi-case analysis. Detailed
explanations of these four phases will be provided in the
subsequent sections.

A. EXPLORATORY STUDY
The exploratory study serves as the initial phase of this
research, involving a critical review and in-depth analysis
of relevant literature. Its purpose is to establish the scope
of the proposed classification framework. Within this phase,
three primary activities were conducted. Firstly, the iden-
tification of the commonly utilized refactoring techniques
in current software refactoring practices was carried out.
Secondly, internal quality attributes and metrics were iden-
tified for inclusion in the study. Lastly, case studies from
both real-world and academic environments were carefully
selected for experimental purposes. Detailed information
regarding these three activities will be presented in the sub-
sequent subsections.

1) IDENTIFYING THE REFACTORING TECHNIQUES
In the domain of object-oriented paradigms, Fowler et al. [1]
introduced a comprehensive refactoring catalog encompass-
ing 68 original techniques, categorized into six distinct
groups. To determine the most commonly employed refactor-
ing techniques, an extensive review and analysis of existing
literature were conducted in this study. Notably, five sys-
tematic literature reviews [13], [30], [48], [49], [50] and
one systematic mapping study [31] identified frequently
utilized refactoring techniques within academic research.
In addition, Kim et al. [15], [51] identified prevalent refac-
toring techniques employed in the software engineering
practices at Microsoft. Gatrell and Counsell [52] solicited
input from ex-industry developers to select 13 refactoring
techniques that are deemed most likely to be applied and
represent a broad range of refactoring practices. Furthermore,
Ouni et al. [53] reported widely adopted refactoring tech-
niques in practical settings. A recent survey by Almogahed
and Omar [36] identified themost frequently employed refac-
toring techniques among practitioners in current industry
practices.

Based on the analysis conducted in this study, the following
10 refactoring techniques emerged as the most frequently
employed: 1) Add Parameter (AP), 2) Extract Class (EC),
3) Encapsulate Field (EF), 4) Hide Method (HM), 5) Inline
Class (IC), 6) Pull Up Field (PUF), 7) Pull Up Method
(PUM), 8) Push Down Field (PDF), 9) Push Down Method
(PDM), and 10) Remove Parameter (RP).

2) IDENTIFYING OBJECT ORIENTED PROPERTIES AND
METRICS
When selecting appropriate metrics, it is essential to con-
sider those that have been empirically validated through
previous studies. Various metric suites, such as Metrics for
Object-Oriented Designs (MOOD) [54], Lorenz and Kidd
(L&K) [55], Quality Model for Object-Oriented Design
(QMOOD) [56], and Chidamber and Kemerer (C&K) [57],
have undergone empirical validation and are extensively uti-
lized in object-oriented environments [31], [39], [47], [58],
[59]. To accomplish the goals of this research, it is essential to
employ a comprehensive quality model capable of assessing
the quality of software systems and evaluating the influence
of refactoring techniques on their quality. This quality model
should include the ability to measure and analyze the internal
quality attributes of the software.

Therefore, for this study, the QMOOD model proves to be
more suitable due to its comprehensive nature in evaluating
software design quality [60]. With its 11 internal quality
attributes, the QMOOD model provides a broader perspec-
tive on software quality compared to other metrics specific
to object-oriented design [61]. These properties effectively
capture the essential characteristics of object-oriented sys-
tems [60] and offer a comprehensive understanding of soft-
ware design quality [61]. Furthermore, the widespread use
of QMOODmetrics allows for assessment at both the system
and class levels, making them valuable in evaluating software
designs [59].
Consequently, for this study, a comprehensive set of

object-oriented properties and corresponding metrics were
selected from the QMOOD model. These properties encom-
pass complexity, hierarchies, polymorphism, inheritance,
abstraction, messaging, cohesion, coupling, composition,
encapsulation, and design size. The specific metrics chosen
to capture these properties include number of complexity
(NOM), number of hierarchies (NOH), number of poly-
morphic methods (NOP), measure of functional abstraction
(MFA), average number of ancestors (ANA), class interface
size (CIS), cohesion among methods in a class (CAM), direct
class coupling (DCC), measure of aggregation (MOA), data
access metric (DAM), and design size in classes (DSC).
Each metric serves to measure a distinct aspect: DSC quanti-
fies design size, NOH captures hierarchies, ANA evaluates
abstraction, DAM assesses encapsulation, DCC measures
coupling, CAM gauges cohesion, MOA quantifies com-
position, MFA reflects inheritance, NOP evaluates poly-
morphism, CIS quantifies messaging, and NOM measures
complexity.

3) SELECTING CASE STUDIES
To ensure a comprehensive and generalized investigation,
case studies were collected from two distinct environments:
the real-world and academic settings. The rationale behind
this selection was to incorporate projects developed by pro-
grammers with varying abilities and expertise, ranging from
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students and beginners to professionals. By considering these
diverse development skills and environments, the study’s
investigations become more comprehensive and allow for
the generalization of results. The proposed refactoring clas-
sification framework in this study was developed using five
well-known case studies [8], [30], [31]: the bankmanagement
system (BMS) [62], library management system (LMS) [63],
payroll management system (PMS) [64], jHotDraw [65], and
jEdit [66]. Including these varied case studies adds further
depth and applicability to the research.

B. EXPERIMENTAL STUDY
An experimental study aims to uncover, describe, validate,
and gain a comprehensive understanding of the processes,
activities, and characteristics of a current phenomenon. Its
purpose is to extend or develop new theories or methods
that can enhance current practice [67]. Within the scope of
this study, a total of 39 experiments were conducted across
five case studies. The main aim of these experiments was
to examine the influence of each refactoring technique indi-
vidually on object-oriented properties. The next sections will
provide a detailed outline of the experimental plan, including
the procedures and materials used during the experiments.

1) EXPERIMENTAL PROCEDURES
The total count of experiments conducted in a case study
aligns with the number of identified chances to apply refac-
toring techniques within that particular case study. Hence,
for each experiment, there exists a unique version of the
case study where a specific refactoring technique is applied.
Essentially, every case study’s original version underwent
multiple independent runs, each run representing the appli-
cation of a detected refactoring opportunity. After each run,
a new version of the case study was generated, reflecting
the changes resulting from the applied refactoring technique.
Figure 2 illustrates the experimental steps undertaken to ana-
lyze the influence of each refactoring technique on internal
quality attributes across different case studies.

Each experiment was carried out through several steps,
as described in the following:

Step One: Identifying opportunities to perform a refactor-
ing technique

In this step, the classes of a software project were analyzed
to find out where they may need refactoring to improve the
quality of the design. Fowler, in his book, provided examples
to explain how to use the refactoring techniques [1], [2].
By the end of this step, the possible classes that require
refactoring had been identified, and the related refactoring
technique had been selected.

Step Two:Collecting object-oriented metrics before per-
forming a refactoring technique

The object-oriented metrics (CIS,MFA, NOH, DCC, NOP,
CAM,DSC, DAM,ANA,NOM, andMOA)were collected to
measure their relevant internal quality attributes (inheritance,
coupling, cohesion, design size, composition, encapsulation,

FIGURE 2. Experiment steps.

polymorphism, abstraction, messaging, hierarchies, and com-
plexity). The object-oriented metrics were automatically col-
lected by Eclipse Metrics plugin 1.3.8.

Step Three: Performing the refactoring technique selected
individually
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To assess the influence of each selected refactoring tech-
nique on internal quality attributes, they were individually
applied. The procedures for using each refactoring technique
were outlined by Fowler in his works [1], [2]. Refactoring
techniques are capable of being carried out manually or
with the assistance of software tools, although only a few
techniques have dedicated tools. For this study, the Eclipse
Refactor plug-in was utilized for three refactoring techniques
(Add Parameter, Encapsulate Field, and Remove Parameter).
However, even when using the tool, manual verification was
conducted to ensure adherence to Fowler’s recommended
mechanics. This manual check was necessary due to the
potential for errors in existing refactoring tools, which could
lead to inaccurately refactored code segments [13], [30].
For the remaining refactoring techniques, they were manu-
ally performed according to Fowler’s prescribed mechanics,
as there were no available tools specifically designed for
those techniques.

Step Four: Ensuring behavior preservation after using
refactoring techniques

Behavior preservation of a systemmeans the outputs of the
software system after implementing the refactoring must be
maintained as its outputs before applying the refactoring [31].
The preservation of the behavior of the software systems was
achieved by regression testing. In addition, preserving the
behavior of the software systems was achieved by compiling
and executing the source codes after using the refactoring
and comparing their outputs after the refactoring with their
outputs before the refactoring.

Step Five: Collecting object-oriented metrics after per-
forming a refactoring technique

After performing the selected refactoring technique, the
object-oriented metrics have been collected to assess the
relevant internal quality attributes.

Step Six: Reporting the measured metrics of the
object-oriented properties before and after performing the
refactoring technique, as well as saving the source code after
performing the refactoring technique.

Step Seven: After completing steps one to six for a
particular refactoring technique, the process returns to the
original software version. This cycle continues for all the
selected refactoring techniques, repeating steps one to six
each time. This iterative process ensures that every oppor-
tunity to apply the chosen refactoring techniques has been
thoroughly explored, leaving no chance for any of them to
be overlooked.

2) EXPERIMENTAL MATERIALS
This section presents a description of the tools employed in
the experimental process. The two tools utilized for conduct-
ing the experiments include the Eclipse refactoring tool and
the Eclipse Metrics 1.3.8 tool. Detailed descriptions of these
tools are presented in the subsequent subsections.

a: ECLIPSE REFACTORING TOOL
Eclipse, an open-source Integrated Development Environ-
ment (IDE) developed by IBM, offers a comprehensive

tool platform for software development. It provides a uni-
versal development environment for various programming
languages and supports a wide range of functionalities. The
Eclipse IDE can be downloaded from the official website
at [68]. Eclipse is one of the popular IDEs that supports auto-
mated refactoring and is a widely used refactoring tool [69].
Eclipse supports a number of refactoring techniques listed
in Fowler’s catalog [10]. Eclipse Refactoring has gained
significant recognition for its ongoing enhancements and
continuous efforts to optimize the utilization of refactoring
techniques [13]. One of the benefits of utilizing this tool is
that it guarantees the effective implementation of refactoring
operations [13]. However, it is up to the developers to find
and know the refactoring to apply [13].

b: ECLIPSE METRICS TOOL
The Eclipse Metrics 1.3.8 tool, accessible at [70], is an open-
source Eclipse plug-in designed for calculating metrics and
analyzing dependencies [71], [72]. It offers a comprehensive
range of metrics, including those proposed in the QMOOD.
For this study, the Eclipse Metrics 1.3.8 tool was utilized to
gather 11 QMOODmetrics for evaluating the internal quality
attributes. The selection of this tool was motivated by its
widespread usage in numerous research applications focusing
on Java. Moreover, it is compatible with major operating
systems such as Windows, Mac, and Linux [73].

C. MULTI-CASE ANALYSIS
The application of a multi-case analysis proves valuable in
unraveling the intricate mechanisms of complex phenomena
or systems [74], [75]. This approach facilitates researchers
development of a more profound comprehension of theo-
retical constructs associated with novel phenomena or sys-
tems under investigation. Within the scope of this study, the
primary objective of the multi-case analysis is to classify
refactoring techniques according to their impact on internal
quality attributes. The multi-case analysis was performed on
the many experiments (39) that were conducted on five case
studies. All measurement information relevant to the internal
quality attributes before and after performing the refactoring
techniques across all experiments was put in one pool. In this
study, the term pool refers to combining all experiments’
data before and after performing the refactoring in one place
and dealing with them as one unit to conduct the multi-case
analysis. The data collected from the pool underwent com-
prehensive analysis and cross-case comparison, enabling the
attainment of general insights [76]. Through the categoriza-
tion of cases, similarities and differences were identified [77],
offering a deeper understanding of the patterns and variations
within the dataset.

1) CLASSIFICATION OF REFACTORING TECHNIQUES
To classify each refactoring technique individually based on
its impact on the internal quality attributes, a common prac-
tice design approach was employed. This approach involved
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identifying, comparing, and analyzing the impacts of every
refactoring technique on the internal quality attributes across
the five case studies in the pool. The analysis took into
account the frequency of occurrence of each effect in the
experiments. The impact with the highest occurrence was
subsequently selected and classified for inclusion in the refac-
toring classification framework.

To analyze the influence of each refactoring technique on
the internal quality attributes in the dataset, a comparison
was made between the calculated values of object-oriented
metrics before and after applying the technique across the
five case studies. The QMOOD was utilized to interpret the
differences observed in the computed values. The assessment
of each refactoring technique involved subtracting the calcu-
lated value of the object-oriented metrics before refactoring
from the calculated value after refactoring. A positive differ-
ence indicated that the refactoring technique increased the
corresponding quality attribute, while a negative difference
indicated an adverse effect on the quality attribute. A differ-
ence of zero signified that the refactoring technique had no
impact on the related quality attribute.

After this analysis, the number of times for each effect
(improve, impair, or no effect) on the quality attribute in the
pool was counted for each refactoring technique. The per-
centage for each effect was then determined. The effect with
the highest percentage of effect was classified and chosen
for the refactoring classification framework. This process was
replicated for all refactoring techniques across the five case
studies in the pool.

D. CLASSIFICATION FRAMEWORK DEVELOPMENT
In this phase, three main activities were performed: 1) devel-
oping a glossary and common terminology; 2) defining com-
ponents of the framework and their name conventions; and
3) a graphical representation of the framework. Three termi-
nologies were identified and used in the proposed framework.
There are ineffective refactoring techniques, unsafe refactor-
ing techniques, and safe refactoring techniques. In this study,
the proposed framework was composed of three components,
and each component contained items. The three components
were identified based on the literature review, the findings
of the exploratory study, the findings of the experimental
study, and the findings of a multi-case analysis. The three
components of the proposed framework are: 1) the method-
ology of applying refactoring techniques; 2) the QMOOD
model; and 3) the classification of refactoring techniques.
The proposed framework was designed based on the goals,
results, glossary, modeling, and conventions obtained from
the previous phases. The conceptual approach was used to
design the proposed framework. The framework presents the
three components, their items, and the interactions among
them in a detailed way.

IV. RESULTS AND DISCUSSION
A total of 39 experiments were conducted as part of this study,
distributed across different case studies: 5 in BMS, 4 in LMS,

TABLE 1. Statistical information regarding the utilization of individual
refactoring techniques in the five case studies.

10 in PMS, 10 in jHotDraw, and 10 in jEdit. Throughout
these case studies, a total of 889 refactoring techniques were
performed. The frequency with which each refactoring tech-
nique was employed across all five case studies is displayed
in Table 1.

The 10 refactoring techniques have been classified based
on internal quality attributes. The refactoring techniques have
been classified into three classifications, described as fol-
lows:

• Safe Refactoring Techniques (SRT):
These are the designated refactoring techniques that were
classified according to their beneficial effect on internal qual-
ity attributes.

• Unsafe Refactoring Techniques (URT):
These are the specific refactoring techniques that were clas-
sified according to their adverse effect on internal quality
attributes.

• Ineffective Refactoring Techniques (IRT):
These are the specific refactoring techniques that were classi-
fied according to their null effect on internal quality attributes.

The impact of every refactoring technique (RT) on the
internal quality attributes is determined by computing the
difference between the metric value before applying RT and
the metric value after applying RT. The calculation was per-
formed using the following formula:

1Value of internal quality attribute

= its metric value after using RT

− its metric value before using RT (1)

If the 1 value of the internal quality attribute is positive,
the refactoring technique is considered a safe refactoring
technique (SRT) as it improves the quality attribute. Con-
versely, if the 1 value of the internal quality attribute is
negative, the refactoring technique is classified as an unsafe
refactoring technique (URT) as it negatively impacts the inter-
nal quality attribute. If the 1 value of the internal quality
attribute is zero, the refactoring technique is classified as
an ineffective refactoring technique (IRT) for that specific
internal quality attribute, indicating that it does not alter the
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TABLE 2. Summary of the results of the multi-case analysis: the impact of
every refactoring technique on internal quality attributes.

attribute. The refactoring techniques are classified according
to their highest common impact observed across the five case
studies for each internal quality attribute. In other words,
the classification considers the refactoring technique’s high-
est rate of effect and the highest average rate of equality
in relation to its impact on each object-oriented property.
Table 2 summarizes the multi-case analysis results of the
impact of each refactoring technique on the internal quality
attributes, where the symbol (↑) refers to the improvement
of the internal quality attribute (except for complexity and
coupling), the symbol (↓) refers to the impairment of the
internal quality attribute (except for complexity and cou-
pling), and the symbol (−) refers to the no change quality
attribute.

Extract Class (EC) increased cohesion, composition,
design size, encapsulation, and messaging; consequently,
it was classified as SRT for these attributes. EC decreased
abstraction and increased complexity and coupling; accord-
ingly, it was classified as URT for these attributes.
EC did not change hierarchies, inheritance, or polymor-
phism; consequently, it was classified as IRT for these
attributes.

Inline Class (IC) increased abstraction and decreased
coupling; consequently, it was classified as SRT for
these attributes. IC decreased cohesion, design size, and
encapsulation; accordingly, it was classified as URT for
these attributes. IC did not change composition, mes-
saging, complexity, hierarchies, inheritance, or polymor-

phism; consequently, it was classified as IRT for these
attributes.

Encapsulate Field (EF) increased encapsulation and mes-
saging; consequently, it was classified as SRT for these
attributes. EF decreased cohesion and increased complexity;
accordingly, it was classified as URT for these attributes.
EF did not change abstraction, coupling, design size, com-
position, hierarchies, inheritance, or polymorphism; conse-
quently, it was classified as IRT for these attributes.

Hide Method (HM) decreased messaging and was clas-
sified as URT for this attribute. HM did not change
design size, inheritance, abstraction, polymorphism, com-
plexity, encapsulation, composition, hierarchies, coupling,
or cohesion; consequently, it was classified as IRT for these
attributes.

Pull Up Field (PUF) increased messaging and was classi-
fied as SRT for this attribute. PUF decreased cohesion and
increased complexity; accordingly, it was classified as URT
for these attributes. PUF did not change abstraction, polymor-
phism, composition, inheritance, encapsulation, hierarchies,
design size, or coupling; consequently, it was classified as
IRT for these attributes.

Pull Up Method (PUM) decreased complexity and was
classified as SRT for this attribute. PUM decreased cohe-
sion and messaging; accordingly, it was categorized as URT
for these attributes. PUM did not change abstraction, poly-
morphism, encapsulation, inheritance, coupling, hierarchies,
design size, or composition; consequently, it was classified as
IRT for these attributes.

Push Dawn Method (PDM) increased cohesion and
decreased complexity; accordingly, it was classified as SRT
for these attributes. PDM decreased messaging and poly-
morphism; accordingly, it was classified as URT for these
attributes. PDM did not change abstraction, composition,
coupling, design size, encapsulation, hierarchies, or inher-
itance; consequently, it was classified as IRT for these
attributes.

PushDown Field (PDF), Remove Parameter (RP), andAdd
Parameter (AP) did not change any internal quality attribute
and were therefore categorized as IRT.

1) THE PROPOSED CLASSIFICATION FRAMEWORK FOR
REFACTORING TECHNIQUES
In this section, the framework was constructed based on its
scope, purpose, and goals, as well as on the results of the
exploratory study, the experimental study, and the multi-case
analysis obtained from the preceding phases. The conceptual
modeling approach was used to represent the framework. The
design shows the components and their items. Figure 3 shows
the refactoring classification framework.

The proposed framework was constructed based on three
main components. These components were derived from the
findings of the exploratory and experimental studies as well
as the multi-case analysis. These components are described
in the following subsections:
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FIGURE 3. The proposed refactoring classification framework.

a: METHODOLOGY OF APPLYING REFACTORING
TECHNIQUES
This component is derived from the literature review and
applied to the experimental study of this research. The pro-
cess employed to examine and analyze the effects of each
refactoring technique on the internal quality attributes com-
prises the following stages:

1. Identifying opportunities for the application of refac-
toring techniques.

2. Gathering object-oriented metrics before applying a
refactoring technique.

3. Applying each refactoring technique individually.
4. Ensuring the preservation of behavior after applying

the refactoring techniques.
5. Collecting object-oriented metrics after applying the

refactoring technique.
6. Analyzing the effects of the refactoring technique by

comparing the pre- and post-application values on the
internal quality attributes.

b: QUALITY MODEL FOR OBJECT-ORIENTED DESIGN
(QMOOD)
This component is derived from the literature review and
utilized for measurements in this research. The QMOOD
framework was employed to measure the object-oriented

properties both before and after applying each refactoring
technique. The internal quality attributes considered in the
measurements encompass the following elements: 1) com-
plexity, 2) encapsulation, 3) abstraction, 4) design size,
5) polymorphism, 6) coupling, 7) composition, 8) messag-
ing, 9) cohesion, 10) hierarchies, and 11) inheritance. The
object-oriented metrics employed for the measurements are
as follows: 1) DCC, 2) CAM, 3) CIS, 4) DSC, 5) DAM, 6)
MOA, 7) NOP, 8) ANA, 9) MFA, 10) NOH, and 11) NOM.

c: CLASSIFICATION OF REFACTORING TECHNIQUES
The 10 refactoring techniques were derived from the findings
of the exploratory study. The classification of the 10 refac-
toring techniques was derived from multi-case analysis. The
10 refactoring techniques were classified into three cate-
gories. The three categories are: 1) safe refactoring tech-
niques; 2) unsafe refactoring techniques; and 3) ineffective
refactoring techniques.

The methodology for applying refactoring techniques is
outlined in the framework, which details the step-by-step
procedures for investigating and analyzing the impact of each
technique on internal quality attributes using the QMOOD.
The process involves identifying opportunities for apply-
ing each technique and subsequently assessing its effect
on object-oriented properties based on the QMOOD. The
framework also elucidates the relationship between internal
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quality attributes and object-oriented metrics within the
QMOOD.

The classification of the 10 refactoring techniques into
three categories (safe, unsafe, and ineffective) is an integral
part of the framework. Stakeholders can refer to the frame-
work’s design to replicate the investigation procedures, utiliz-
ing the QMOOD or other relevant quality models in the field
of refactoring. Software developers can select appropriate
refactoring techniques from the proposed classification to
enhance the quality of software systems, aligning with their
specific design goals and objectives.

The proposed framework for classifying refactoring tech-
niques brings significant value to software developers in the
industry. By offering a well-organized and extensive classi-
fication of refactoring techniques based on their influence
on internal quality attributes, the framework provides valu-
able guidance and assistance during the decision-making
process of selecting and applying suitable refactoring
techniques.

The framework equips software developers with the means
to improve the quality of their software systems by effectively
identifying and implementing the most appropriate refactor-
ing techniques. Through a deep understanding of the cor-
relation between refactoring techniques and internal quality
attributes, developers are empowered to make well-informed
choices that align with their design objectives, ultimately
leading to overall enhancements in software quality.

The framework minimizes the time and effort expended
by developers when evaluating the advantages and disad-
vantages of various refactoring techniques. By presenting
empirical evidence and a classification system, the frame-
work mitigates the risks of maintenance costs and effort by
providing insights into the anticipated effects of each tech-
nique on software quality attributes. This enables developers
to make confident decisions and streamline the refactoring
process efficiently.

Moreover, the framework fosters consistency and stan-
dardization in refactoring practices. By establishing a shared
language and comprehension of the impact of refactoring
techniques on software quality attributes, the framework
facilitates effective communication and collaboration among
developers. Additionally, it serves as a valuable point of ref-
erence for future research and development endeavors within
the software engineering domain.

In conclusion, the proposed refactoring classification
framework empowers software developers to make informed
decisions, elevate software quality, and streamline the refac-
toring process. Its contribution lies in presenting a structured
approach for selecting and applying refactoring techniques,
ultimately benefiting the entire software development com-
munity.

V. THREATS TO VALIDITY
In this section, we address the potential validity threats and
the measures taken to mitigate them, ensuring increased
confidence in the study’s results. To systematically address

the validity threats, we follow the classification proposed
by Wohlin et al. [78] and Cook et al. [79]. These classifica-
tions encompass the four most prevalent validity threats: 1)
construct validity, 2) conclusion validity, 3) internal validity,
and 4) external validity. Subsequent sections elaborate on
each potential threat to the study’s validity and outline the
strategies employed to address them effectively.

A. CONSTRUCT VALIDITY
Threats to construct validity pertain to the alignment between
theory and observation, which in this study primarily stems
from the measurement procedures employed. To mitigate this
threat, a meticulous approach was adopted. Firstly, the selec-
tion of the 10 most widely employed refactoring techniques
in both literature and practice was based on comprehensive
literature reviews and an exploratory study involving software
practitioners in the field. This approach aimed to avoid any
potential bias or subjectivity in the technique selection pro-
cess. Furthermore, adherence to Fowler’s guidelines ensured
the precise identification and execution of the selected refac-
toring techniques. Additionally, the study utilized a reliable
quality model, namely the QMOOD, to accurately assess the
impact of the refactoring techniques on the internal quality
attributes.

B. CONCLUSION VALIDITY
Threats to the validity of the conclusion revolve around the
connection between the treatment and the outcome. Conclu-
sion validity pertains to the degree to which other researchers
can reproduce the study’s findings and obtain comparable
results when employing the same procedures as the original
researcher. To address this concern, 39 distinct experiments
were conducted across five case studies (PMS, LMS, BMS,
JHotDraw, and jEdit) during the development of the frame-
work. This comprehensive approach provides ample evidence
to draw valid conclusions. Moreover, to ensure replicabil-
ity, a rigorous methodology was followed in performing the
experiments, thereby enabling other researchers to replicate
the study with precision.

C. INTERNAL VALIDITY
Internal validity refers to the extent to which a study estab-
lishes a reliable and causal relationship between a treatment
or intervention and its observed outcomes. The case studies
selected for analysis and evaluation in this study are pre-
dominantly focused on software refactoring, making them
highly representative of the overall population. These case
studies were subjected solely to the treatment of refactoring,
enabling a focused observation of the impacts of refactor-
ing techniques across different scenarios. Uniform treatment
conditions were maintained across all case studies, ensuring
consistency in the experimental setup. Careful preservation
of the case study states after refactoring facilitated the com-
putation of metrics. The experiments were conducted in a
sequential manner, commencing with smaller case studies
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and progressively advancing to larger ones. This progressive
approach allowed the researcher to accumulate valuable expe-
rience throughout the course of the experiment.

D. EXTERNAL VALIDITY
External validity concerns the extent to which the results of
a study can be generalized. To enhance the external validity
of this research, experiments have been conducted on diverse
case studies encompassing both open-source and academic
Java software systems. The case studies selected for this
research encompassed diverse application domains and var-
ied in terms of their sizes. The primary focus of the study
was on analyzing Java projects, as the refactoring techniques
under investigation are primarily targeted at Java systems. It is
important to note that Java is widely used in both industry
and academia. However, it is crucial to acknowledge that
the generalization of results to other programming languages
may be limited due to potential variations in refactoring
techniques and tool support. Researchers are encouraged to
extend this work to other languages such as Python and
JavaScript to broaden the scope of investigation and increase
external validity.

VI. CONCLUSION AND FUTURE WORK
The software industry places great importance on software
quality, as low-quality software can introduce complexity
and become a significant maintenance concern. Therefore,
software refactoring is recognized as a crucial practice in
software maintenance and evolution. Nevertheless, when
applying refactoring techniques to enhance software quality,
developers encounter the challenge of balancing the poten-
tial improvement in some quality attributes with the risk of
deterioration in others.

This study introduces a refactoring classification frame-
work aimed at enhancing the internal quality attributes of
software systems. The development of the framework con-
sisted of four main phases: an exploratory study, an exper-
imental study, a multi-case analysis, and the actual frame-
work development. The exploratory study identified the most
commonly used refactoring techniques and internal quality
attributes. Additionally, five case studies of varying sizes
were selected for the experiments. A total of 39 experiments
were conducted in the experimental study to individually
investigate the impact of 10 refactoring techniques on internal
quality attributes. Across the five case studies, the refac-
toring techniques were applied 889 times. The multi-case
analysis was performed to classify the refactoring techniques
according to their effect on the 11 internal quality attributes.
These phases were undertaken to gather initial insights, con-
duct experiments, analyze multiple case studies, and finally
develop the framework based on the findings and observa-
tions from the previous stages.

The proposed framework consists of three components:
a methodology for applying refactoring techniques, the
QMOOD quality model, and the classification of refactoring
techniques. The 10 commonly used refactoring techniques

were classified into three categories (safe, unsafe, and inef-
fective) based on their impact on internal quality attributes.
The framework aims to serve as a guideline for software
developers, providing assistance in choosing suitable refac-
toring techniques to improve the internal quality attributes
of software systems. By leveraging empirical evidence, the
framework reduces the time and effort required for developers
to evaluate conflicts and trade-offs among refactoring tech-
niques, thereby mitigating the risks associated with software
maintenance costs and effort.

In the future, the proposed framework will be expanded to
include other commonly used refactoring techniques. Addi-
tionally, expert reviews in academic and industrial settings
will be conducted to evaluate the framework’s effectiveness.
Furthermore, the framework will be empirically evaluated
through various case studies conducted by domain experts.
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