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ABSTRACT Smart contracts based on blockchain are widely used in finance, management, Internet
of Things, healthcare, and other fields. However, with the rapid development of smart contracts, the
corresponding security vulnerability attack cases occur frequently. Existing Ethereum smart contract
vulnerability detection tools based on static analysis techniques rely too much on expert rules, for this
reason, this paper proposes an Ethereum smart contract vulnerability detection method SCSVM based
on support vector machine technology. A representation of smart contracts is constructed based on the
word-to-vector technique, the features of Ethereum smart contracts are extracted based on the support
vector machine technique, and these features are combined to identify vulnerabilities. Experiments on
Smartbugs and Smartbugs-wild show that SCSVM is significantly effective. It achieves a detection accuracy
of 87.51%, outperforming five typical static analysis vulnerability detection tools in terms of F1-score.
To alleviate the problems of deep learning methods over-relying on large-scale data to train models and
collecting a large number of smart contract attack samples in a short period, this paper proposes a basic
learner-meta-learner framework, SCLMF. solc-based acquisition of the bytecode of Ethereum smart contract
Solidity, on which smart contract representations are constructed via Python and the use of SCLMF
for vulnerability detection. The experiments on WScrawlD show that SCLMF has a certain detection
effect. Also, to further verify the effectiveness of SCLMF, experiments were conducted on Omniglot,
and the detection accuracy was 96.7% and 98.5% under 5-way 1-shot and 5-way 5-shot conditions,
respectively, which exceeded Memory-Augmented Neural Networks and CONVOLUTIONAL SIAMESE
NETS. In summary, the experiments proved the effectiveness of SCSVM and SCLMF in Ethereum smart
contract vulnerability detection.

INDEX TERMS Base learner-meta-learner, Ethereum, smart contracts, support vector machines,
vulnerability detection, word embedding.

I. INTRODUCTION
Cryptographer Nick Szabo first introduced the term ‘‘smart
contracts’’ to describe the automation of ordinary legal
contracts in the 1990s; specifically, contracts that utilize
computer language to record terms and are automatically
performed by a program [1]. However, the application and
development of smart contracts were once restricted by the
lack of a trusted execution environment. It wasn’t until
the advent of blockchain that a reliable environment for
smart contracts enabled for their efficient application on
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the technology. The open and transparent, unchangeable,
and perpetual operation of blockchain data are properties of
smart contracts that have been deployed [2]. At the same
time, when the predefined requirements are satisfied, the
contract’s provisions, which were written in a computer
program, are automatically carried out, and the entire
process is independent of a third party. Smart contract
implementation strengthens the decentralized character of
blockchain platforms and boosts use cases for blockchain,
including the Internet of Things, banking, and healthcare [3].
However, because smart contracts oversee significant assets
like digital currencies, attackers are highly motivated to target
smart contracts in order to forcibly acquire and hold onto
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digital currency holdings. In addition to causing enormous
financial losses, smart contract security events also jeopardize
the blockchain-based credit system. To keep the blockchain
secure, it is necessary to find insecure contracts before they
are distributed, as smart contracts are difficult to change once
they are placed on the blockchain.It is important to research
the vulnerability detection of Ethernet smart contracts since,
among them, Ethernet is the most widely used blockchain
platform for running smart contracts.

Deep learning and machine learning are currently utilized
frequently and have advanced significantly in many indus-
tries, although they still have limits. Both rely on large-scale
data training to accomplish the target task but often fail
to achieve satisfactory results for real-world situations with
small sample sizes or annotated samples [4], [5]. However,
in the field of Ethereum smart contract vulnerability detec-
tion, the sample size of real-world vulnerable contracts is
small, and it is difficult for security agencies to collect
sufficient vulnerability samples in a short period. For this
reason, it is important to study the detection of Ethereum
smart contract vulnerabilities under small samples. The
study of Ethernet smart contract vulnerability detection is
concerned with the security of transactions on the Ethernet
platform and reducing the economic losses arising from
vulnerable contracts. Machine learning and deep learning
have played an important role in the field of Ethernet
smart contract vulnerabilities, with good results in terms of
detection speed and detection accuracy. However, there are
few examples of Ethereum smart contract vulnerabilities in
the real world, making it challenging for security agencies
to gather enough examples in a short amount of time.
As a result, researching small-sample learning techniques
becomes a crucial step in finding a solution and overcoming
other obstacles in the field of identifying smart contract
vulnerabilities.

To this end, this paper improves and optimizes the
current methods for detecting vulnerabilities in Ethernet
smart contracts, and the main contributions include the
following three topics. First, we study machine learning for
the detection of vulnerabilities in Ethernet smart contracts.
In order to improve the accuracy of Ether smart contract
vulnerability detection, we propose an SCSVMmethod based
on Word2Vec (a word embedding technique) and SVM (a
machine learning method). In addition, the SCSVM method
can alleviate the problem that current static analysis tools
for detecting smart contract vulnerabilities rely too much
on expert rules resulting in the inability to reuse rules
among different vulnerability types. The second one is based
on the open-source ScrawlD [7] and Smartbugs-wild [6]
datasets and the Python programming language to create
the WScrawlD Ethereum smart contract image dataset. This
can help Ether security agencies to conduct experimental
research on vulnerability identification more effectively. The
third is to study the vulnerability detection of Ethernet
smart contracts with fewer samples. By introducing meta-
learning into Ether smart contract vulnerability detection

through the SCLMF method, which is based on the learner-
meta-learner framework, we hope to address the problem
of deep learning models over-relying on big data. Through
experiments, we show that our proposed SCSVM technique
has considerable benefits and practical value for identifying
vulnerabilities in Ethernet smart contracts. the SCLMF
method is the first attempt to incorporate meta-learning into
Ethernet smart contract vulnerability detection and provides
an important reference value for future research on Ethernet
smart contract vulnerability detection methods under fewer
sample conditions.The research of SCSVM method and
SCLMF method is a complementary research, which can
effectively adapt to the detection of vulnerabilities of Ethernet
smart contracts in different scenarios and has great practical
significance.

Therefore, this study focuses on the problem of Ethernet
smart contract vulnerability detection and proposes a series
of improvement and optimization methods. We propose the
SCSVMmethod, which has been experimentally validated on
the publicly available datasets Smartbugs-wild and ScrawlD.
The results demonstrate that the SCSVM method has
a significant performance advantage in the detection of
Ethernet smart contract vulnerabilities. Additionally, we sug-
gest the SCLMF method based on small-sample learning
techniques, which employs meta-learning to address the issue
of deep learningmodels overly depending on large-scale data,
allowing the identification of small-sample Ethereum smart
contract vulnerabilities. The contribution of this study will
make an important contribution to improving the security
of transactions on the Ether platform, safeguarding the
functionality that smart contracts were originally designed
to achieve, and maintaining a blockchain-based credit
system.

The research of the SCSVM method and SCLMF method
is generally complementary. The SCSVMmethod focuses on
alleviating the problem that current static analysis tools rely
too much on expert rules when detecting vulnerable contracts
and it is difficult to reuse rules among different vulnerability
types; the SCLMFmethod focuses on alleviating the problem
that deep learning methods rely on large-scale data when
detecting vulnerable contracts. This complementary research
can effectively adapt to different scenarios of Ethernet smart
contract vulnerability detection, and different solutions of
SCSVM and SCLMF methods can be selected according
to different Ethernet smart contract vulnerability detection
needs. In addition, as the SCSVM method and SCLMF
method are research works for different realistic problems
in the field of Ethernet smart contract vulnerability detec-
tion, they should be relatively more effective in solving
the corresponding problems. The selection and application
of the two methods are more relevant in the case of
different Ethernet smart contract vulnerability detection
needs.

This work is organized as follows: in Section II,
we describe research on vulnerability identification and
small-sample learning for Ethernet smart contracts. We shall
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go over our strategy in Section III. The dataset and execution
performance comparison are included in Section IV of our
presentation of the experimental approach. In Section V,
we wrap up the entire essay.

II. RELATED WORK
A. WORD EMBEDDING TECHNIQUES
Word embedding is a technique for mapping words into
vector space, which plays an important role in natural lan-
guage processing. By representing words as low-dimensional
vectors, word embeddings can better express the semantic
relationships between words and thus achieve efficient and
accurate results in NLP tasks such as text classification,
sentiment analysis, and machine translation. Commonly used
word embedding generation techniques include Word2vec,
GloVe, etc. They can be widely used in different fields,
such as recommendation systems, cross-language translation,
etc. In addition, word embeddings can be combined with
other machine learning techniques and linguistic resources
to further improve model performance, such as combining
knowledge bases and corpora to generate better word
embeddingmodels. Singular value decomposition (SVD) and
other methods have been used in several research to minimize
the dimensionality of sparse word-context matrices [8].
Word2vec refers to two language models that produce dense
vector representations of words based on the Mikolov et al.
neural network [9].
To calculate dense vector representations of words from

extremely large datasets continuous vector representations of
words, Mikolov et al. offer two novel model designs. In a
word similarity task, the effectiveness of these representa-
tions was evaluated, and the findings were contrasted with
those obtained from earlier best representationmethods based
on various types of neural networks. It was demonstrated
that there was a significant increase in accuracy at a much
reduced computational cost. In contrast to the prediction
model Word2vec, Peng et al.’s Global Vectors for Word
Representation (GloVe) decreases the dimensionality of the
co-occurrence matrix of word-word types produced by a
fixed-dimensional local context window. The name GloVe
comes from the fact that the model directly captures the
statistics of the entire corpus (at the global level) [10].
Additionally, it performs better and is more competitive than
other cutting-edge techniques in tasks including named entity
identification, word analogies, and word similarity. One of
the main applications of word embeddings is the semantic
similarity evaluation of words in several languages, which
essentially dates back to the first application stage of natural
language processing. In this sense, the paper [11] proposes
a model called Bi-lingual Word Embedding Word Skipping
(BWESG), which introduces a multilingual vector space to
embed word representations, queries, and even complete
documents, to jointly learn bilingual embeddings based only
on comparable data consisting of aligned documents in
two different languages. In a similar vein, Glavas et al. [12]
suggest a different method for comparing the textual semantic

similarity of documents written in various languages. This
method uses fewer resources and is represented by a linear
transfer of words from the vector space to the language of
the vector space’s language origin. GloVe and CBOW were
utilized to create the word embeddings used in this study.
Word embeddings have also been suggested for languages
like Arabic that use extremely particular alphabets. To give
the community access to word embeddings produced from
various domains, such as Arabic tweets, websites, and
Wikipedia articles, Soliman et al. [13] proposed a collection
of pre-trained word representation models for Arabic. Word
embeddings in Arabic have also been suggested as a way to
solve the problem of word disambiguation, a frequent task in
natural language processing.

Specifically, Laatar et al. [14] suggested using this
approach to create a dictionary that illustrates the devel-
opment of the meaning and usage of Arabic words, which
would help to preserve the Arabic cultural heritage. The
word embedding generation technique involved is the
Word2vec architecture. Word embeddings can be merged
into recommender systems and Musto et al. [15] present
a preliminary investigation employing word embeddings
where both objects and user profiles are embedded in
a vector space for use in content-based recommender
systems.According to Greenstein et al. [16], it is possible
to translate the user’s desired item sequence into words
so that it can be projected into a vector space where
parallels and similarities between objects can be found. The
Word2vec and GloVe models are utilized to generate the
word embeddings. Word embeddings may also be utilized
in conjunction with other machine learning methods or
linguistic data. According to the paper [17], methods that
produce vector representations of words solely based on
data dispersed throughout the corpus do not take advantage
of the structure of semantic relations between words in
concurrent contexts; these structures are intricate knowledge
bases like ontologies and semantic vocabularies in which the
meaning of words is defined by the various relations that exist
between them. As a result, when utilizing word embeddings
to produce findings that support the premise, integrating
the corpus and knowledge base can enhance performance
on word similarity and analogies tasks. Liu [18] suggested
that in addition to creating vector representations of words
using the corpus as the source, intrinsic word components
such morphemes should also be taken into account. The
morphology of the original view and morphology of the
contextual view (MOMC) and morphology of the contextual
view (MC), which exceed baseline models in detecting word
similarity, including CBOW, are presented as two models for
creating word embeddings to achieve this goal.A method to
embed Word2vec-generated word embeddings into photos
and then use a convolutional neural network (CNN) to
classify the images as text was proposed by Gallo et al. [19].
Comparing the approach’s classification results to baseline
values (doc2vec vs. SVM), the method produced better
results.
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B. ETHERNET SMART CONTRACT VULNERABILITY
DETECTION
Machine learning and deep learning-based detection methods
significantly improve detection efficiency by automating
feature extraction and proper model training for different
forms of contract code, making them more generalizable
and applicable to more application scenarios, and improving
the detection accuracy of common vulnerabilities to a
certain extent compared to existing tools. While dealing
with the vulnerability detection problem, treating contracts
as different objects has corresponding different solutions. It is
noted in the paper that the data set used in the CBGRUmodel
study was relatively small at the time, but the deep learning
model can perform better detection on massive data sets. The
CBGRU model proposed in the paper [4] has high accuracy
in smart contract vulnerability detection tasks but still has
limitations. The CBGRU model study demonstrates that the
model’s performance is constrained by its excessive reliance
on data. A contract vulnerability detection approach called
SCVDIE, which is based on seven different neural networks
and employs contract vulnerability data for contract-level
vulnerability detection, is proposed in the paper [5]. SCVDIE
is different from general deep learning detection methods,
SCVDIE can achieve better detection results with reduced
dataset size, and it is pointed out in the paper that future
research work considers applying migration learning in this
area.SCVDIE can be regarded as the first exploration of
Ethereum smart contract vulnerability detection in small
samples, but it has not been studied in depth.

SVChecker [20] is a method that transforms the Ethereum
smart contract vulnerability detection problem into a text
classification problem processing, which consists of three
main phases according to the core modules: code fragment
extraction, deep learningmodel, and checker for the unknown
source code of smart contract solidity. In the code extraction
stage, irrelevant information from the contract source code
is disregarded, the source code is program-sliced, and the
resulting program slices are normalized, such that function
names are consistently named FUN1-N and variable names
are consistently named VAR1-N, to obtain code fragments
and identify whether or not they are vulnerable. The code
fragment is encoded into the input form (vector) of the neural
network model using the transformer-encoder-based model
in the deep learning model stage after the word embedding
technique. Next, the fully connected layer transforms the
high-dimensional vector into a low-dimensional vector, and
the detection result is then output through the classification
function. The smart contract solidity’s source code is utilized
as input, extracted using code fragments, and trained using
a neural network model to produce the final classification
result. This is what is meant by the checker for the unknown
source code of the smart contract solidity. It is shown that
this system has higher detection accuracy compared to the
existing tools Oyente, Securify, Slither, and Smartcheck.
CodeNet [21] is a transformation of the Ethernet smart

contract vulnerability detection problem into an image
classification and recognition problem processing, mainly to
alleviate the problem of ignoring its semantics and context
in the process of detecting smart contract vulnerabilities
based on deep learning techniques. CodeNet implementation
of smart contract vulnerability detection is mainly divided
into two phases, which are the preprocessing phase and the
detection phase. In the preprocessing phase, the source code
of the Ethereum smart contract solidity is transformed into
an image. The steps are as follows: firstly, compile the smart
contract source code into bytecode, and secondly, convert the
bytecode into an input image based on the smart contract,
while preserving the semantics and context of the smart
contract. In the detection phase, the smart contract-based
input image is analyzed using the proposed CodeNet-based
vulnerability detection method.

Peculiar [22] uses pre-training approaches to convert
the Ethernet smart contract solidity source code into a
non-Euclidean graph issue for processing and finds vulner-
abilities in Ethernet smart contracts based on important data
flow graphs. The key dataflow graph is less complex and does
not include unnecessary deep hierarchies when compared
to standard dataflow graphs that are currently employed
in existing methodologies, which makes it simple for the
model to concentrate on important properties. The model also
includes pre-training techniques as a result of the significant
advancements it has made in numerous NLP jobs. According
to the empirical findings, the Peculiar technique can identify
re-entry vulnerabilities in Ethereum smart contracts with an
accuracy rate of 91.80 percent and a recall rate of 92.40 per-
cent. This detection method greatly surpasses previous
cutting-edge methods for detecting reentrant vulnerabilities,
one of themost critical and prevalent Ethereum smart contract
issues. A unified platform for developing smart contracts
called SCStudio [23] seeks tomake it simple for programmers
to use more secure smart contracts. The main concept is
to provide pattern-based learning-based real-time security-
enhanced suggestions and integrated testing-based security-
focused verification. scStudio is implemented as a VS code
plug-in. It has been included as a suggested development tool
by the FISCO-BCOS community and utilized as an official
development tool for WeBank. In actual use, it surpasses
currently available contract development environments like
Remix, enhancing the average word suggestion accuracy by
30 to 60% and assisting in the discovery of roughly 25%
of vulnerabilities. A multi-task learning-based vulnerability
detection methodology for smart contracts is suggested in
the study [24]. Setting auxiliary tasks to learn additional
directional vulnerability traits enhances the model’s detection
power, allowing for the detection and identification of
vulnerabilities. The model has two components and is based
on a hard-share concept. First, the semantic information of
the input contract is primarily learned from the underlying
common layer. The feature vector of the contract is learned
and extracted using an attention mechanism-based neural
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network after the text representation is first turned into a
new vector by word and location embedding. Second, the
functionality of each task is primarily implemented using a
task-specific layer.

C. FEW-SHOT LEARNING
In recent years, to alleviate the problems of insufficient
generalization ability and over-reliance on large-scale data
for training models in the application of deep learning in
various fields, scholars have researched meta-learning. The
ability of deep learning models to generalize is enhanced by
meta-learning, which seeks to learn new knowledge using
existing knowledge. The following five categories can be
used to categorizemeta-learning research techniques:Metric-
based meta-learning techniques, meta-learning techniques
based on initialized parameters with good generalizability,
meta-learning techniques based on gradient optimizers, meta-
learning techniques based on external memory units, and
meta-learning techniques based on data augmentation [29].
The metric-based meta-learning can construct suitable dis-
tance metrics on the training dataset to model answers
to practical questions, and the twin network proposed by
Koch et al. [30] is a typical representative of the metric-based
meta-learning methods aiming to solve the single-sample
learning image classification problem. The twin network
approach has shown far better performance compared
to the more effective classifiers on existing Omniglot
datasets.

The MAML model [31] is a typical example of initialized
parameter-based meta-learning methods based on strong
generalization, where the task data used in the process of
optimizing the loss function and the network parameter
gradient descent optimization process are separated to
improve generalization capability. MAML has a wide range
of application areas, such as classification, regression, and
reinforcement learning, so MAML models are called model-
independent meta-learning models. The meta-learner model
proposed by Ravi et al. [32] is a typical representative of
gradient optimizer-based meta-learning methods, aiming to
solve the problem of training another learner neural network
classifier in the case of small samples. Santoro et al.’s [33]
memory enhancement model is a typical representative of
meta-learning methods based on external memory units,
aiming to solve the problem of relying on the existence
of deep multilayer neural networks prone to overfitting
by introducing external storage modules.By combining
meta-learning techniques with GAN generation models,
MetaGAN [34] achieves the process of differentiating true
data from false data in order to find tighter decision
boundaries for the model and further improve the feature
extraction capability of the model.

In this paper, we build a text-based representation of
Ethernet smart contracts usingWord2Vec, a word embedding
technology. We then convert the problem of detecting
vulnerabilities in Ethernet smart contracts into a text
classification problem and suggest a SCSVM framework.

In this study, we build an image-based representation of
Ethernet smart contracts based on bytecode and RGB image
transformation technology, transform the small-sample Eth-
ernet smart contract vulnerability detection problem into a
small-sample image classification problem processing, and
suggest the SCLMF framework based on the learner-meta-
learner foundation to realize the small-sample Ethernet smart
contract vulnerability detection.

In this paper, we conduct a complementary research
work which consists of a joint research work on the
SCSVMmethod and the SCLMFmethod. Analyzed from the
perspective of the selected research problem, the real-world
problems that we address in this research work are both
key challenges in the current field of vulnerability detection
for Ethereum smart contracts. This shows that our selected
problem is of great practical significance. Analyzed from
the perspective of the technical route, our proposed SCSVM
method and SCLMF method are validated experimentally
on publicly available smart contract datasets and compared
with other typical methods. In other words, the experiments
conducted validate that our complementary research can
alleviate the key challenges in the area of vulnerability
detection for Ethernet smart contracts. The core idea of the
SCSVM method is to transform the Ethernet smart contract
vulnerability detection problem into a textual classification
problem, based on support vector machine technology,
to achieve the detection of Ethernet smart contract vulnera-
bilities. The core idea of the SCLMF method transforms the
Ethernet smart contract vulnerability detection problem into
an image classification problem and proposes ameta-learning
framework to achieve the detection of Ethernet smart contract
vulnerabilities under small sample conditions. This is the first
attempt to study the detection of vulnerabilities in Ethernet
smart contracts under small-sample conditions, which is of
great reference significance for future work on the same or
similar topics.

III. GENERAL FRAMEWORK
A. SCSVM FRAMEWORK
1) THE OVERALL MODEL ARCHITECTURE OF SCSVM
The SCSVM’s general model architecture is shown in Fig. 1.
The model mainly consists of the following steps:

1.The regularization approach is used to the source code of
the Ethernet smart contract, removing any unnecessary data
like as comments.

2.The pre-processed smart contract is transformed into
word vector form by word embedding technique as the model
input.

3.In order to get results for vulnerability detection, an SVM
model is built for extracting the features of smart contracts,
the loss is calculated using the cross entropy loss function,
and vulnerability classification is accomplished using a
decision function.

The smart contracts are categorized using a support vector
machine (SVM), and the model’s objective is to identify
weaknesses in Ethernet smart contracts. The smart contract
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FIGURE 1. The overall model architecture of SCSVM.

source code is preprocessed in this model using the word
embedding technique before being transformed into word
vector form as an input to the SVM model. After computing
the loss with a cross-entropy loss function, the vulnerability
detection findings are derived by applying a decision function
to categorize the vulnerabilities.

2) WORD EMBEDDING LAYER
The detection model proposed in this paper uses the
Continuous Bag of Words (CBOW) model in the Word2Vec
model for word pre-training. The Word2Vec model is used to
convert smart contract text data into word vectors. the CBOW
model predicts the current value by contextual information,
and its networkmodel is shown in Fig.2. This CBOWnetwork
model has window=3, w(t) is the central word of the input
layer, andw(t−3),w(t−2),w(t−1),w(t+1),w(t+2),w(t+3)
are the contexts of w(t). The following briefly describes the
various layers of the CBOW network model:

Input layer: The context word’s one-hot encoding is used
as input. Assume that the context word window has a size of
C and that the word vector space has a dimension of. So C*V
is the input size.

FIGURE 2. Model architecture of CBOW.

Hidden layer: Suppose the final output of the hidden layer
is a word vector with dimension size N. The weight matrix
between the input layer and the hidden layer is, and V*N
denotes the size of W. Multiply each vector in vector group
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{W d1,W s2, . . . ,W sC
} ∈

1×V with W ∈
V×N to get

vector group {W d1,W d2, . . . ,W dC
} ∈

1×N to get vector
W d

∈
1×N .

Output layer: initialize the output weight matrix
W o

∈
N×V .

The vectorsW d
∈

1×N andW o
∈
N×V of the hidden layer

are multiplied and processed with Softmax to output vector
W r

∈
1×V Each dimension in vector W r

∈
1×V represents a

word in the lexicon. The prediction target corresponds to the
word represented by the index with the highest probability.

3) SVM NETWORK LAYER
Support VectorMachine (SVM) is a commonly usedmachine
learning algorithm, mainly for classification and regression
problems. Among neural networks, the SVM network layer
is a special variety of network layers used for classification
tasks. The input of the SVM network layer is a vector
and the output is the probability that the vector belongs
to different categories. The SVM network layer works by
mapping the input vector into a high-dimensional space and
then finding a hyperplane in the high-dimensional space
to separate the vectors of different categories.The SVM
network layer works by mapping the input vector into a
high-dimensional space and then finding a hyperplane in the
high-dimensional space to separate the vectors of different
categories. The advantage of the SVM network layer is that it
can handle high-dimensional data and nonlinear data and has
better generalization ability.

In this experiment, we implemented the process of text
classification for Ethernet smart contracts using support
vector machine (SVM) and word vector techniques through
code. The precise implementation of each stage in this
process, which includes activities like data preprocessing,
model training, and evaluation, is detailed below. First, the
training and test sets’ text data are read from the specified
file. Next, word vector features are created for the training
set’s text data using the Word2Vec algorithm. Finally, the
word vectors for each sample are averaged to create the
feature vector representation of the sample and are saved in
the DataFrame object of pandas. The word vector features
and label data are read straight from the pre-processed
word vector file if one already exists. Next, the feature
vectors and label information are extracted from the training
and test sets, and the feature vectors are processed using
normalization and normalization methods to make the feature
distribution of the data more normally distributed with little
scale difference. The SVM model’s hyperparameters, or the
values of the C and gamma parameters, are then optimized
using a genetic algorithm to boost the model’s performance
by identifying the ideal combination of hyperparameters.
The accuracy of the model acquired by cross-validation is
known as the fitness function, and the GA library iteratively
tests various combinations of hyperparameters in accordance
with its own internal rules. Finally, the output is the best
result. Next, the SVM model is retrained with the best
hyperparameters, predictions are made using the test set data,

and evaluation metrics such as accuracy and classification
reports are calculated for the model on the test set. Finally,
the best hyperparameter combination, model accuracy, and
classification report are outputs.

B. SCLMF FRAMEWORK
1) THE OVERALL MODEL ARCHITECTURE OF SCLMF
The overall SCLMF model architecture is shown in Fig. 3.
The model mainly consists of the following steps:

1. The source code of the Ethernet smart contract is
compiled by the solc tool to get the hexadecimal bytecode.

2. Get the corresponding RGB image from the hexadecimal
bytecode in Python programming language.

3. Create the fundamental structure for learner-meta-
learners to implement few-shot identification of vulnera-
bilities in ether smart contracts. The basic learner is a
convolutional neural network, and the meta-learner is the
MAML algorithm.

The importance of conducting static analysis work for
Ethereum smart contracts [39], [40], [41]. On the one
hand, for the security and vulnerability detection of smart
contracts, carrying out static analysis of smart contracts can
identify potential vulnerabilities and security weaknesses in
the contracts and identify typical programming errors and
vulnerabilities in the code. Through static analysis, problems
in the contract can be detected and fixed in advance before
the contract is deployed on the blockchain, thus avoiding or
reducing the occurrence of security incidents. On the other
hand, for the reliability and quality assurance of smart con-
tracts, conducting static analysis of smart contracts can detect
errors, anomalies, and inefficient operations in the contracts
and improve the reliability and quality of the contracts. Static
analysis can help developers identify problems such as dead
code, uninitialized variables, and unsafe type conversions in
the code and provide recommendations for fixing them, thus
improving the maintainability and robustness of the contract.
Therefore, it is also valuable and meaningful to use ‘‘solc’’ in
our research work.

The purpose of this model is to detect vulnerabilities
in Ethernet smart contracts using deep learning techniques
including convolutional neural network and meta-learner
MAML. it can handle small sample data and shows good
performance on this task.

2) THE BASE LEARNER
The convolutional neural network CNN, which has four
convolutional layers and one fully connected layer, is the
key tool used in this project to define a base learner.
The variable of type ‘‘nn.ParameterList’’ called ‘‘self.vars’’
contains all the tensors that need to be optimized and is of
the name ‘‘self.vars’’. The weights and biases of the fully
connected and convolutional layers in this model are kept in
‘‘self.vars’’. ‘‘nn.ParameterList’’, which contains the running
means and variances of all BatchNorm layers that do not
need to be optimized, so their ‘‘requires_grad’’ property is set
to ‘‘False’’. ‘‘nn.Parameter()’’ function to create the tensor to
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FIGURE 3. Overall model architecture of SCLMF.

be optimized, and ‘‘nn.init.kaiming_normal_()’’ function to
initialize the weights. We also use the ‘‘nn.BatchNorm2d()’’
function to create the BatchNorm layers and store their
running means and variances in ‘‘self.vars_bn’’. The
‘‘nn.BatchNorm2d()’’ function is used here instead of
calculating the BatchNorm layers manually because PyTorch
provides this function, which already implements the stan-
dard BatchNorm calculation method. The final layer we
define has an input size of 64 and an output size of 5. Instead

of employing the BatchNorm layer in this fully-connected
layer, we just utilize a linear transformation. Fig. 4 depicts
the precise model parameter structure.

3) META-LEARNER
Algorithm 1 Meta Learner describes the process of the
meta-learning algorithm Meta Learner. First, in each task,
the prediction result ‘‘y_hat’’ for the support set images is
calculated by forward propagation, and the cross-entropy loss
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FIGURE 4. Model parameter structure of the base learner.

‘‘loss’’ is calculated. Then, the gradient ‘‘grad’’ is calculated
based on the loss. Next, the fast weights ‘‘fast_weights’’
are updated by using the gradient descent method, where
‘‘theta’’ is the initial weight and ‘‘alpha’’ is the learning
rate. Then, forward propagation is performed again to
obtain the prediction result ‘‘y_hat_before’’ for the query set
images, and the cross-entropy loss ‘‘loss_qry_before’’ and the
accuracy ‘‘correct_before’’ are calculated. In the next inner
loop, ‘‘num_inner_updates’’ are performed. In each inner
update, the prediction result ‘‘y_hat_inner’’ for the support
set images is calculated by forward propagation, and the
cross-entropy loss ‘‘loss_inner’’ and gradient ‘‘grad_inner’’
are calculated. Then, the fast weights ‘‘fast_weights’’ are
updated using the gradient descent method, where ‘‘base_lr’’
is the learning rate of the inner update. After completing the
inner loop, forward propagation is performed again to get
the prediction result ‘‘y_hat_after’’ for the query set images,
and the cross-entropy loss ‘‘loss_qry_after’’ is calculated.
In each inner loop, the cumulative loss ‘‘loss_qry_after’’
and the accuracy ‘‘correct_after’’ are accumulated, and then
the average loss ‘‘loss_qry_sum’’ and the average accuracy
‘‘accuracy_sum’’. After all task cycles are completed, the
average task loss ‘‘loss_qry_final’’ is calculated, and then the
meta-model ‘‘meta_model’’ is updated by back-propagation.
Finally, the loss and accuracy of ‘‘num_inner_updates’’ sub-
internal cycles are calculated.

Algorithm 1Meta Learner
Input:

Support set images, x_spt;
Support set label, y_spt;
Query set images, x_qry;
Query set label,y_qry;
Update steps,k;
Number of tasks,task_num;
meta-optimizer,meta_optim;
Initial learning rate of internal update step,base_lr;

Output:
‘‘accuracy’’ used for both internal and external loops,acc;
‘‘query loss’’ during internal loops,loss;

1: for (i=1 to task_num) do
2: y_hat = forward_prop(x_spt, base_model);
3: loss = cross_loss(y_hat, y_spt);
4: grad = compute_gradient(loss);
5: fast_weights = theta - alpha * grad;
6: y_hat_before = forward_pro(x_qry, base_model);
7: loss_qry_before = cross_loss(y_hat_before, y_qry);
8: correct_before = compute_acc(y_hat_before, y_qry);

9: for (i=1 to k) do
10: y_hat_inner = forward_pro(x_spt, fast_weights);
11: loss_inner = cross_loss(y_hat_inner, y_spt);
12: grad_inner = compute_gradient(loss_inner)
13: fast_weights = fast_weights - base_lr * grad_inner;

14: y_hat_after = forward_pro(x_qry, fast_weights);
15: loss_qry_after = cross_loss(y_hat_after, y_qry);
16: accumulate(loss_qry_after, correct_after);
17: loss_qry_after = cross_loss(y_hat_after, y_qry);
18: loss_qry_sum = sum_loss_qry_after / k;
19: accuracy_sum = sum_correct_after / k;
20: accumulate(loss_qry_sum, loss_list_qry);
21: for (i=1 to task_num) do
22: loss_qry_final = loss_qry_sum / num_tasks;
23: backward_pro(loss_qry_final, meta_model);
24: calculate_acc(num_inner_updates, loss_list_qry);
25: calculate_loss(num_inner_updates, loss_list_qry);
26: return acc,loss;

4) MODEL FINE-TUNING
Algorithm 2 Finetuning describes that during model fine-
tuning. First, we need to get the dimension of the
input data x_spt, which can be done by calling the
‘‘get_input_dim(x_spt)’’ function. Then, we need to calculate
the size of the query data, which can be done by calling
the ‘‘calculate_query_size()’’ function. Next, we create
an empty ‘‘correct_list’’ that stores the correct rate after
each update. Then, we copy the base network ‘‘net’’
and create a new network ‘‘new_net’’. Next, we perform
forward and backward propagation to calculate the loss and
gradient of the new network ‘‘new_net’’ on the training
data ‘‘x_spt’’, which can be done by calling ‘‘forward_
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Algorithm 2 Finetuning
Input:

Support set images, x_spt;
Support set label, y_spt;
Query set pictures, x_qry;
Query set label,y_qry;
Update steps,k;
Basic Network Model,net;
New Network Model, new_net;
Initial learning rate of internal update step,bs_lr;

Output:
List of correct rates used for both internal and external
loops,accs;

1: input_dim = get_input_dim(x_spt);
2: query_size = calculate_query_size();
3: correct_list = [];
4: new_net = copy_network(net);
5: loss, grad = forward_backward_prop(new_net, x_spt);
6: fast_weights = update_fast_weights(theta, alpha, grad);
7: correct_before = forward_prop(net, x_query);
8: correct_after = forward_prop(new_net, x_query);
9: correct_list.append((correct_before, correct_after));

10: for (k=1 to num_inner_updates) do
11: loss, grad = forward_back_prop(fast_weights, x_spt);

12: f_w= update_fast_weights(fast_weights, bs_lr, grad);

13: correct_after = forward_prop(f_w, x_query);
14: correct_list.append(correct_after);
15: delete_network(new_net);
16: accs = [correct / query_size for correct in correct_list];
17: return accs

backward_propagation(new_net, x_spt)’’ function to achieve
this. Then, we use the gradient and the learning rate parameter
‘‘alpha’’ to update the fast weights ‘‘fast_weights’’, which
can be done by calling ‘‘update_fast_weights( theta, alpha,
grad)’’ function to achieve this. Next, we calculate the
correct_before rate of the underlying network ‘‘net’’ on the
query data ‘‘x_query’’. Then, we enter a loop that performs
an internal update ‘‘k’’ times. In each loop, we again perform
forward and backward propagation to compute the loss and
gradient of the fast weights ‘‘fast_weights’’ on the training
data ‘‘x_spt’’. Then, the fast weights ‘‘f_w’’ are updated
using the base learning rate ‘‘bs_lr’’ and the gradient. Then,
we calculate the correct rate ‘‘correct_after’’ of the fast
weight ‘‘f_w’’ on the query data ‘‘x_query’’, and add it to
the ‘‘correct_list’’ to the list of correct rates. At the end of
the loop, we delete the new network ‘‘new_net’’. Finally,
we calculate the percentage of each correct rate value in
the ‘‘correct_list’’ as a percentage of the query data size
‘‘query_size’’ and store the result in the list ‘‘accs’’. This
algorithm’s goal is to enhance network performance for better
training and testing results.

IV. EXPERIMENTS AND RESULTS ANALYSIS
A. SCSVM EXPERIMENTS AND RESULT ANALYSIS
1) EXPERIMENTAL ENVIRONMENT AND DATASET
The hardware configuration for SCSVM experiments is an
Intel i7-10875H processor under Windows 11 operating
system, running memory of 8 GB, and a graphics card
of RTX3070. The Pytorch deep learning library is version
1.10.2, and the Python programming language is version
3.8. To further evaluate the generalization performance of
the model and avoid overfitting or underfitting phenomena,
the fitness function of the SCSVM approach includes
cross-validation techniques in addition to the random loss
function (Hinge) during the training data.

The Smartbugs [6] and Smartbugs-wild [6] public datasets
are used to implement the SCSVM approach. One of
them, Smartbugs-wild, has 47,587 genuine and exclusive.sol
files and is created in the solidity programming language.
Based on the [20] division approach, the Ethereum smart
contract data is split into two categories: susceptible data
and non-vulnerable data. There are two basic causes for
vulnerable data: (1) Incorrect variable operations, such as
integer overflow. (2) Inappropriate usage of API function
calls, including timestamp dependencies and reentrance.

In the study of the SCSVM approach, a typical public
dataset of smart contracts is used for experimental validation
in the paper. The dataset contains typical contract vulner-
abilities, such as ‘‘Reentrancy’’, ‘‘Unchecked LL Calls’’,
‘‘Unchecked LLCalls’’, ‘‘Tx.origin’’, etc. After experimental
verification, the SCSVM method demonstrates better detec-
tion results compared to other smart contract vulnerability
detection methods covered in the paper. Therefore, our
proposed SCSVM method is effective for typical Ethereum
smart contract vulnerability detection methods. Our current
work on validating the effectiveness of the SCSVM method
takes typical, prone, and more harmful types of vulnerable
contracts as the target of our research. We believe that such
research is valuable and significant.

2) PERFORMANCE COMPARISON AND RESULT ANALYSIS
To demonstrate the efficacy of the proposed SCSVMmethod,
we compare the performance with popular static analysis
tools Mythrill [20], Osiris [21], Oyente [22], Security [23],
and Slither [24] and evaluate the effectiveness of the SCSVM
method using accuracy, precision, recall, and F1-score typical
metrics. It is shown that the SCSVM method suggested
in this paper is effective. The average performance of five
well-known static analysis tools on the smartbugwild dataset
for Mythrill, Osiris, Oyente, Security, and Slither is displayed
in Table 1 [25]. In addition, the values in Table 1 are in the
form of percentages. To further compare typical tools with
our proposed SCSVM approach, we computed the average
performance against four vulnerability types, Reentrancy,
Unchecked LL Calls, Tx.origin, and TimestampDependency.
The reason we take this approach for comparison is
that the SCSVM method is used to do smart contract

78216 VOLUME 11, 2023



Z. Yang et al.: Improvement and Optimization of Vulnerability Detection Methods

TABLE 1. Average performance of 5 well-known static analysis tools on the smartbugwild dataset.

vulnerability detection by dividing two types of datasets,
which are the dataset with vulnerabilities and the dataset
without vulnerabilities, where the dataset with vulnerabilities
contains improper use of API function calls, i.e., it contains
vulnerabilities such as Reentrancy. We contrast the typical
performance with the SCSVM technique we have suggested.
Table 2 compares the average performance of identifying a
particular vulnerability.

The SCSVM approach suggested in this paper performs
well in the discovery of vulnerabilities in Ethernet smart
contracts, according to a comparison of the average perfor-
mance of vulnerability detection presented in Table 2. The
SCSVM method’s detection accuracy, recall, and F1-Score
are specifically 87.55 percent, 87.68 percent, 87.46 percent,
and 87.51 percent, respectively. The F1-score, a statistic
that combines precision and recall and shows the overall
performance of the model, is the largest for the SCSVM
approach when compared to the five other methods, Mythrill,
Osiris, Oyente, Security, and Slither. In the classification
problem, the recall rate is used to gauge the percentage of
samples with positive predictions that actually come true,
while the precision rate gauges the percentage of samples
with positive predictions that actually do.Since F1-score takes
both precision rate and recall rate into account, it can be
used to solve problems involving multiclass classification
as well as unbalanced data sets. The experiments show
that the SCSVM method performs brilliantly in terms of
recall, with a recall rate of 87.46%, which is higher than
all the remaining vulnerability detection tools; in terms of
accuracy, it is only slightly worse than Slither but better
than the other detection methods. These results show how
the suggested SCSVM method may successfully improve
the precision and effectiveness of vulnerability identification
while reducing the security concerns connected with smart
contracts. Besides, we also compare the SCSVMmethodwith
other deep learning methods, such as DeeSCVHunter [36],
DA-GCN [37], and DR-GCN [38], to further thesis the
effectiveness of the SCSVM method. The SCSVM method
also showsmore excellent detection results compared to three
deep learning methods such as DeeSCVHunter, DA-GCN,
and DR-GCN in terms of four aspects: accuracy, precision,
recall, and F1-score analysis. This shows that the SCSVM
method is positive and effective.

From the perspective of data set selection, most of
the data we selected are from real contracts deployed

on the blockchain, which can reflect the vulnerability of
smart contracts in the real world. From the perspective
of metrics selection, we selected accuracy, precision, com-
pleteness, and F1-score, which are reasonable and effective.
From the perspective of the comparative experimental
setup, we compare the SCSVM method with existing
static analysis methods and typical deep learning methods,
and such a setup is reasonable and effective. From the
perspective of experimental results, the SCSVM method
demonstrates better detection results compared with existing
static analysis methods and typical deep learning methods,
which confirms the effectiveness and value of the SCSVM
method.

B. SCLMF EXPERIMENTS AND RESULTS ANALYSIS
1) EXPERIMENTAL ENVIRONMENT AND DATASET
The hardware setup for the SCLMF experiment in question
includes an Intel i7-10875H CPU running Windows 11,
8 GB of running memory, an RTX3070 graphics card, and
GPU-accelerated training models. The Pytorch deep learning
library is version 1.10, and the Python programming language
is version 3.8.2. The cross entropy loss function is used as
the loss function in the proposed SVM-based Ethernet smart
contract vulnerability detection technique SCSVMduring the
training data.

The dataset used for the implementation of the SCLMF
method is based on the publicly available datasets Smartbugs-
wild [6] and ScrawlD [7] and the Python programming
language to propose the Ethernet smart contract image
dataset WScrawlD, which can be used as a small sample
Ethernet smart contract vulnerability detection experimental
study. The Ethernet smart contract image dataset WScrawlD
contains six vulnerability types, namely ARTHM, LE,
RENT, TimeM, TimeO, and UE. ARTHM, RENT, TimeM,
TimeO, and UE vulnerability types correspond to SWC-101,
SWC-107, SWC-116, SWC-114, and SWC-104, respec-
tively. To ensure the effectiveness of vulnerability detection,
all contracts in the WScrawlD dataset are uniquely tagged,
i.e., each contract corresponds to only one vulnerability
type tag. In addition, small-sample image classification
experiments are conducted using the publicly available
dataset Omniglot [35] to compare the SCLMF method
with the typical meta-learning algorithms MANN [33] and
CONVOLUTIONAL SIAMESE NETS [30], as further proof
of the effectiveness of the SCLMF method.
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TABLE 2. Comparison of the average performance of vulnerability detection.

In our work to validate the effectiveness of the SCLMF
approach, we strive to ensure that we use broad, diverse, and
high-quality training data to reflect real-world smart contract
vulnerabilities. The datasets we selected are from publicly
available datasets and the majority of smart contract data is
real and deployed on Ether. Therefore, the data we selected
is real and valid and can reflect the real-world smart contract
vulnerability situation.

Our proposed smart contract image dataset WScrawlD is
built based on a reasonable and feasible technical approach.
Our research work on the SCLMF method aims to propose
a method for detecting vulnerabilities in Ethereum smart
contracts under small sample conditions, and the currently
constructed smart contract image dataset WScrawlD is
sufficient to provide experimental data to verify the effec-
tiveness of the SCLMF method. Because the core idea of
meta-learning is to gain the ability to generalize to new tasks
by learning old ones.

2) COMPARISON OF PERFORMANCE AND INTERPRETATION
OF EXPERIMENTAL FINDINGS
We evaluate the effectiveness of the SCLMF method by
accuracy typical metrics and compare the performance with
typical meta-learning algorithms MANN [33], CONVOLU-
TIONAL SIAMESE NETS [30]. The dataset used for the
comparison experiments with MANN, CONVOLUTIONAL
SIAMESE NETS algorithm is Omniglot [35]. For the
classification effect of MANN on Omniglot refer to the
paper [35] and for CONVOLUTIONAL SIAMESENETS on
Omniglot refer to the paper [30].
According to our understanding, the current research

progress on the detection of vulnerabilities in Ethereum
smart contracts under small sample conditions is limited,
and it is difficult to find a comparable comparison method.
The SCLMF method is a meta-learning algorithm by
nature, and comparing it with other typical meta-learning
algorithms can verify the effectiveness of the method to
a certain extent. Therefore, this paper conducts an empir-
ical comparison between the SCLMF method and typical
meta-learning algorithms ‘‘MemoryAugmented Neural Net-
works’’ and ‘‘CONVOLUTIONAL SIAMESE NETS’’. The
empirical comparison of the SCLMF method with typical
meta-learning algorithms ‘‘MemoryAugmented Neural Net-
works’’ and ‘‘CONVOLUTIONAL SIAMESE NETS’’ is
conducted to further verify the effectiveness of the SCLMF
method. Meanwhile, the omniglot dataset is often used

TABLE 3. WScrawlD Few-shot classification.

as an important dataset to compare the advantages and
disadvantages of meta-learning algorithms. Therefore, the
omniglot dataset is chosen as the experimental dataset in this
paper to further demonstrate the effectiveness of the SCLMF
method.

Table 3 shows the small sample classification of the
SCLMF method on the WScrawlD dataset. The SCLMF
method performs with an accuracy of 72.36% on the
2-way 1-shot experiment and 68.16% on the 2-way 2-shot
experiment. Due to the small number of categories and the
small number of samples, only 2-category small sample
experiments were performed.We examined the experimental
data, and found that themain factor contributing to the 2-way-
1shot’s superior accuracy over 2-way-2shot was the study’s
primary goal, which was to enhance model performance by
utilizing fewer training samples. However, the performance
of the 2-way 1-shot model is superior in comparison when
there are few training examples.

It can be shown that themodel performs reasonably well on
all test sets by looking at the 5-way 1-shot and 5-way 5-shot
model training processes of the SCSVM approach using
the Omniglot dataset in Fig. 5. Additionally, the SCLMF
approach obtains 96.7 percent accuracy and 98.5 percent
accuracy under 5-way 1-shot and 5-way 5-shot conditions,
respectively, according to the experimental data, which
further supports the model. This further demonstrates the
model’s superior performance. For the overfitting problem,
SCLMF adopts a feature selection algorithm based on L1
regularization to control the model complexity and uses an
early stopping strategy during the model training process to
prevent overfitting. Through these measures, SCLMF can
better resist the risk of overfitting.

The SCLMF method’s small-sample classification results
for the Omniglot dataset are displayed in Table 4. In the
5-way 1-shot trial and the 5-way 5-shot experiment, the
SCLMF technique is 96.7 percent accurate. As can be
shown, the SCLMF approach performs better than the
MANN, CONVOLUTIONAL SIAMESE NETS algorithm
for classifying tiny data.

The Omniglot dataset, in contrast, has 1623 characters
(classes) from 50 other alphabets. There are 20 samples in
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FIGURE 5. 5-way n-shot model training process.

TABLE 4. Omniglot Few-shot classification.

each class, each drawn by a different person. The WScrawlD
dataset has limited categories and numbers, i.e., it contains
only 6 category vulnerabilities and each category vulnerabil-
ity contains only 10 images, so the classification effect has a
certain gap compared with that on the Omniglot dataset due
to the small number of categories of Ethernet smart contract
vulnerabilities and the relatively weak learning to. To further
improve the WScrawlD dataset and our method’s detection
performance, in future work we will examine other types
of Ethereum smart contract vulnerabilities. Although there
is a small gap in the detection impact of this experiment,

it is confirmed that our suggested technique is efficient
because the SCLMF method outperforms the MANN [33]
and CONVOLUTIONAL SIAMESE NETS [30] algorithms
on the Omniglot dataset.

Our proposed smart contract image dataset WScrawlD is
built based on a reasonable and feasible technical approach.
The smart contract data selected for the dataset WScrawlD
are all from publicly available datasets and most of the smart
contract data are existed and deployed on Ether. Therefore,
the data we selected are real and valid and can reflect the
real-world smart contract vulnerability situation. The core
idea of the SCLMF method is to transform the Ethernet
smart contract vulnerability detection problem into an image
classification problem, so it is reasonable and effective to
choose the accuracy rate as the metric. To further validate
the effectiveness of the SCLMF method, we also conduct
an empirical study of the SCLMF method with a typical
meta-learning algorithm on the public dataset Omniglot.
The main reason for comparing the SCLMF method with
typical meta-learning algorithms is that the SCLMF method
is also a meta-learning algorithm by nature. The results of the
study demonstrate the effectiveness and value of the SCLMF
method.

V. CONCLUSION
In this paper, we propose an SVM-based vulnerability
detection method for Ethereum smart contracts, SCSVM,
which alleviates the problem of relying on expert rules
when static analysis tools detect contract vulnerabilities and
the difficulty of reuse among different vulnerability types.
Compared with typical static analysis methods and deep
learning methods, our method has high accuracy and good
classification performance with the highest F1 score. These
results further emphasize the effectiveness and superiority of
our proposed SCSVM approach in identifying vulnerabilities
in Ethernet smart contracts. In addition, we propose SCLMF,
a vulnerability detection method for Ethernet smart contracts
based on the underlying learner-meta-learner framework,
which alleviates the problem of relying on large-scale
data when training models using deep learning methods.
We combine the public dataset Smartbugs-wild with ScrawlD
to build the Ethernet smart contract image datasetWScrawlD.
In addition, we use WScrawlD to conduct a small-sample
smart contract vulnerability detection study and achieve cer-
tain detection results. To further demonstrate the effectiveness
of the SCLMF method, we conducted experiments using the
method on the publicly available dataset Omniglot, which is
a typical small-sample image dataset that better reflects the
advantages and disadvantages of small-sample algorithms,
and the experiments show that the SCLMF method exhibits
excellent classification results, proving the effectiveness of
the method from this perspective.

In general, the two methods proposed in this paper
use technologies that belong to machine learning; both
methods are centered on the study of Ethereum smart
contract vulnerability detection and have achieved certain
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detection results; the two methods are a complementary
study on Ethereum smart contract vulnerability detection
methods; the two methods target the difficult problems from
different perspectives and can be adapted to smart contract
vulnerability detection in different scenarios.

APPENDIX
WE OUTLINE SIX REPRESENTATIVE EXAMPLES OF
SMART CONTRACT VULNERABILITIES, SUCH AS ARTHM,
LE, RENT, TimeM, TimeO, AND UE
A. RENT
List 1 shows the RENT vulnerability smart contract. It is
one of the more frequent and deeper threat types of smart
contract vulnerabilities. Smart contracts make calls to other
contracts during execution via function calls or transfers of
Ether. However, there is a risk that these external calls could
be exploited by a malicious attacker, causing the contract to
be forced to execute the rest of the code, a process that can
be thought of as reentry. The vulnerability typically occurs
when a transfer function is used in the course of a smart
contract. The vulnerability can lead to the theft or denial of
service of tokens from the attacked contract account. The
ReentranceAttack contract is shown with a simple set of
code samples to analyze the reentry vulnerability. the main
function of the code examples shown in the Reentrance
contract is similar to the public wallet function, deposit()
implements the deposit function, withdraw() implements the
withdrawal function, and balanceof() implements the balance
inquiry function of the Reentrance contract. In the code
example shown in the ReentranceAttack contract, deposit()
deposits Ether into the Reentrance of the attacked contract
(step 1), withdraw() is called through attack() to realize
the withdrawal operation (step 2), the code shown in the
Reentrance contract makes a request() conditional judgment
(step 3), the Reentrance contract calls call.value() to take the
money, triggering the fallback function in the code shown
in the ReentranceAttack contract (step 4), and the fallback
function in the code shown in the ReentranceAttack contract
is called and continues to call the ReentranceAttack contract
withdraw() in the code shown to continue the withdrawal
(steps 5 6), and repeat steps 3 and 4 until step 3 is not satisfied.

B. ARTHM
Listing 2 shows the ARTHM vulnerable smart contracts,
which refer to arithmetic error vulnerable contracts, in this
case, integer overflow vulnerabilities, i.e., integer overflow
and integer underflow. The integer overflow vulnerability
corresponds to the smart contract vulnerability library SWC-
101 and CWE-682, which indicates ‘‘incorrect computa-
tion’’, the vulnerability contains both integer overflow and
integer underflow, integer overflow refers to the storage
of values greater than the maximum support value, integer
underflow refers to the storage of values less than the
minimum support value. The integer overflow vulnerability
is caused by the failure to logically validate the computation

LISTING 1. RENT vulnerability.

results in advance before the smart contract is developed. The
vulnerability can have extremely serious consequences, such
as infinite token increment, which means that a malicious
attacker can use the integer overflow vulnerability to initiate
a transaction and send a large number of tokens to a specified
address with a small number of tokens. Tokens represent
digital assets in the blockchain. Themaintenance and upgrade
of the blockchain require the participation of miners, and
tokens can be paid to miners as fees. The integer overflow
vulnerability is analyzed through a simple code sample. the
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LISTING 2. ARTHM vulnerability.

default value of a is set to 0 and the default value of b is
set to 255 in the code shown in the OverFlowUnderFlow
contract. The value of changes to 255 after the execution
of underflow() and the value of b changes to 0 after the
execution of overflow() in the OverFlowUnderFlow contract.
The change of a value is the integer underflow case, and the
change of b value is the integer overflow case.

C. UE
Listing 3 shows UE vulnerable smart contracts. UE vulner-
able smart contracts refer to unchecked calls to vulnerable
smart contracts, corresponding to the smart contract vul-
nerability library SWC-104, which may be vulnerable to
unchecked low-level calls when using low-level functions
such as send, call, callcode, and delegetecall. Because such
low-level functions do not resume previous execution when
the function execution fails, such an exploit could lead to
an unexpected side effect where Ether is reduced but not
sent out. An example of an unchecked invocation of a
smart contract vulnerability is a Locking Attack. Here is
a simplified example code: In the LockingAttack contract,
users can deposit Ether and get their money back at any time.
However, if the attacker passes a malicious contract address
when calling the withdraw function, the contract will never
be able to retrieve the deposit. Assuming the attacker has
the malicious contract MaliciousContract when the attacker
initiates a transaction to the contract LockingAttack and
calls its withdraw function, it will pass the above malicious
contract address and transfer some deposits at the same
time. Since the withdraw function uses the call function to
interact with the external contract, the attacker’s malicious
contract will be executed and will then throw an exception on
execution, causing the funds to be locked in the contract.

D. TimeM
List 4 shows TimeM vulnerable smart contracts. timeM
vulnerable smart contracts refer to timestamp-dependent
vulnerable smart contracts, which correspond to the smart
contract vulnerability library SWC-116 and CWE-829,
which indicates ‘‘contains functionality from an untrusted
control domain’’, which typically occurs when using This
vulnerability typically occurs in scenarios where timestamps
are used as a key element in the execution of critical events.
The vulnerability arises because when a timestamp is used as

LISTING 3. UE vulnerability.

LISTING 4. TimeM vulnerability.

a critical element in the execution of a critical event, a miner
can manipulate the timestamp in his favor in a short period
of time (less than 900 seconds). A simple code example
analyzes the timestamp vulnerability and the code shown in
the Roulette contract implements the function that if someone
is the first to transfer 20 ether to the smart contract in the block
whose timestamp is divisible by exactly 10, then he will get
all the bets previously transferred to the contract. The block
is generated by the miner, and the miner is able to know if the
timestamp of the next block is divisible by 5.

E. TimeO
List 5 shows the TimeO vulnerable smart contract, which
refers to the transaction order dependency vulnerability smart
contract, corresponding to the smart contract vulnerability
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LISTING 5. TimeO vulnerability.

library SWC-114 and CWE-362, which indicates ‘‘incorrect
synchronization when using shared resources in concurrent
execution’’. Blockchain networks process transactions in
blocks, and it takes time for transactions to propagate
and for miners to agree on them. Malicious attackers
use this time to monitor the transactions of the attacked
contract and send their own transactions with higher
gas so that their transactions are in the same block as
the attacked contract transactions. The miners check the
transactions within the block and give priority to the
attacker contract transactions with higher gas. This results
in the malicious attacker benefiting from stealing the
contents of the attacked contract’s transactions and the
attacked contract suffering losses. The transaction order
dependency vulnerability is analyzed through a simple
code sample. the code shown in TransactionSequence has
100 ether in the contract account and finds the sha3 hash as
0xb5b5b97fafd9855eec9b41f74dfb6c38f5951141f9a3ecd7f4
4d5479b630ee0a value ‘‘KEY’’ can get 100ether. a node A
in the blockchain could have used ‘‘However, the malicious
attacker monitors the ‘‘KEY’’ submitted by A through
the monitoring transaction pool, and after checking its
correctness, the malicious attacker uses the higher gas to send
the ‘‘After checking its correctness, the malicious attacker
calls solve() with a higher gas to get the 100 ether that should
belong to node A first.

F. LE
Listing 6 shows the LE vulnerability smart contract. le vul-
nerability refers to Ethereum locking. Here is a simple sample
code for EtherLock. In this contract, we define an EtherLock
contract with two parameters: beneficiary and release time.
the beneficiary is the recipient of the deposit, and release time
is the time that specifies when the deposit can be withdrawn.
In the withdraw function, we use the required statement to
check if the current time is later than the specified release
time. if the condition does not hold, the function throws
an exception and stops execution. Otherwise, the function
transfers all the balances in the contract to the specified
beneficiary address. This contract can be used to limit the use
of funds or delay the release of funds. For example, suppose
a project takes a certain amount of time to complete and
a payment needs to be made in advance. We can use the

LISTING 6. LE vulnerability.

EtherLock contract to lock this payment until the project is
completed. This ensures that the money can only be used for
a specific purpose and prevents accidental or misuse.
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