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ABSTRACT To counteract rising bots, many CAPTCHAs (Completely Automated Public Turing tests to
tell Computers and Humans Apart) have been developed throughout the years. Automated attacks, however,
employing powerful deep learning techniques, have had high success rates over common CAPTCHAs,
including image-based and text-based CAPTCHAs. Optimistically, introducing imperceptible noise, Adver-
sarial Examples have lately been shown to particularly impact DNN (Deep Neural Network) networks.
The authors improved the CAPTCHA security architecture by increasing the resilience of Adversarial
Examples when combined with Neural Style Transfer. The findings demonstrated that the proposed approach
considerably improves the security of ordinary CAPTCHAs.

INDEX TERMS Machine learning, CNN, DNN, CAPTCHA, security, adversarial examples, cognitive.

I. INTRODUCTION
With a wide variety of applications, CAPTCHA (Completely
Automated Public Turing test to tell Computers and Humans
Apart) or HIP (Human Interactive Proof) is a popular secu-
rity defense tool to protect websites and other applications.
Generally speaking, CAPTCHA is based on a hardness
assumption of an AI problem. As a result, as long as a
CAPTCHA is not broken, there is a way to differentiate
humans from computers. Recently, automated attacks, how-
ever, employing powerful deep learning techniques, have
had high success rates over common CAPTCHAs. Text-
based CAPTCHAs have been found to be less secure against
enhanced algorithms, powerful deep-learning techniques, and
superior hardware. As a result, many designs prioritize image
recognition over text recognition. However, object detection
and image classification with deep learning techniques can
bypass image-based CAPTCHAs. Some researchers recently
discovered that Adversarial Examples [2] can fool state-of-
the-art DNNs by adding imperceptible small perturbations
in an original image. Furthermore, Neural Style Transfer [3]
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performs an image’s pixel-level updates by fusing with
another style image to increase the difficulty of machine
classification.

In this study, we proposed a novel way to strengthen the
robustness of Adversarial Examples by combining this tech-
nique with Neural Style Transfer in order to improve the
security of regular CAPTCHAs. According to our findings,
integrating Adversarial Examples with Neural Style Transfer
significantly improves the security of typical CAPTCHAs.
Extensive security tests are performed against the attacking
methods of Gradient Masking, Adversarial Training, and
Input Transformation to determine the usefulness of this
strategy in improvingCAPTCHA security. The findings show
that the proposed solution improves the security of com-
mon CAPTCHAs substantially. The findings also demon-
strate that deep learning can improve CAPTCHA security
and provide a promising direction for future CAPTCHA
research.

The rest of the paper is structured as follows. Section II
summarizes related works. Our proposed method is intro-
duced in Section III. Section IV details and evaluates the
security enhancements of this approach. Section V suggests
research directions and concludes the work.
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II. RELATED WORKS
Text-based CAPTCHA has been the most extensively used
CAPTCHA method. To improve security, this CAPTCHA
technique included numerous resistance tactics such as
crowding characters together (CCT), noise, backdrops, etc.
Yet, as the research [1] has shown, all these resistance mech-
anisms appear to be ineffectual. Deep learning techniques
have lately been used as a new approach to overcoming
text-based CAPTCHA. reCAPTCHA was resolved with a
high success rate using CNNs. The CNN-based approach
was used to successfully defeat Microsoft’s CAPTCHA.
These successful assaults show that text-based CAPTCHAs
are no longer extremely secure and that the age of
text-based CAPTCHAs has passed. As a result, image-
based CAPTCHAs have appeared since then. In line with
this, the most common and effective approach for break-
ing image-based CAPTCHAs has been training neural net-
works to classify these images. ASIRRA CAPTCHA, Avatar
CAPTCHA, Google CAPTCHA, FR-CAPTCHA, IMAGI-
NATION, ARTiFACIAL CAPTCHA, etc. were bypassed by
utilizing CNNs with high success rates. In general, image-
based CAPTCHAs still have security flaws that make them
vulnerable to automated attacks.

The new cognitive CAPTCHA [4] was proposed that
combines text-based, image-based, and cognitive CAPTCHA
characteristics with deep learning techniques like Adver-
sarial Examples. The authors asserted that their suggested
CAPTCHA is more secure than conventional CAPTCHAs
while still being user-friendly. Zhang et al. [5] investigated
the influence of Adversarial Examples on CAPTCHA secu-
rity (including image and text-based CAPTCHAs) against
DNN attacks. They demonstrated that Adversarial Exam-
ples have a considerable impact on the resilience of
CAPTCHA security by using the existing generation tech-
niques of Adversarial Examples to construct adversar-
ial CAPTCHAs. Gajani et al. [6] suggested a method of
generating secure CAPTCHAs using Neural Style Trans-
fer (NST) and VGG-16. The proposed method employs
a 9-cell-grid design with random stylized photos using
Neural Style Transfer, and the user is requested to pick
images that are aesthetically comparable to the distinct
images shown. Osadchy et al. [7] proposed DeepCAPTCHA,
an image-based CAPTCHA, that is designed to be resis-
tant to ML (Machine Learning) attacks. In this approach,
Immutable Adversarial Noise (IAN) is added to the original
images whose generated image can deceive DNN networks
and cannot be removed using image filtering. Obviously,
DeepCAPTCHA is a new image-based CAPTCHA pro-
viding high security. Ye et al. [8] proposed a GAN-based
approach to bypass text-based CAPTCHAs. In particular,
synthetic CAPTCHAs are generated to build a base solver.
The base solver is improved via transfer learning on actual
CAPTCHAs. Their approach could successfully recognize
some real CAPTCHAs, according to the evaluation. How-
ever, the solver is still a CNN network, which is impacted
by Adversarial Examples, it cannot successfully overcome

adversarial CAPTCHAs. In other words, approaches of
Adversarial Examples have clearly proved their efficacy and
resilience when employed against machine learning attacks.

As a result of extensive research on Adversarial Examples,
numerous new strategies for generating Adversarial Exam-
ples [2] have been proposed, including Fast Gradient Sign
Method (FGSM), DeepFool, Basic Iterative Method (BIM),
Jacobian-based Saliency Map Algorithm (JSMA), Adversar-
ial Transformation Networks (ATNs), and others. In addition,
several researchers [2] were exploring attacking strategies
against Adversarial Examples. However, as shown in the
research [2], attacking models are still unable to totally erad-
icate their influence. The approach of random scaling [2] was
proved to reduce the impact of Adversarial Examples. Also,
Adversarial Exampleswas claimed that it cannot always guar-
antee that they would fool the neural network for huge photos
acquired from varied distances and perspectives. Neverthe-
less, OpenAI immediately said on their official blog that they
generated photos that, when viewed from different angles and
distances, can reliably fool automated bots’ categorization.
In the near future, research onAdversarial Examples in neural
networks will remain a hot area.

In this paper, we present a new method for improving
traditional CAPTCHA security by combining Adversarial
Examples with Neural Style Transfer on image and text-
based CAPTCHAs. To create the output image with high
complexity, the technique blends Neural Style Transfer [3]
with Adversarial Examples. Neural Style Transfer enhances
the complexity by updating an image’s pixel level when
fusing with any style image. We can build styled images
with secure capability against machine learning automated
bots depending on the complexity of style images and Neural
Style Transfer techniques. Adversarial Examples then will
add more extra small unnoticeable noise to the styled image
to augment the difficulty of image classification and recog-
nition. This method is more adaptable since it allows us to
combine any existing Adversarial Example model with any
Neural Style Transfer methodology to generate highly secure
traditional CAPTCHAs.

III. PROPOSED METHOD
We suggested a novel method that augments the security
of classic CAPTCHA, particularly against machine learn-
ing automated assaults, by using existing resources and
methodologies.

A. DATASETS
For text, we utilize EMNIST (expanded Modified National
Institute of Standards and Technology) dataset [9]. And we
utilize ILSVRC-2012 [10] dataset for images, which was
employed in the ImageNet visual recognition competition
in 2012.

B. APPLIED TECHNIQUES
1) NEURAL STYLE TRANSFER
Neural Style Transfer [3], [11], [12], [14] is a deep learning
approach for making aesthetically attractive images. This
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FIGURE 1. Network architecture.

approach applies the style of creative images to other images
by using a trained DNN. The fast Style Transfer Network [12]
is used in this study to enable for real-time stylization.
As depicted in Figure 1, our network model is made up
of three principal components: a style prediction network,
a style transfer network, and a loss network. The content and
style loss network employs a VGG classification network,
typically VGG-16 [13]. To anticipate an input style image’s
embedding vector S, the style prediction network follows the
Inception-v3 design [15] and provides normalization con-
stants to the style transfer network. The style transfer network
is primarily as follows [16] in which fractionally strided
and strided convolutions are employed for upsampling and
downsampling instead of pooling layers.

The main purpose [12] is to minimize the total loss Ltotal
for the improvement of the output image’s content and
texture:

Ltotal = αLcontent + βLstyle (1)

where Lcontent is the loss of content, Lstyle is the loss of style,
and α and β are weighting factors that trade-off between style
and content. To indicate if two images are similar in content,
their extracted high-level features [12] are close in Euclidean
distance. As a result, Lcontent is the Euclidean difference
between the content and output images:

Lcontent (y, yc) =

C∑
l=1

1
Nl

∥∥∥F l − Pl
∥∥∥2
2

(2)

To indicate if two images are similar in style, their extracted
low-level features [12] share the same spatial statistics. As a
result, Lstyleis the Gram difference between the generated
image and style image, calculated as:

Lstyle (y, ys) =

L∑
l=1

1
Nl

∥∥∥Gl − Al
∥∥∥2
F

(3)

with Gl and Al being Gram matrices of generated and style
images at the layer l. The feature maps of y, yc, and ys are
represented by F l , Pl and S l at layer l, respectively. C and L
are the size of content and style layers, respectively. Besides,
N l is the filter number of the layer l.

FIGURE 2. A demonstration of Adversarial Example generation on
ImageNet with ϵ = 0.007.

TABLE 1. Image-based evaluation dataset.

2) ADVERSARIAL EXAMPLES
As shown in [2], Biggio et al. and Szegedy et al. first
developed the concept of Adversarial Examples. DNN net-
works have been found to be sensitive to small imperceptible
updates, Adversarial Examples, in the original images. More-
over, this technique impacts not just one model but also
another with different architectures or training sets, as long
as they are trained for the same job. Many new approaches
for generating Adversarial Examples [2] have been proposed
because of extensive research on Adversarial Examples,
including the Fast Gradient SignMethod (FGSM), DeepFool,
Basic Iterative Method (BIM), Jacobian-based Saliency Map
Algorithm (JSMA), Adversarial Transformation Networks
(ATNs), and others. In this work, FGSM (Fast Gradient
Sign Method) [17] is employed for misclassification to a
non-targeted class with the greatest benefits of speed and
ease.

a: GENERATION METHOD
FGSM [17] is the quickest and simplest method for gener-
ating Adversarial Examples using neural network gradients.
The approach generates a new image called the adversarial
image by maximizing the input image’s loss. This can be
expressed as follows:

x ′
= x + ϵ × sign(δxJ (θ, x, y)) (4)

where y is the original input label, x ′ is an adversarial image,
x is the original input image, ϵ guarantees small perturba-
tions, θ is the set of parameters for a training model, sign ()
is to get the sign of the gradient direction, and J is the loss
function. Maximizing the function J enables minimizing the
difference between the output and the original input image
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FIGURE 3. Proposed method.

when raising the likelihood of an output image being incor-
rectly classified.

b: GENERATION NETWORK
In our work, VGG-16 [13] and ResNet-101 [18] are applied
to generate Adversarial Examples. VGG-16 is a CNN (Con-
volutional Neural Network) with 16 layers that is widely
regarded as one of the best computer vision models avail-
able today. At the 2014 ILSVRC (ImageNet Large Scale
Visual Recognition Challenge) competition, this model fin-
ished first and second. In 2015, He Kaiming et al developed
ResNet, which stands for Residual Network, as a kind of
CNN. ResNet-101 is a 101-layer Convolution Neural Net-
work created from residual blocks and CNNs. At the ILSVRC
2015, this network took first place in the classification
task.

C. IMPLEMENTATION
As shown in Figure 3, the CAPTCHA creation is carried out
with the following additional details:

• The phase of text image generation selects random
characters from EMNIST, distorts and controls the
overlap among characters, then merges them with a
white background.

• In ImageNet, the images are classified as topic folders,
each folder containing all images belonging to its topic.
The phase of topic image selection selects a random
image of a topic from ImageNet to merge with the text
image. The topic can be random or selected by a user.

• The phase of style image selection selects a random
style image from ImageNet.

• The fusion phase merges the topic image and the text
image to generate the content image using seamless
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TABLE 2. Real evaluation image samples.

cloning [19], then applies Neural Style Transfer in
which the proportion α/β in Formula (1) is 1.5 to
ensure details and user experience more than style, and
Adversarial Examples where ϵ in Formula (4) is 0.1,
to generate the output.

IV. ATTACK EVALUATION
A. EXPERIMENTAL SETUP
We ran the experiments on a workstation with the equip-
ment of an Intel Xeon(R) CPU 2.30GHz, NVIDIA TESLA
T4 GPU, and RAM 16 GB. For deep learning frameworks,
TensorFlow [20], and Torch [21] were employed, and the
dataset we used is from Section III-A.

B. METHODOLOGY
CAPTCHA security is investigated in two ways:

• Evaluate state-of-the-art neural networks’ recognition
ability of generated images and texts by accuracy
rates, for text recognition using ResNet-50 [18] and
LENET-5 [22], and for image classification using
ResNet-101 [18] and VGG-16 [13].

• Evaluate CAPTCHA’s security against adaptive attack.

C. RESULT ANALYSIS
1) IMAGE-BASED EVALUATION
In Table 1, in training, a dataset of 10,000 hand-labeled pho-
tos from 100 categories (each with 100 images) is employed,

while in testing, four test datasets are used, each including
1000 blended photos from 100 categories (each with ten
testing images). In Table 2, some illustrated real samples
were employed in the evaluation. Character lengths of three to
five are also investigated for security evaluation. The results,
shown in Table 3, demonstrated that the stylization version
has a substantial fooling effect while the adversarial version
clearly has a stronger impact on deceiving neural networks.
As a result, the stylized adversarial version achieved the high-
est fooling rate on neural networks. Furthermore, the longer
the text, the better the deception rate on neural networks.

2) TEXT-BASED EVALUATION
In Table 4, in training, a dataset of 10,000 hand-labeled pho-
tos from 10 categories (from 1 to 10 respectively, each with
1000 images) is employed, while in testing, four test datasets
are used, each including 1000 blended photos from 10 cate-
gories (each with 100 testing images). In practice, automated
bots also meet a lot of difficulties to address the position of
each character in complicated image backgrounds, which we
don’t cover in this section. In Table 5, some illustrated real
samples were used in the evaluation. The findings, shown in
Table 6, indicated that the stylized adversarial versions can be
resilient to attacks effectively. The networks ResNet-50 and
LeNet-5 achieved high accuracy rates, greater than 95%, for
normal versions, but their accuracy rates are very low for the
stylized adversarial versions.
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TABLE 3. Image-based accuracy rates.

TABLE 4. Text-based evaluation datasets.

3) ADAPTIVE-BASED EVALUATION
Currently, some state-of-the-art techniques are being
employed to deal with Adversarial Examples: gradient mask-
ing, adversarial training, and input transformation.

a: ENSEMBLE ADVERSARIAL TRAINING
This method [23] incorporates crafted examples from other
static pre-trained models into a model’s training data. The
original 10,000 training images are used to generate sets of
stylized, adversarial, and stylized adversarial. These gener-
ated image sets were added to the training dataset. As a result,
the training set contains 40,000 training images, shown in
Table 7.

b: DISTILLATION
To reduce computing resource requirements, the goal of
distillation [24] is to reduce the size of DNN architecture
ensembles. The technique is to employ classification prob-
ability layers generated by a first DNN network to train a
second DNN network without losing accuracy. The method
is a gradient masking-based defense that adds a temperature
constant T to the softmax function:

softmax (x,T )i =
e
xi
T∑N−1

j=0 e
xi
T

(5)

where xi is the probability of class ith, N is the num-
ber of classes. In Figure 4, using the SoftMax function at

temperature T, we train the neural network on the training
set. The neural network is then used to label each training
data with soft labels. Finally, we use the SoftMax function
to train the distilled model on the soft labels again at tem-
perature T . The lower temperature in the SoftMax function,
the more discrete the probability distribution (i.e., others are
close to 0, and only one probability in output F(X ) is close to
1), whereas the higher temperature in the function SoftMax,
the more ambiguous the probability distribution (i.e., given
N the number of all possible probabilities, in output F(X ),
all probabilities are close to 1/N). In this experiment, the
temperature T was picked up experimentally at the value
20 during the evaluation process.

c: THERMOMETER ENCODING
The thermometer encoding approach [25] is to disrupt the lin-
ear characteristics of neural networks. With each pixel color
x (i, j, c) of an image x, τ (x(i, j, c) is the l-level thermometer
encoding vector:

τ (x (i, j, c))k =

 1 if x (i, j, c) >
k
l

0 otherwise
(6)

where l is the one-hot encoding length for each pixel value,
k is the bit index, i and j are coordinates of the pixel in the
image, c is the color channel value at the pixel, the pixel
value x (i, j, c) is normalized within [0, 1], and τ (x(i, j, c))
is the bit value at the bit index k . For example, the 10-level
thermometer encoding of 0.57, τ (0.57), is 1111100000. The
model is then trained using thermometer encoding of training
data.

d: EVALUATION
The results, shown in Tables 8 (for image-based recogni-
tion) and 9 (for text-based recognition), demonstrated the
effectiveness of attacking methods, with ensemble adversar-
ial training having the greatest impact on stylized adver-
sarial versions. Ensemble adversarial training reduces the
robustness of stylized and adversarial versions by 10 - 20%,
whereas distillation and thermometer encoding reduce by 5 -
10%. Although attackers are well-versed in stylized adver-
sarial example generation and defense strategies, they are
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TABLE 5. Real evaluation text samples.

TABLE 6. Text-based accuracy rates.

TABLE 7. Adaptive evaluation datasets.

FIGURE 4. Distillation process.

unaware of specific models and methods used to generate
stylized adversarial CAPTCHA versions. Furthermore, the
attacker has access to all generated CAPTCHAs and has no

knowledge of the specific image or style datasets used to build
the adversarial CAPTCHAs. Obviously, the above methods
will be less effective in practice.
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TABLE 8. Image-based adaptive accuracy rates.

TABLE 9. Text-based adaptive accuracy rates.
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V. CONCLUSION
CAPTCHA will be a long-term battle between humans and
computers. Humans leverage AI’s hardness and cognitive
abilities to compete with computers. Technology is evolving
quickly, and computers with the most advanced hardware and
software can now solve even the most challenging cognitive
and AI challenges. To improve CAPTCHA security in dis-
tinguishing humans from automated bots, it must combine
both machine learning, artificial intelligent techniques, and
cognitive characteristics.

In our research, we proposed a new method to augment
Adversarial Examples by combining it with Neural Style
Transfer to improve the security of standard CAPTCHAs
against deep learning abilities of recognition and classifi-
cation. Recently, there have been many developed methods
against Adversarial Examples such as Gradient Masking,
Adversarial Training, or Input Transformation, etc. To val-
idate the proposed method, extensive security evaluations
were conducted in this study to determine the enhancement
effectiveness of CAPTCHA security. The findings showed
that this augmenting technique could considerably increase
the security of standard CAPTCHAs by increasing Adversar-
ial Examples’ robustness against machine learning bots.
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