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ABSTRACT Ensembling is a popular and powerful technique to utilize predictions from several different
machine learning models. The fundamental precondition of a well-working ensemble model is a diverse set
of combined constituents. Rapid development in the deep learning field provides an ever-increasing palette of
diverse model architectures. This rich variety of models provides an ideal situation to improve classification
accuracy by ensembling. In this regard, we propose a novel weighted ensembling classification approach
with unique weights for each combined classifier and each pair of classes. The novel weighting scheme
allows us to account for the different abilities of individual classifiers to distinguish between pairs of classes.
First, we analyze a theoretical scenario, in which our approach yields optimal classification. Second, we
test its practical applicability on computer vision benchmark datasets. We evaluate the effectiveness of our
proposed method and averaging ensemble baseline on an image classification task using the CIFAR-100 and
ImageNet1k benchmarks. We use deep convolutional neural networks, vision transformers, and an MLP-
Mixer as ensemble constituents. Statistical tests show that our proposed method provides higher accuracy
gains than a popular baseline ensemble on both datasets. On the CIFAR-100 dataset, the proposed method
attains accuracy improvements ranging from 2% to 5% compared to the best ensemble constituent. On the
Imagenet dataset, these improvements range from 1% to 3% in most cases. Additionally, we show that
when constituent classifiers are well-calibrated and have similar performance, the simple averaging ensemble
yields good results.

INDEX TERMS Pairwise coupling, multi-class classification, deep neural networks, deep ensembles, linear
discriminant analysis, homoscedastic data.

I. INTRODUCTION
The ultimate challenge in classification is achieving the high-
est possible accuracy. Experts often employ ensembles to gain
an extra edge. Two examples of famous winners who use
ensembles include the Alexnet entry in the 2012 Imagenet
challenge [1] and the winning entry in the 2007 Netflix
Prize [2].

Ensemble models combine the predictions of several con-
stituent models to produce a final prediction. The following
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are three key reasons why ensembles yield improved
accuracy [3]:

• Representational - overcoming the limits of the repre-
sentational abilities of the individual models

• Statistical - circumventing the need to choose among
multiple models fitting limited training data.

• Computational - addressing the stochastic and heuristic
nature of training algorithms.

Our goal in this paper is to advance the current ensem-
ble methods by developing a more flexible method that
has a solid theoretical motivation, the ability to combine
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heterogeneous deep neural networks, and a demonstrable
accuracy edge on benchmark tasks.

Deep learning models generally have high variance and
low bias due to their large number of parameters. The ability
of ensembling to reduce the variance of its constituent mod-
els, thus providing a more robust prediction, may be the rea-
son for the ongoing success and popularity of ensembles [4].
This popularity is illustrated by recent ensemble applications
for various tasks, such as image classification [5], [6], [7],
[8], audio classification [9], time series classification [10],
facial expression recognition [11], predictive uncertainty esti-
mation [12], and multilabel classification on various types of
data [13].
In many of the aforementioned works (i.e. [5], [7], [8],

[9], [10], [14]), pre-trained neural networks are used by
applying fine-tuning. This technique enables the use of large
deep-learning models with low computational expenses for
training and also for problemswith a small amount of training
data available. Several repositories are publicly available with
state-of-the-art computer vision models that are pre-trained
on the large dataset ImageNet21k [15]. Repository [16] con-
tains multiple pre-trained convolutional neural networks, and
repository [17] can be used to find vision transformers and
architectures that incorporate them.

Ensembling approaches can be divided into two groups
based on the training procedure of their constituents:

• Randomization-based
• Boosting-based

Randomization-based ensembles can combine constituents
trained in parallel. A well-working randomization ensem-
ble requires its constituents to provide diverse predictions.
Randomization ensembles can generally be applied as a
post-processing step on an arbitrary set of trained classi-
fier instances. In contrast, boosting-based ensembles train
their constituents in series. The training process of each
constituent is dependent on previously trained constituents.
Boosting-based ensembles cannot combine an arbitrary set
of trained classifier instances which disqualifies them as a
simple post-processing approach. In this work, our focus
is on randomization-based ensembles that do not impose
any requirements on the training process of the ensemble
members.

The majority of the aforementioned applications use
randomization-based ensembling approaches simple or
weighted averaging. These strategies assign weights to con-
stituent classifiers and perform a linear combination of
predictions either in probability space or in logit space [6].
In the case of simple averaging the weights are uniform,
whereas in the case of weighted averaging, the weights can
be proportionate to the accuracies of the constituent classi-
fiers [18] or be learned on a validation set [6]. Weighted or
unweighted averaging is simple and successful, and is, there-
fore, widely used. However, it lacks the ability to utilize the
unique properties of the combined classifiers. A single weight
per constituting classifier doesn’t enable consideration of the

varied distinguishing abilities of different models across var-
ious classes or pairs of classes. Considering the availability
of a wide palette of diverse classifier models, this constraint
could present a limiting factor when utilizing simpleweighted
ensembles. To alleviate these limitations, we propose a novel
ensembling approach that is able to assign a unique weight
to each pair of classes for each of the constituent classifiers.
Our strategy can be interpreted as a stacking ensemble with
a meta-learner that learns pairwise weights using the out-
puts of the constituent classifiers. The combined pairwise
predictions are processed by a pairwise coupling method
that produces the final multi-class prediction. Our strategy
provides a general scheme with modularity in the choice
of the meta-learner and of the pairwise coupling method.
We denote the proposed strategy as the pairwise-weighted
ensemble (PWE). In Table 1, we provide an overview of
existing weighting-based ensembles, including our proposed
approach.

There has also been recent progress in boosting-based
deep ensembles utilizing transfer learning [14], Residual
Networks [19], or snapshot ensembles [20]. However, these
approaches require a specific training regime for ensem-
ble constituents that is only applicable sequentially. Conse-
quently, boosting-based ensembling approaches are out of the
scope of this work.

Our work offers the following contributions:

1) We propose a novel classification ensembling approach
that assigns weights to each pair of classes for each
of the combined classifiers. Our ensembling approach
includes two modular steps, which allows for multiple
model configurations.

2) We present two specific configurations of our approach
and empirically evaluate them alongside a baseline in
the form of a popular averaging ensemble. Using the
datasets CIFAR-100 and ImageNet1k, we demonstrate
that in the majority of the examined cases, our method
provides more accurate predictions than the baseline.

3) We present a theoretical scenario inwhich our approach
yields optimal classification.

II. METHODOLOGY
The proposed ensemble method transforms the multiclass
predictions of ensemble members into a set of binary pre-
dictions for each pair of classes. The fusion of predictions
originating from different ensemble constituents is created
as a linear combination in the space of binary classifica-
tion problems. This enables our method to utilize differing
capabilities of combined classifiers to distinguish between
specific pairs of classes. The situation with differing capa-
bilities of combined classifiers is visualized in Fig. 1 of
20 pairs of classes picked from the ImageNet1k dataset [21].
We can see that the accuracies of the four classifiers differ
significantly for each of these pairs. We can also observe
that the order from the most accurate to the least accurate
classifier changes across different pairs. Displayed pairs of
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TABLE 1. Overview of weighted ensembling approaches.

FIGURE 1. On the horizontal axis, there are the 20 picked pairs of classes.
On the vertical axis, there are pairwise accuracies of the four examined
neural networks. Classes are indexed from 0 according to alphabetically
ordered ImageNet1k class names. Details about the examined networks
can be found in the section IV.

classes were picked as those with the highest variance among
combined classifier pairwise accuracies. For many pairs of
classes all of the studied classifiers attain almost perfect
pairwise accuracy.

After the combination in the binary problems domain is
performed, we have a single prediction for each pair of
classes. To produce the final multiclass prediction, we utilize
a pairwise coupling method. Pairwise coupling methods have
their origin in extending the binary classifier of Support
vector machines (SVM) (and others) to a multiclass classi-
fier [22]. Several other pairwise coupling methods have been
proposed since. We report experimental results for two of
them, incorporated into our proposed fusion strategy. These
are the methods explained in [23] as the first and second
approaches. In our work, we refer to them as m1 and m2,
respectively. The second method m2 is implemented in the
popular library LIBSVM [24].

A. PROPOSED METHOD
Our method consists of three steps - extraction of logits,
finding a linear combination of logits for each pair of classes,

and finally, a pairwise coupling method to arrive at the multi-
class prediction.

The first step in the proposed method is to obtain binary
classifications from the multiclass classifications of the
ensemble constituents. Let pc be the probability distribution
estimate outputted by the constituent classifier c. The output
of a binary classifier distinguishing between classes i and j
formed from the multiclass classifier c can be expressed as(

pci
pci + pcj

,
pcj

pci + pcj

)
. (1)

Equation (1) assumes that the axiom of independence from
irrelevant alternatives (IIA) holds for the outputs of combined
classifiers. In the technical implementation, we work with
a mathematically analogous approach, where we use logit
vectors instead of probabilities. Logits are inputs into the final
softmax layer in the combined neural networks. Let lc be the
logit vector extracted from a combined classifier c. In place of
probabilities given by (1) we use logit differences computed
as (

lci − lcj , l
c
j − lci

)
. (2)

Note that the difference for the more probable class is posi-
tive, whereas, for the other class, the difference is negative.
This strongly suggests the use of linear classification meth-
ods without the intercept rather than using models with the
intercept.

The second step is the combining of binary predictions
obtained by (2) from all of the constituent classifiers c ∈

(1, . . . ,C). This combination is performed separately for
each pair of classes. We do this by performing a linear
combination of logit differences and by applying function
expit(x) =

exp(x)
1+exp(x) to the combination result. Formally it can

be expressed as

rij = expit

(
C∑
c=1

wcij(l
c
i − lcj ) + bij

)
. (3)

Weights wcij can be unique for each classifier c ∈ (1, . . . ,C)
and each pair of classes i, j ∈ (1, . . . ,K ), i ̸= j, with K
being the number of classes, whereas biases bij are tied only
to pairs of classes. Binary probabilities rij for each pair of
classes i, j ∈ (1, . . . ,K ), i ̸= j form a matrix R of combined
binary classifications.

The third step is the processing of matrix R by a pairwise
couplingmethod. The output of the pairwise couplingmethod
is the resulting probability distribution estimate p.
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What remains to be clarified is the way to determine values
for weights wcij and biases bij. This task can be interpreted
for each pair of classes i, j as a binary classification problem
with predictors given by lci − lcj for c ∈ (1, . . . ,C) and target
given by the correct class i or j. If we solve this problem
by a linear classification method such as linear discrimi-
nant analysis (LDA) or logistic regression [25], their learned
parameters exactly correspond to the coefficients wcij and bias
bij that we need. In the Experiments section, we report results
obtained using logistic regression without intercept term and
denote them as logreg_ni. We use L2 regularization for both
methods.

Another way of looking at this problem is through the
optimization of the final multiclass prediction p. Pairwise
coupling methods we work with can all be implemented
using only differentiable operations. This enables the back-
propagation of gradients and the use of stochastic gradient
descent (SGD). This way we can train all the weights wcij and
biases bij simultaneously. As the loss function for the SGD,
we use negative log-likelihood (NLL) with L2 regularization.
In the Experiments section we report results obtained through
gradient training with the m2 pairwise coupling method and
denote them as grad_m2.
At prediction time, every method of training ensemble

weights can be combined with every pairwise coupling
method. We denote these configurations as weight training
method + pairwise coupling method. Ensemble configura-
tion formed by training the weights using logistic regression
without intercept and m1 pairwise coupling method will be
referred to as logreg_ni + m1.

B. FAST INFERENCE MODIFICATION
The proposed ensembling approach has quadratic complex-
ity in the number of classes. This could pose a limitation
mainly for the inference on large problemswithmany classes.
We propose a modification of the inference process that
would alleviate this limitation.

Before the ensembling starts, we have available the logits
of constituent classifiers. From these, we can infer a subset
of classes deemed to be the most probable by the constituent
classifiers. We can do this by looking at the topl classes
with the highest logits for each constituent classifier and by
creating a union of these classes across all the constituents.
We can then perform the ensembling on a problem consisting
only of this subset of classes. Classes not belonging to this
subset are assigned a zero probability in the final multiclass
ensemble prediction.

This approach is controlled by the hyperparameter topl,
which can be set as a positive integer up to the number of
classes in the problem. If topl is equal to the number of classes
in the problem, inference works without modification.

C. BASELINE METHOD
As a baseline method, we have chosen a method based
on averaging strategy. The averaging strategy is simple,

powerful, and widely used. However, this strategy can have
problems in case of poorly calibrated ensemble members [6].
For this reason, we perform calibration using temperature
scaling [26] for each ensemble member before the averaging.
Temperature scaling works by scaling the logits of a classifier
before the softmax function in the final layer is applied.
Scaling is performed by a temperature T which is learned to
minimize NLL on the validation set. Prediction of a classifier
c with applied temperature scaling is given by

pci =
exp(lci /T

c)∑K
j=1 exp(l

c
j /T

c)
, for i ∈ (1, . . . ,K ), (4)

where lc is the vector of logits and K is the number of classes.
This approach effectively performs a variant of the weighted
averaging fusion strategy.

III. THEORETICAL ANALYSIS OF
HOMOSCEDASTIC SCENARIO
We illustrate the learning capacity of the proposed method on
a model case. We will show that the proposed method is able
to recover the optimal classifier given an ensemble whose
elements carry complementary information.

Suppose we have three classes C1,C2,C3 with three dif-
ferent real-valued features x = (x1, x2, x3). Suppose that
each class is distributed as multivariate normal distribution
in R3 with identical covariance matrix 6 so that

p(x|Ci) ∼ N (mi, 6). (5)

Now suppose our ensemble consists of the three classifiers
where each saw only one of the features during training.
Assume that each is the best possible classifier given the
one-dimensional feature xk . The optimal multi-class classifi-
cation given dimension xk is stipulated by the Bayes theorem

p(Ci|xk) =
p(xk|Ci)p(Ci)∑
j p(xk|Cj)p(Cj)

. (6)

It follows that

log
p(Ci|xk )
p(Cj|xk )

= log
p(xk |Ci)
p(xk |Cj)

+ log
p(Ci)
p(Cj)

. (7)

Any linear transformation of a normal distribution is again
a normal distribution. Concretely, the projection of the distri-
bution of Ci to k’th coordinate xk is distributed as

∼ N (e′
kmi, e′

k6ek ) =: N (mki, 6k ) (8)

where ek is the k-th unit vector.
We have that logarithm of probability distribution function

pN (µ, σ 2) of normal distribution N (µ, σ 2) is

log pN (µ, σ 2) = −
1
2

(x − µ

σ

)2
− log(σ

√
2π ) (9)
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Therefore we have

log
pN (mki, 6k )
pN (mkj, 6k )

(10)

= −
1
2

{
(xk − mki)2

6k
−

(xk − mkj)2

6k

}
(11)

=
1

26k

(
2xk (mki − mkj) + (m2

kj − m2
ki)
)

(12)

Note that this is an affine transformation of the coordinate
xk , namely a translation of

mki − mkj
6k

xk . It follows from (7)

that the same holds for log
p(Ci|xk )
p(Cj|xk )

which is the expression

we use in (2).
The class boundary in three-dimensional space between

classesCi andCj is just a linear hyperplane. This is essentially
the result of Fisher in his ground-breaking paper [27] on
linear discriminant analysis (LDA).

Assume for the moment that mki ̸= mkj for i ̸= j. Then
by taking a linear combination of (7), we can fit any linear
hyperplane. If we optimize, as we do in our second step,
we will fit the linear boundary between classes Ci and Cj
in R3.

What happens if for some i ̸= j we have mki = mkj?
Recall that the normal to the LDA hyperplane is given by
6−1(mi − mj). It follows that the coefficient for xk of the
optimal hyperplane is zero and thus this does not prevent us
from fitting the optimal hyperplane.

So far we deduced that we find optimal pairwise classifiers.
It remains to show that by coupling we obtain the optimal
multi-class classifier. In this paper we use two coupling meth-
ods devised by Wu et al. [23]. They aim to (approximately)
solve the (likely inconsistent) system of Bradley-Terry
equations

rij =
pi

pi + pj
, (13)

where rij is given and represents the probability of i-th class
being the right one, if one assumes the right classification is
either i-th or j-th class. Concretely, they respectively mini-
mize the two quadratic forms

min
p

∑
i

(∑
j:j̸=i

rjipi −
∑
j:j̸=i

rijpj
)2

, and (14)

min
p

∑
i

∑
j:j̸=i

(
rjipi − rijpj

)2
, (15)

under the restrictions
∑

i pi = 1 and pi ≥ 0.
Since we find the optimal pairwise classifier for each pair

of classes, the resulting set of Bradley-Terry equations is con-
sistent. In this case, both coupling methods attain zero lower
bound in optimization of (14) and (15) and thus yield in the
third step of our method the optimal multi-class prediction,
as we desired to demonstrate.

Let us discuss briefly the special case when features xk
are uncorrelated. The matrix 6 is diagonal and (12) shows
that the normal of the optimal (LDA) hyperplane is just the

arithmetic average of log-odds of the ensemble members.
Transferring from log-odds to probabilities means that the
optimal multi-class decision is just the rescaled geometric
average of the multi-class predictions.

Our analyses crucially used homoscedasticity and normal-
ity assumptions. In real applications, these assumptions will
rarely hold, which leads us to consider logistic regression
instead. Logistic regression fails to converge under maximum
likelihood estimation if the classes are linearly separable.
This problem can be countered by employing regularization.
Note that although in general the effect of regularization
depends on the scaling of variables, in our case the pairwise
logits are canonically scaled.

IV. EXPERIMENTS
We performed the evaluation of the proposed method
PWE on standard benchmarks for computer vision CIFAR-
100 [28] and ImageNet1k [21]. We also used the CIFAR-10
dataset [28] for hyperparameter tuning.

For each of the evaluated ensemble models, we compute
its accuracy improvement over its most accurate constituent.
We use these accuracy improvements to be able to compare
ensemble models constituting of different base models with
different accuracies.

In each of the following experiments, we evaluate the
averaging baseline and two configurations of the proposed
approach grad_m2 + m2 and logreg_ni + m1.
We also perform comparisons of the accuracy improve-

ment between the baseline ensemble and the proposed
approach by means of statistical testing. We use permutation
tests [29] to carry out these comparisons.

To obtain a diverse set of ensemble constituents we have
used neural networks with different architectures and also
networks pre-trained on different datasets.

A. CIFAR-100
During our experiments on the CIFAR-100 dataset, we have
used a total of seven architectures trained from scratch. These
architectures are: googlenet [30], resnet34 [31], stochas-
ticdepth50 [32], resnext101 [33], densenet121 [34], xcep-
tion [35] and seresnet34 [36]. We obtained these networks
from aGitHub repository [37]. Apart from these, we have also
used a feature extractor CLIP [38] pre-trained on 400 million
image-text pairs obtained from publicly available sources on
the internet. We obtained this model from a GitHub reposi-
tory [39]. We have fine-tuned two architectures of this model
using the linear probe method in which only the weights of
the final layer are trained.

For the evaluation on the CIFAR-100 dataset, we have
split the training set into two parts. The first part, containing
45000 samples, was used to train the neural networks. The
second part, containing 5000 samples, was used to train
the combining coefficients of our ensembling method. The
second part was also used to determine the calibration temper-
atures of the baseline ensembling method. We performed the
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TABLE 2. Accuracy of neural networks trained (or fine-tuned) on the
CIFAR-100 dataset.

FIGURE 2. Improvement in accuracy on the CIFAR-100 dataset for
ensembles built from all combinations of networks from Table 2. On the
vertical axis is ensemble improvement in accuracy over the best of the
constituent models. On the horizontal axis is the number of combined
models. Accuracy attained by the best ensemble constituent is displayed
as a horizontal line at 0.

split in a way that maintains an equal proportion of each class
in both parts. We have trained four networks from scratch
and fine-tuned two architectures of CLIP using the afore-
mentioned training set split. Accuracies of these networks
are displayed in Table 2. We can see that CLIP models have
higher accuracy than models trained from scratch, especially
dominant is clip_ViT-B-16.

Ensembling approaches that we are using can combine an
arbitrary number of constituents. We test all possible combi-
nations of constituents for each ensemble size from 2 up to
6.

Ensemble improvements for all network combinations
are displayed in Fig. 2. All examined ensembling methods
obtained accuracy improvements over the most accurate con-
stituent ranging from 2% to 5% in the most cases. We have
performed statistical tests comparing our approach and the
baseline for ensemble sizes 2 up to 4. Results of the performed
tests are displayed in Table 3. At significance level 5% all
these tests show an advantage of the proposed PWE approach.
Ensemble sizes 5 and 6 do not contain enough constituent
combinations to perform statistical tests. However, the advan-
tage of the proposed approach for these cases is quite clear
from Fig. 2.

In Fig. 2 we can also observe, that accuracy improvements
of all ensembling methods are increasing with the increasing
ensemble size up to size 4. At ensemble size 5, the accuracy
improvement for all three examined ensembling approaches

TABLE 3. Results of statistical tests comparing PWE and baseline
ensemble on the CIFAR-100 dataset. The results are in favor of PWE in all
the cases.

FIGURE 3. Improvement in the accuracy of a subset of ensembles. Each
ensemble in the subset contains clip_ViT-B-16 and does not contain
clip_ViT-B-32. The plot structure is the same as for Fig. 2.

starts to decrease. As can be observed from Table 2, an
ensemble of size 5 always contains at least one of the CLIP
models and a majority of less accurate models trained from
scratch. Therefore there is aminority ofmore accuratemodels
and a majority of less accurate ones. We hypothesize, that
this fact could be causing the observed changes in accuracy
improvement at ensemble size 5.

To better examine this situation, we display a plot eval-
uating only those ensembles which do contain the model
clip_ViT-B-16 and do not contain the model clip_ViT-B-32.
This way, there is always one model with higher accuracy (by
almost 5%) than the remaining models with similar accura-
cies. This evaluation is displayed in Fig. 3. In this plot, the
most accurate constituent is always clip_ViT-B-16. For these
network combinations, we can observe more clearly the dif-
ferences between the compared ensembling methods and less
variance. The weaker ensemble members are evidently able
to contribute some useful information to the more powerful
CLIP model.

The baseline ensemble benefits most from adding just
one weaker model to the more accurate CLIP. By adding
more weakmodels, the accuracy improvement of the baseline
decreases. This could perhaps be caused by the fact, that
the CLIP model is pre-trained on a different dataset. The
pre-training could lead the CLIP model to make different
errors than the models trained from scratch. Adding a single
weaker model could help to fix some of these errors. How-
ever, by adding several weaker models, the CLIP may not be
able to tip the scales for the common errors made by these
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FIGURE 4. Improvement in the accuracy of a subset of ensembles.
Analogous plot to Fig. 3. In this case, we exclude clip_ViT-B-16 and
include clip_ViT-B-32 in every ensemble.

more similar models trained from scratch. We should note,
however, that the accuracy improvements are still positive
even when the less accurate models outnumber the more
accurate four to one.

Our proposed ensembling methods are able to benefit from
two added weak models. By adding more weak models the
performance is stagnating or decreasing. Ensembling method
logreg_ni + m1 is the most robust in this regard. The differ-
ence in the accuracy improvement between our methods and
the baseline is increasing with the increasing ensemble size.

Similar, but less pronounced trends can be observed when
we switch the place of the two CLIP models i.e. we include
the less accurate clip_ViT-B-32 and exclude the more accu-
rate clip_ViT-B-16. This situation is displayed in Fig. 4. If we
compare figures 3 and 4 we can see, that the rate of decline
in accuracy improvement with the increasing ensemble size is
higher for Fig. 3 and lower for Fig. 4. The difference is visible
mainly for the baseline and for the method grad_m2 + m2.
The faster decline corresponds to the situation with a larger
difference in the accuracy of combined models.

We also examine the complementary situation of com-
bining only models with very similar accuracies. Ensemble
improvements for combinations that do not contain either
of the CLIP models are displayed in Fig. 5. In this plot,
we can observe that the accuracy improvements for all three
ensembling methods are increasing with raising ensemble
size. For our first method logreg_ni + m1, the increase is
slower than for the baseline. For our secondmethod grad_m2
+m2, the increase is similar to that for the baseline. However,
for ensemble sizes 2 and 4, the accuracy of our approach is
slightly higher than that of the baseline.

Presented experiments suggest that our method can be
well utilized in cases with significant differences between
the accuracies of combined models, especially when the
more accurate models are in the minority. It is also the case
that these high-quality models are pre-trained on a differ-
ent dataset and therefore can be expected to add diversity
to the set of combined predictions. We show that these
well-performing pre-trained models can be improved upon

FIGURE 5. Improvement in the accuracy of a subset of ensembles. The
subset contains only the ensembles built without the two CLIP models.
The plot structure is the same as for Fig. 2.

TABLE 4. Accuracy of neural networks trained (or fine-tuned) on half of
the CIFAR-100 dataset.

by ensembling with a small number of smaller, worse-
performing models trained from scratch. When combining
models of similar accuracies, and arguably less diversified
predictions, the baseline method performs very well and our
method does not provide a substantial improvement over the
baseline ensemble.

To verify these observations, we have performed another
experiment on the CIFAR-100 dataset. We have created
10 random splits of the training set with each part containing
half of the data while maintaining equal class frequencies.
The first half becomes the training set for ensemble con-
stituents. From the second half, we randomly pick 50 samples
per class, obtaining a validation set of 5000 samples. On this
validation set, we train the coefficients of our ensemble
and also calibrate the networks for the baseline ensembling
method. We fine-tune clip_ViT-B-32 and train three neural
networks from scratch on each training split. These three
networks differ in architecture from the networks used in
the previous experiment. The accuracy of the networks is
displayed in Table 4. We can again observe, that the CLIP
model has a pronounced dominance over the other neural
networks in terms of accuracy.

For building ensemble models, we always use only the four
networks trained on the same split. Ensemble improvements
for ensembles that incorporate the CLIP model are displayed
in Fig. 6.We can observe similar trends that we have observed
in figures 3 and 4. The decline in the performance of ensem-
bling methods baseline and grad_m2 + m2 with increasing
ensemble size is even more pronounced than in figures 3
and 4. This observation is consistent with the hypothesis that
the rate of decline in accuracy of the baseline method and

VOLUME 11, 2023 77709



R. Fabricius et al.: Deep Neural Network Ensembles Using Class-vs-Class Weighting

FIGURE 6. Improvement in the accuracy of a subset of ensembles built
from the networks trained on half of CIFAR-100. The subset contains only
ensembles including clip_ViT-B-32.

FIGURE 7. Improvement in the accuracy of a subset of ensembles built
from networks trained on half of CIFAR-100. The subset excludes
ensembles incorporating clip_ViT-B-32.

also of the method grad_m2 + m2 when combining a sin-
gle well-performing model with several weaker-performing
models is proportional to the difference in combined models
performance.

Equivalently to the previous experiment, we also evalu-
ate combinations of the three similarly performing networks
from Table 4. Results are displayed in Fig. 7. Similarly to
the evaluation in Fig. 5, here we can also observe an increase
in the accuracy improvement with increasing ensemble size
for all three displayed ensembling methods. The difference
between our two methods is smaller than in Fig. 5 and both
our methods perform slightly better than the baseline. This
could hint at the possibility that our methods work better
with not-so-well-trained models, but it would require further
experiments to study this possibility.

B. ImageNet
On the ImageNet1k dataset, we have used six neural net-
works pre-trained on the full ImageNet21k dataset. All
these networks have different architectures. The major-
ity of them comprise vision transformers. These architec-
tures are: vision transformers B32, Ti16, S16, B16, and a

TABLE 5. Accuracy of neural networks fine-tuned on the ImageNet1k
dataset.

FIGURE 8. Improvement in the top1 accuracy of ensembles built from
networks in Table 5.

combination of a convolutional neural network and a vision
transformer R26_S32 [40]. The last architecture used is
Mixer-MLP based on multi-layer perceptrons [41], we refer
to it as M_B16. Pre-trained checkpoints were obtained from a
GitHub repository [17].We performed fine-tuning by training
only the final layer.

On the ImageNet1k dataset, it is customary to evaluate
also top5 accuracy. Top5 accuracy measures the proportion of
the testing samples for which the correct class is among the
five classes with the highest predicted probability. Accuracies
top1 and top5 of these networks are reported in Table 5.
Networks in the table are sorted according to top1 accuracy
from the least accurate to the most accurate. The accuracies
of these networks are more evenly spread than those of the
networks in previous experiments. Only two networks have
very similar accuracies.

Ensemble improvements in the top1 accuracy for all com-
binations of networks from Table 5 are displayed in Fig. 8.
This figure represents a situation of combining ensemble
members of varied accuracy. We can observe that the median
performance of the baseline ensemble is mostly constant
across different ensemble sizes. The accuracy improvement
of our methods is slowly increasing with increasing ensemble
size. We have observed similar behavior in Fig. 2 of all
ensembles on the full CIFAR-100 dataset. However, here
we don’t observe the slight decrease in improvement for the
largest ensemble sizes which is visible in Fig. 2. For ensemble
sizes 2 up to 4, we have performed statistical tests comparing
the proposed method and the baseline ensemble. P-values of
these tests are displayed in Table 6. Evaluated at significance
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TABLE 6. Results of statistical tests comparing PWE method and the
baseline ensemble based on the improvement in top1 accuracy over the
best constituent on the ImageNet1k dataset. The results are in favor of
PWE in all the cases.

FIGURE 9. Improvement in the top5 accuracy of ensembles built from
networks trained on ImageNet1k.

level 5%, all these tests show an advantage of PWE over the
baseline ensemble. Ensemble sizes 5 and 6 do not have a
sufficient number of samples to perform a statistical test. For
the available data, the advantage of our method for these sizes
is clear from Fig. 8.

Ensemble improvements in the top5 accuracy for all com-
binations of ImageNet1k networks are displayed in Fig. 9.
The behavior of our methods for top5 accuracy and top1
accuracy is very similar as can be observed by comparing
Fig. 9 with Fig. 8. Top5 accuracy improvement of the baseline
method is slowly rising with increasing ensemble size. P-
values of statistical tests for top5 accuracy are displayed in
Table 7. At the significance level 5%, all these tests show
an advantage of the proposed method. For available data,
the advantage of the proposed method for ensemble sizes
5 and 6 is apparent from Fig. 9. Improvements obtained by
ensembles for top5 accuracy are smaller than those for top1
accuracy. But that is to be expected as the top5 accuracies
of the combined networks are much higher than the top1
accuracies, which leaves less space for improvement.

On ImageNet1k we do not evaluate specific subsets of
ensembles as we did on CIFAR-100. Here the performances
of combined neural networks are more varied and there are
not more than two similarly performing networks.

In subsection II-B, we have proposed a modification
to our method’s inference process with lower computation
expenses. Themodification is controlled by a hyperparameter
topl. We have evaluated different values of this hyperparam-
eter on a hold-out set and found the value 5 to work well for

TABLE 7. Results of statistical tests comparing the proposed PWE
method and the baseline ensemble based on the improvement in top5
accuracy over the best constituent on the ImageNet1k dataset. The results
are in favor of PWE in all the cases.

FIGURE 10. Comparison of the top1 accuracy improvement of the
simplified inference method fast and of the standard inference.
Ensembles are built from all combinations of networks from Table 5.

the method logreg_ni + m1. For an ensemble of size 4, the
unmodified prediction process on the full validation set of
ImageNet1k of 50000 samples takes, on average, 163 sec-
onds. In contrast, for a simplified inference process with
topl 5, the inference takes, on average, 1.24 seconds. These
prediction times cover only the ensembling process excluding
the inference time of ensemble members. Using the same
GPU accelerator, the inference for the validation set of Ima-
geNet1k by the largest used network, B16, takes, on average,
609 seconds. Considering the use of several networks, we can
see that the ensembling process takes only a small part of the
entire ensemble inference time.

We have examined whether the substantial improvement
in the computation time provided by lowered topl value has
any detrimental effects on the prediction quality. Compar-
ison of the top1 accuracy improvement obtained with the
standard inference and with the reduced value topl of 5
(denoted as fast) is displayed in Fig. 10. We can see that the
inference modification fast does not harm the top1 accuracy
improvement of the standard inference. Median top1 accu-
racy improvement of the inference method fast is higher than
that of the standard method for all evaluated ensemble sizes.

We also studied the effect of the inference modification
on the top5 accuracy improvement. Comparison is displayed
in Fig. 11. Here again, we can observe higher median top5
accuracy improvement of the fast inference method.
For the fast inferencemethod toworkwell, the correct class

has to be in the set of the picked classes. In case this is true, the
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FIGURE 11. Comparison of the top5 accuracy improvement of the
simplified inference method fast and of the standard inference.
Ensembles are built from all combinations of networks from Table 5.

fast inference reduces the amount of noise from the irrelevant
classes and allows the ensemble to perform better. We think
that this is the cause of the improvements we are seeing in the
presented results.

We emphasize, that the inference modification does not
affect the ensemble training. A single set of weights, trained
in a standard way, can be used both for the standard inference
and for the simplified inference.

We can conclude, that for our ensembling method
logreg_ni + m1, the fast inference modification does not
harm the quality of the ensemble output, while it substantially
reduces the required computation.

The training process of our method also has a quadratic
complexity in the number of classes. However, we show that
with parallel implementation and the use of a GPU acceler-
ator, our method has good utility even on the ImageNet1k
dataset with 1000 classes. With the use of NVIDIA GeForce
RTX 2080 Ti, the training time of gradient-based method
grad_m2 is about 30 minutes for an ensemble with five
constituents. For the method logreg_ni, based on logistic
regression, the training time for the same ensemble is only
14 seconds. The prediction time for 50000 samples of the
ImageNet1k validation set is around 160 seconds. However,
we have shown that, with the simplified inference process,
this time can be reduced to around 1.3 seconds. For config-
uration logreg_ni + m1, this modification didn’t cause any
drop in the accuracy of prediction. Both the training and the
prediction time of our method present only a small fraction of
the combined training (or fine-tuning) and prediction times of
ensemble constituents.

V. DISCUSSION
We have proposed a novel pairwise weighted ensembling
approach. This approach is a general template and provides
modularity in the way in which the weights are trained and
in the choice of the pairwise coupling method. We have
suggested two configurations of our approach and evaluated
them on the CIFAR-100 and ImageNet1k datasets. Along-
side our method, we have also tested a popular averaging

ensemble as a baseline. Apart from experimental testing,
we also performed a theoretical analysis of the proposed
method in a model scenario.

Performed statistical tests showed a statistically significant
advantage of the proposed method over the averaging base-
line in all examined cases. The proposed method achieved the
most pronounced improvements over the baseline in the cases
with high differences in the prediction quality of combined
models. This was shown on the CIFAR-100 dataset in cases of
combining several similarly performing weaker models with
a single better-performing model. In this setting, the configu-
ration logreg_ni + m1 of our method displayed especially
favorable behavior. On the ImageNet1k dataset, we have
examined a case of combining several classifiers with varied
performance. Ourmethod provided a clear advantage over the
baseline also in this case.

All classifiers chosen as ensemble members in our
experiments are modern deep neural networks. We used
mainly convolutional neural networks and vision transform-
ers. In the case of vision transformers, we have utilized
models pre-trained on large amounts of data and fine-tuned
them for use in our experiments. These large models provide
very high prediction quality. However, further improving the
prediction quality by simply enlarging these models to even
larger sizes poses problems with the training process. Non-
trivial changes to their architecture may be needed, and the
larger they are, the more data-hungry the training process is
[42]. The proposed ensembling approach was able to provide
consistent improvements in the prediction accuracy of these
large models without any changes to their architecture or
training process. This ability makes the proposed approach
highly practical in cases where a few extra percent of accu-
racy improvement provides a high value.

We revealed some limitations of ourmethod on the CIFAR-
100 dataset. When combining several similarly performing
models, our method performed similarly, or only slightly
better than the baseline. For some ensemble sizes, one of our
configurations performed slightly worse than the baseline.
However, it still provided an improvement over the most
accurate ensemble constituent. Our second tested configura-
tion grad_m2 + m2 proved to perform better in these cases.
In the case of similarly performing networks trained only
on half of the CIFAR-100 dataset, the improvement of our
method over the baseline was more noticeable.

Another possible limitation of our method is its quadratic
complexity in the number of combined classes. However,
with our parallel implementation, the training time, even
for the ImageNet1k dataset with 1000 classes, stayed at
the practical levels. We managed to alleviate the effects of
this complexity on the inference time by creating a sim-
plified inference process. We have shown in the performed
experiments that this simplified inference process can sig-
nificantly reduce the inference time without impairing the
accuracy of prediction. For our more successful configuration
logreg_ni + m1 the training and inference on 50000 samples
of ImageNet1k took 14 and 1.3 seconds, respectively.
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To obtain the best results with the proposed method,
we recommend keeping a separate hold-out set during the
ensemble members’ training. This hold-out set should then
be used to train the ensemble weights. Methods that we have
used for training the ensemble weights use regularization.
Regularization strength is controlled by a hyperparameter
that needs to be tuned. This tuning can be performed by a
k-fold cross-validation on the hold-out set or by keeping a
separate set of validation data. The extra data needed for
ensemble training and hyperparameter tuning could pose a
limitation for application on problems with only very limited
training data available. In such cases, we would recommend
the use of pre-trained ensemble members due to their lower
requirements on the amount of available training data.

We have also evaluated the averaging ensemble used as
a baseline. We can conclude that the averaging ensemble
proved to be a simple yet powerful tool as it provided
good results in all examined situations. It worked surpris-
ingly well even in the case of combining several weaker-
performing models with a single better-performing model.
Even in this case, the baseline managed to provide consistent
improvements over the predictions of the better-performing
model. However, the improvements rapidly decreased with
an increasing number of weaker constituent models.

Our proposed approach is mainly a general template and
we report only on two specific configurations. We have
examined several other configurations incorporating linear
discriminant analysis for training the combining weights. We
have also tested two more pairwise coupling methods [43],
[44]. These configurations, however, had less stable perfor-
mance. Other different configurations of pairwise weighted
ensembles using generalized linear models as weights train-
ing methods provide a venue for further research.

VI. CONCLUSION
Our work has wide applicability beyond the visual recogni-
tion tasks presented here.

In our work, we varied the architecture of deep neural
networks to obtain a diverse set of classifiers. However, our
method is equally applicable if bootstrap aggregation (bag-
ging) is used to construct ensemble members. Alternatively,
time series classification methods are known for ensembling
diverse classifiers [45], [46], [47], both using deep networks
as well as more traditional machine-learning models, indi-
cating that our method can be advantageously applied in this
area.

Using the proposed ensembling approach, it is possible to
incorporate into an ensemble the models that are trained on
the sub-problems of the problem at hand.

One example is to utilize specialized classifiers trained on
subsets of classes that are especially hard to distinguish. For
instance, one could start with a visual transformer classifier
pre-trained on a very large dataset. Based on the confusion
matrix on an application-specific dataset, one could identify
subsets of hard-to-separate classes. For these subsets, one

could train separate deep convolutional networks and com-
bine the results using our method.

Another example is an application for federated learning
[48], [49], [50], [51]. One may cover the set of classes by
overlapping subsets and then train a classifier for each of
the subsets concurrently on different computational nodes.
Afterwards, a multi-class classifier for the complete set of
classes may be constructed using our method.

Multimodal classification is another possible area of appli-
cation. The theoretical analysis of the proposed method pro-
vided in section III examines a situation where each of the
combined classifiers is provided only a subset of features.
In this case, the analysis highlights the good properties of
our method. The common practical setting for combining
classifiers working on disjoint feature sets occurs when pro-
cessing audiovisual data. TheMcGurk effect suggests that for
some sublexical units, the human brain outweighs auditory
perception compared to visual perception [52], similarly as
we do in our method. Combining separate classifiers trained
on different modalities is common also for other types of
multimodal data [53]. We suggest applying our method in
such tasks as a prospective future research direction.

Finally, we provided a theoretical justification for geomet-
rically averaging predictions when features are no correlated
as in the theoretical scenario in Section III. This suggests that
geometric averaging could outperform arithmetic averaging
of predictions in some applications.
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