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ABSTRACT Artificial intelligence (AI) is a transformative technology with a substantial number of practical
applications in commercial sectors such as healthcare, finance, aviation, and smart cities. AI also has strong
synergy with the information privacy (IP) domain from two distinct aspects: as a protection tool (i.e.,
safeguarding privacy), and as a threat tool (i.e., compromising privacy). In the former case, AI techniques
are amalgamated with the traditional anonymization techniques to improve various key components of the
anonymity process, and therefore, privacy is safeguarded effectively. In the latter case, some adversarial
knowledge is aggregated with the help of AI techniques and subsequently used to compromise the privacy
of individuals. To the best of our knowledge, threats posed by AI-generated knowledge such as synthetic data
(SD) to information privacy are often underestimated, andmost of the existing anonymizationmethods do not
consider/model this SD-based knowledge that can be available to the adversary, leading to privacy breaches
in some cases. In this paper, we highlight the role of AI as a threat tool (i.e., AI used to compromise an
individual’s privacy), with a special focus on SD that can serve as background knowledge leading to various
kinds of privacy breaches. For instance, SD can encompass pertinent information (e.g., total # of attributes
in data, distributions of sensitive information, category values of each attribute, minor and major values of
some attributes, etc.) about real data that can offer a helpful hint to the adversary regarding the composition of
anonymized data, that can subsequently lead to uncovering the identity or private information. We perform
reasonable experiments on a real-life benchmark dataset to prove the pitfalls of AI in the data publishing
scenario (when a database is either fully or partially released to public domains for conducting analytics).

INDEX TERMS AI-powered attacks, artificial intelligence, background knowledge, compromising privacy,
data publishing, personal data, privacy, safeguarding privacy, synthetic data, utility.

I. INTRODUCTION
Data has replaced oil as the most economically desirable
resource in the world, and therefore, most companies strive to
acquire good data to accumulate profits. Data are no longer
just raw materials but constitute a product with a wide range
of financial opportunities. In the coming years, data can play
a huge role in advancing science as well as influencing soci-
eties around the world. In some sectors, such as healthcare,
a database is regarded as a living thing that offers multiple
benefits to stakeholders (clinicians, patients, medical experts,
manufacturers, etc.). Most companies invest in ways to draw
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value out of their data, especially by developing data-driven
and data-centric tools. The ongoing pandemic was managed
well in some countries that have access to good data and the
best AI models [1]. In the AI-driven era, data can be used
for multiple purposes, such as informed decision-making,
reliable prediction, pandemic control, recommendations, and
medical analytics.

Although data can contribute significantly in many
domains and applications, there have been five major bot-
tlenecks in data governance/use in both private and public
sectors in recent times.

1) Privacy preservation: Safeguarding privacy while
extracting enclosed knowledge.

VOLUME 11, 2023
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 76177

https://orcid.org/0000-0002-3030-5054
https://orcid.org/0000-0003-4240-6255
https://orcid.org/0000-0002-0945-2674


A. Majeed, S. O. Hwang: When AI Meets Information Privacy

2) Quality: Enhancing data quality without rigorous ETL
processes and transformations.

3) Responsible use1: Deriving fair, transparent, impartial,
equity-aware, and informed decisions without misus-
ing the data.

4) Ethical compliance: Implementing fair information
principles while ensuring privacy throughout the data
life cycle.

5) Black-box processing: Empowering people by open-
ing/explaining the data processing mechanism (or use),
and communicating the risk of misuse.

Apart from other bottlenecks, privacy preservation has
become a major obstacle amid the rapid rise in digital solu-
tions (e.g., IoT) and learning paradigms (machine, deep,
few-shot, split, etc.) [2], [3]. Amid the COVID-19 pandemic,
privacy was regarded as one of the major bottlenecks when
it came to the adoption/use of digital tools that acquire and
use personal data2 [4]. The practical approaches to preserv-
ing privacy are encryption, anonymization, pseudonymiza-
tion, masking, and obfuscation. Anonymization has been
widely used in commercial environments for safeguarding
the privacy of personal data because of its low computing
overhead, and it recently became law (e.g., mandatory) in
some advanced countries. However, the invisible threats to
anonymization mechanisms fromAI tools remain unexplored
in the literature.

A. MAJOR CONTRIBUTIONS
The major contributions of this paper to the information
privacy field are demonstrated below.

• We discuss the synergy of AI with the information pri-
vacy domain and highlight the bright and dark sides of
this synergy. Specifically, we present a brief overview of
AI’s role in the information domain from two aspects:
preserving privacy and compromising privacy.

• We demonstrate the threats to individual privacy
that have significantly evolved over time (even for
anonymized data) from background knowledge (BK)
and the surge in data on public repositories/social sites.

• We provide an extended taxonomy of BK including AI,
specifically synthetic data (SD), which can be used to
compromise privacy when carefully crafted (via gen-
erative models) whereas most of the existing methods
do not take into account SD-based knowledge while
anonymizing data. Recently, many generative models
have been developed that can produce SD (tables,
images, time series, etc.) of supreme quality which can
constitute BK and can be used to re-identify people and
to infer their associated sensitive information from the
published data [5].

• We conducted experiments on real-world datasets to
prove the feasibility of the proposed method in realistic

1https://redasci.org/
2https://cipesa.org/2021/08/data-protection-in-africa-in-the-age-of-

covid-19/

scenarios. The experimental analysis confirms the find-
ings of this paper and proves that good quality SD can
lead to breaching an individual’s privacy in some cases.

• To the best of our knowledge, this is the first work
that regards SD as BK and highlights potential privacy
threats stemming from it in data publishing scenarios.
This extended knowledge can pave the way to rectify-
ing privacy mechanisms, so they preserve privacy in an
adequate way against present-day AI-powered attacks.

The remainder of this paper is organized as follows.
Section II presents the preliminaries related to the sub-
ject matter discussed in this paper. Specifically, we present
different types of attributes enclosed in personal data, pri-
vacy models, privacy-preserving data publishing (PPDP) pro-
cesses, and state-of-the-art studies used for PPDP. Section III
presents the synergies between AI and the privacy domain
from two broader aspects. Section IV discusses BK as amajor
threat for compromising an individual’s privacy. Section V
describes the simulation results that were obtained from
detailed experiments on the benchmark dataset to prove the
significance of our proposed method in realistic scenarios.
We conclude this paper in Section VI.

II. BACKGROUND AND LITERATURE SURVEY
In this section, we first present the background about the
subject matter presented in this paper and then discuss the
SOTA studies that have been proposed to safeguard as well
as breach privacy in data publishing scenarios.

A. BACKGROUND
Privacy is all about hiding personal information from prying
eyes (i.e., preventing public access). It is considered a fun-
damental human right and is imperative for individualism,
autonomy, and self-respect. Privacy invasion can bring seri-
ous consequences to the victims, such as loss of respect, loss
of a job, and social stigma. Therefore, most companies that
utilize personal data pay ample attention to privacy protec-
tion. There are four main dimensions of privacy: information,
communication, territory, and the body. This work fits into
the first category that deals with personal data from multiple
aspects (e.g., aggregate, store, process, anonymize, share, use,
discard, etc.). Personal data can be contained in various for-
mats (tables, time series, trace, matrix, etc.). For our purposes,
this work assumes personal data are enclosed in tables.

Figure 1 presents a high-level overview of PPDP and the
corresponding privacy threats that can still occur from the
published data based on the BK possessed by an adver-
sary. Specifically, an adversary uses information available
from external sources to compromise privacy. This back-
ground knowledge has remained a serious threat to privacy
and is increasing over time. To safeguard privacy, many
models have been developed. Notable developments are:
k-anonymity [6], ℓ-diversity [7], t-closeness [8], and differ-
ential privacy (DP) [9]. All thesemodels have been rigorously
upgraded and used in the PPDP process.
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FIGURE 1. Overview of PPDP mechanisms and privacy attacks that can stem from published data by linking auxiliary
(background) information.

B. LITERATURE SURVEY
Privacy preservation and breaching privacy are two impor-
tant research topics that have been rigorously explored from
multiple perspectives. Jia et al. [10] proposed a DP-based
approach with a weaker definition of privacy to improve
the utility of data analysis. The authors proposed a generic
definition of privacy that can be widely used, and it has the
potential to precisely estimate the privacy risks. Srijayan-
thi and Sethukarasi [11] developed a new clustering-based
anonymization model to effectively preserve privacy and
utility in data publishing scenarios. The proposed model per-
forms dimensionality reduction and feature selection to lower
the complexity of the anonymization process. Majeed and
Hwang [12] developed a new anonymization method based
on ML concepts. The authors improved various main steps
of the anonymization process by using ML techniques. The
ML-powered anonymization method significantly improved
the privacy and utility results in data-sharing scenarios.
Jha et al. [13] proposed a new anonymization scheme for
stream data. The authors map the proposed z-anonymity to
k-anonymity, and the proposed model can generically apply
to any type of stream data. Chen et al. [14] combined the
DP and k -median clustering to address the privacy issues in
the data publishing without losing guarantees on anonymized
data quality.

Recently, a clustering and t-closeness-based anonymiza-
tion method has been developed to prevent similarity and
skewness attacks in publishing multi-dimensional data [15].
The proposed method yielded better performance in terms of
both privacy and utility. Hindistan and Yetkin [16] combined
the DP and generative adversarial networks (GAN) model to
protect sensitive data in industrial IoT. The proposed hybrid
method can defend against contemporary privacy attacks with
minimal loss of accuracy in data sharing. Tang et al. [17] pro-
posed a DP-based mechanism for guaranteeing user privacy

in the sequential publication of data. Similarly, a new model
to measure the disclosure risks appropriately was recently
developed [18]. The proposed measure can efficiently com-
pute the disclosure risk in large datasets. Wang et al. [19]
developed various privacy-preserving protocols for cloud-
based inference systems for COVID-19 scenarios. The pro-
posed protocols can provide higher security and privacy to
outsourced data and inference results, respectively. Soliman
et al. [20] proposed a framework for releasing time series
data in raw form with the researchers while safeguarding the
privacy of patients. Despite these approaches, it is still very
challenging to eliminate all privacy risks amid the rapid rise in
the data at auxiliary sources. In the next paragraph, we present
SOTA approaches used to compromise privacy.

With the rapid proliferation of generative AI techniques,
many de-anonymization (or privacy breaching) methods have
also been developed that can compromise the individual’s
privacy. Sundaram et al. [21] devised a technique that has
proved that attribute inference attacks can likely stem from
randomly chosen records from SD. The authors have shown
that a good quality SD can lead to privacy breaches in some
cases. Hittmeir et al. [22] studied the similarities between SD
and real data and proved that SD can lead to SA disclo-
sure. However, only a few experiments were performed, and
therefore, the conclusions are not general. Little et al. [23]
compared the utility and privacy disclosures from the SD.
This work also proves that SD can lead to privacy disclosure
when some portions of the SD are very close to the real
data. Ruiz et al. [24] developed a framework to empirically
evaluate the privacy guarantees in SD, and suggested that
disclosure risk in some parts of SD can be higher than in real
data. Hittmeir et al. [25] developed a baseline to evaluate dis-
closure risk from SD. The authors assessed the likelihood of
disclosure risk in Ensemble Vote and Radius Nearest Neigh-
bor techniques. Yang et al. [26] also analyzed the disclosure
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risk of the five most widely used anonymization methods.
The authors concluded that anonymized data is subject to
disclosure of various risks, and their findings can guide the
data owners in choosing suitable anonymization methods
and parameters to lower the re-identification risks. From the
above analysis, it can be concluded that SD also entails vari-
ous kinds of privacy risks. Hence, strong privacy-preserving
methods are needed to secure personal data from malevolent
adversaries in future endeavors.

III. WHEN AI MEETS INFORMATION PRIVACY
Just like any other field/discipline, AI has vastly influenced
the information-privacy domain [27]. Specifically, AI can act
as a defense tool–or an attack–in the privacy domain.

• AI as a defense/protection tool: AI can create synergy
with the traditional anonymization mechanisms to effec-
tively preserve privacy in PPDP. For example, Majeed
and Hwang [28] used an AI-based anonymity approach
to anonymize imbalanced data. Silva et al. [29] devised
a privacy risk assessment framework to effectively pre-
serve privacy by utilizing AI methods. Many AI-aided
defense mechanisms have been developed thus far [27].
These developments highlight AI’s role from a defense
perspective in the privacy domain.

• AI as an attack tool: AI can be used to compromise pri-
vacy by creating synthetic data. Recently, AI has become
a privacy-compromising tool in many respects, such as
reconstructing parts of the data from anonymized data,
in SA predictions, for membership inferences, and in
QID estimation [30]. Ding et al. [31] proposed a method
to re-identify people across social networks via AI.
The authors re-identified up to 85% of the anonymized
records. Since AI models can be fine-tuned with the help
of hyperparameters, the chances of breaching privacy
can therefore increase.

IV. BK: A MAJOR THREAT TO INFORMATION PRIVACY
In this section, we briefly introduce the methodology of this
work, BK-based privacy breaches in data-sharing scenarios,
and the proposed algorithm to address the potential threat
posed by synthetic data.

A. METHODOLOGY
As pointed out by Yang et al. [26], inappropriate anonymiza-
tion of personal data or flaws in the anonymization process
often leads to privacy disclosures of various kinds including
re-identification and private information disclosures. Most
data owners gauge the privacy level in anonymized data
before outsourcing the data to not lose the trust of the record
owner. In some cases, adversaries can have very strong
expertise in programming languages and can have access to
datasets of various kinds, which serve as BK. By utilizing
BK and programming expertise, adversaries can successfully
compromise the privacy of some target individuals. With
time, AI techniques are getting matured, which can also
be leveraged to generate SD of good quality. Although all

FIGURE 2. Methodology of the proposed work (data anonymization and
privacy breaches leveraging BK including AI-generated data).

anonymization methods remove directly identifiable infor-
mation as a recommended practice by laws and perturb the
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FIGURE 3. High-level taxonomy of BK (i.e., general and AI-based) and corresponding privacy manipulations.

structure of QIDs using generalization/suppression opera-
tions, data from some auxiliary sources can be acquired to
perform linking, leading to privacy disclosures. Furthermore,
the patterns extracted from the anonymized data can also lead
to privacy disclosure in some cases.

Figure 2 demonstrates the methodology used in this
work. As shown in Figure 2, personal data is anonymized
before being shared with the data analyst. Specifically, the
DIs and NSAs are removed from the data, and QIDs are
generalized/suppressed. Subsequently, personal data in the
anonymized form is outsourced for analytical or data mining
purposes. The knowledge extracted from the anonymized
data can be used in improving the quality of real-world
services such as healthcare, navigation services, future event
prediction, etc. Data sharing can foster the knowledge dis-
covery process and can be very helpful in policymaking for
the benefit of society. The values listed in Figure 2 (a) are
exemplary values that are curated from real-world datasets to
provide a comprehensive understanding of the anonymization
mechanism and the possibility of privacy breaches subse-
quently. The type of attributes and corresponding values can
vary from dataset to dataset. The values listed in Figure 2 (b)
are the same as Figure 2 (a), but an initial step (e.g., removal
of NSAs and EI) of the anonymity process is applied. The
values listed in Figure 2 (c) are the anonymized version of
the values given in the former tables. In Figure 2 (c), QIDs
have been generalized using the generalization hierarchy of
each QID. The values in Figure 2 (d) are the output of the
anonymity process that can be readily shared with legitimate
information consumers for conducting analytics. Specifically,
Figure 2 is an extended version of Figure 1 along with actual
values of the QIDs and SA. Unfortunately, a copy of the

outsourced data can be delivered to adversaries, which can
be linked with other sources of data (a.k.a auxiliary data)
to infer the identities (or private information) of individu-
als. In some cases, adversaries can use this data in training
classifiers, leading to the prediction of sensitive knowledge
or private information of unknown communities/individuals.
Soon, privacy attacks from AI techniques will likely become
more evident, and therefore, more strong privacy methods are
needed to guarantee privacy in data outsourcing scenarios.

In the past, adversaries usually relied on non-AI-based
knowledge(e.g., voter lists, online repositories, data readily
posted by an individual on social networks, public informa-
tion of individuals on multiple social networks, factual infor-
mation (ovarian/breast cancer can occur in females only),
etc.). However, due to the rapid proliferation of AI techniques
and tools, fine-grained data can be generated with AI tools
which can constitute BK in some cases. In recent years, many
AI-based techniques have been developed that can generate
all three types of data such as structured, semi-structured,
and unstructured data. Hence, the scale and nature of BK are
drastically changing with time, and this AI-based knowledge
can also be used alongwith other sources cited above as BK to
breach an individual’s privacy. The findings included in this
article can provide the foundation for securing personal data
from such emerging threats in the coming years.

B. PRIVACY BREACHES VIA BACKGROUND KNOWLEDGE
Background knowledge is certain (or generic) information
about a person or group of persons that is owned by an adver-
sary, gathered from multiple sources (the internet, social
network profiles, research papers, online repositories, etc.),
and that can eventually be used to compromise a person or a
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FIGURE 4. Flowchart of the proposed algorithm that was used to
compromise individuals’ privacy via Ts (e.g., AI-generated data).

group’s privacy.Most privacy models take into consideration
a certain form of BK while anonymizing data. BK can exist
in multiple forms and can contribute to compromising pri-
vacy probabilistically, minimally, or definitely [32]. Figure 3
presents a high-level taxonomy of BK (extended from [32])
in the PPDP along with examples and corresponding privacy
manipulations. To the best of our knowledge, none of the
previous studies have highlighted AI as BK. As shown in
Figure 3, AI can contribute to many categories of privacy
breaches, requiring immediate attention from the research
community to prevent misuse. The existing research has
mainly focused on BK w.r.t. three types of privacy threats
cited above, but AI has an advanced-threat landscape with
far-reaching consequences for the general public. Therefore,
futuristic privacy models must also consider AI-based BK
to provide a strong defense against present-day AI-powered
attacks.

The working procedure of the proposed algorithm that was
used to compromise an individual’s privacy by curating Ts
of good quality via the CTGAN model is shown in Figure 4.
There are two main components of the proposed algorithm:
data generation (right side), and generated data utilization
to compromise an individual’s privacy (left side). The first
component was implemented to curate Ts from real data, and
the second component was implemented to leverage Ts as BK
to compromise privacy from anonymized data. The details of
curating tabular data by implementing the CTGAN model
are given in the result section (see Fig. 7). To leverage Ts
in breaching individuals’ privacy, we devised six scenarios
and performed statistical matching to determine the level
of privacy breaches. The experimental details of scenarios
and corresponding privacy disclosure results are reported in
the relevant subsections (see subsections V-A-V-F). In our
algorithm, we used some information from real data as well to

justify our findings. For example, we devised sensitive rules
from real data and then used them in quantifying the privacy
breach level by using anonymized data and Ts, respectively.

C. PROPOSED ALGORITHM TO ADDRESS THE POTENTIAL
THREAT POSED BY SYNTHETIC DATA
In this subsection, we propose an algorithm to address the
potential threat posed by synthetic data in compromising
an individual’s privacy. The working procedure of the pro-
posed algorithm used to address the potential threat posed
by synthetic data is given in Figure 5. There are three main
modules of the proposed algorithm: synthetic data genera-
tion using generative AI models, AI and non-AI BK-aware
anonymization of real data, and anonymization data shar-
ing for analytics while preserving the privacy of individu-
als. The concise details of each building block are given
below.

1) SYNTHETIC DATA GENERATION USING
GENERATIVE AI MODELS
In this module, SD is generated by mimicking the proper-
ties of real data. In recent years, plenty of generative AI
methods have been proposed to either curate data of good
quality or to optimize the synthetic data generation process.
In the proposed method, we generate SD using the condi-
tional tabular generative adversarial network (CTGAN) to
use it as BK to quantify the strengths of the anonymization
algorithm [33]. The CTGAN model has a condition that
enables accurate modeling of all values as well as their dis-
tributions. It has been widely used to generate data of good
quality for downstream tasks (e.g., training data development,
data augmentation, privacy protection, etc.) It is important
to note that some data owners release SD as is with the
information consumers under the assumption that SD is an
impure form of real data. This work tends to highlight that
SD can pose privacy risk if it is very close to real data or
combined with external sources (a.k.a auxiliary data). Due
to the rapid rise in generative AI tools and data availability,
the notion of privacy attacks has changed manifolds. Hence,
a strong defense against BK that was not very common in the
recent past is imperative.

2) AI AND NON-AI BK-AWARE ANONYMIZATION
OF REAL DATA
In this module, the anonymization of data is performed by
rigorously considering both AI and non-AI BK to provide
a strong defense against breaching an individual’s privacy.
Seven key steps in the proposed algorithm are sequen-
tially applied to generate anonymized data from T . The
objectives and methods employed in each step are given
below.

In the data cleaning step, data is cleaned with the help
of sophisticated pre-processing techniques. The main objec-
tives of this step are to make the data interpretation easier
and to prevent wrong conclusions from the anonymized
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FIGURE 5. Conceptual overview of the proposed algorithm to address the potential threat posed by synthetic data (e.g., AI-generated
knowledge).

data. In addition, the data is cleaned to prevent difficulty in
anonymizing it. For example, if there are outliers or missing
values in the data, they can lead to either wide intervals
or improper generalization. In some cases, the deletion of
records encompassing missing values can lead to a reduction
in data size, and therefore, it is better to impute them with the
mean of the entire column. In any real-world T , there are four
types of attributes: sensitive attributes (SA), quasi-identifiers
(QIDs), non-sensitive attributes (NSAs), and explicit identi-
fiers (EIs). The details of all four attribute types alongwith the
examples are given in our recent work [34]. In the beginning,
we remove two types of attributes from the data to prevent
identity disclosure and to lessen the computing complexity as
standard practice in PPDP [35]. The remaining two attributes
are QIDs and SA, respectively. We denote QIDs with set Q,
where Q = {q1, q2, . . . , qp}, and SA with Y . The overall

structure of T is given in Eq. 1.

T =


xi q1 q2 · · · xp Y
x1 vx1q1 vx1q2 · · · vx1qp y1
x2 vx2q1 vx2q2 · · · vx2qp y2
· · · · · · · · · · · · · · ·

xN vxNq1 vxNq2 · · · vxNqp yp′

 (1)

In Eq. 1, q1, q2, qp can be used to denote age, gender, and race,
respectively. Y can be used to denote income/disease. In real-
life T , each QID has a different cardinality depending upon
its unique values. After giving an understandable structure
to T , we apply pre-processing techniques to T . Specifically,
our algorithm imputes missing values rather than deletion to
maintain the data size. The missing values in the numerical
columns are imputed with the mean of the respective column.
In contrast, the missing values in the categorical column are
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substituted with under-representative values in the respective
columns. The proposed algorithm removes outliers using the
min − max approach and domain analysis. The duplicate
records are removed using the similarity information between
records. We assume that records that are located next to
each other, and all values are identical are duplicate records.
Our algorithm removes one tuple/record from the duplicate
records. If the quality of T is poor, augmentation and distri-
bution analysis can be applied to improve data quality before
anonymization. In the second step, statistics regarding the
vulnerability, utility, information gain, etc. of QIDs are com-
puted. The main purpose of computing these statistics is to
prevent privacy disclosures or utility issues in published data
analytics [36], [37]. To compute vulnerability, we employed
an ensemble method named, random forest [38]. Random
forest (RF) is one of the reliable machine learning methods
with a substantial number of applications. We employed the
RF method to rank the QIDs from the perspective of vul-
nerability. We build the model with original and shuffled
data (e.g., the value of one QID is column-wise permuted).
The accuracy was analyzed before and after data shuffling
and the vulnerability of the QIDs were computed. With the
help of the RF-based method, QIDs that are riskier in terms
of privacy were identified. By determining the vulnerability
information, ample attention can be paid to vulnerable QIDs
during their generalization.

In the third step, T is divided into non-overlapping clusters
of size k (i.e., the minimum size of each cluster is k). The
total # of clusters given the size of the T can be computed
using Eq. 2.

Cn =
N
k

(2)

where N = |T | denotes size of the T , and k is a privacy
parameter.

While assigning records to clusters, we compute similarity
S between records using Eq. 3. The S value between two
records, xa and xb, can be computed using Eq. 3.

S(xa, xb) =

∑p
i=1 xai × xbi√∑p

i=1 x
2
ai ×

√∑p
i=1 x

2
bi

(3)

where i represent the QID present in data, and p denotes the
total # of QIDs.

In the clustering process, records are mapped into clusters
based on the S value as well as the k-anonymity criteria,
meaning each cluster has at least k records. Our algorithm
generates compact clusters, leading to lower generalization
intervals during anonymization. By having identical records
in each cluster, the information loss is restrained. After creat-
ing clusters, uncertainty U is computed from the SA column.
The U is computed with the help of the Shanon entropy
concept using Eq. 4.

U(Ci) = −

|Y |∑
i=1

[(pi) × ln(pi)] (4)

where pi represents the proportion of each SA value in a class
Ci. The U value ranges between 0 and 1 (i.e., U ∈ [0, 1]).
For k = 3, if all users in a class share the same SA value

(e.g., ≤ 50 K), then U(Ci) will be zero. Similarly, For k = 3,
if two users have income higher than 50 K, and one user has
less than 50 K, then U(Ci) will be 0.91. With the help of the
U concept, ample attention can be paid to classes having low
U to control privacy breaches.
In the next step, the original values of the QIDs are

replaced with generalized values. To convert QID values,
we applied two distinct mechanisms: Generalization hierar-
chy and laplace noise addition. The laplace mechanism is
highly suitable for anonymizing numerical data [14]. The
anonymized numerical QID (q′) can be obtained using laplace
mechanisms as expressed in Eq. 5.

q′
= q+ n (5)

where n ∼ lap (1F
ϵ
) is a randomly generated noise and

it can be drawn from laplace distribution with scale factor
1F
ϵ
. Figure 6 demonstrates the overview of both mechanisms

that were used to anonymize data. By applying both these
mechanisms at the same time, privacy-preserved anonymized
data is curated for further analysis.

FIGURE 6. Overview of the generalization hierarchy and laplace noise
addition method used in converting real values of QIDs into anonymized
form.

In the next step, anonymized data is evaluated w.r.t privacy
level before releasing it to researchers/data miners. In the
proposed algorithm, both non-AI and AI-based BK are con-
sidered to quantify the level of privacy in anonymized datasets
whereas existing methods only take into account the non-AI
BK. By considering only non-AI knowledge, strict privacy
guarantees cannot be achieved in data publishing scenarios,
and the probability of explicit privacy breaches is high when
the adversary has access to some high-quality SD. During the
evaluation of privacy strengths, multiple records as a BK are
extracted from auxiliary sources and SD, and their privacy
disclosure was performed from anonymized data. Further-
more, some other useful knowledge (e.g., minority values,
common patterns, frequency of values, etc.) derived from
the SD was also leveraged to determine the privacy status
of individuals in anonymized data. If the privacy disclosures
are high in anonymized data, then more strict values for the
privacy parameter (e.g., k , ϵ, etc.) were applied to increase
the defense level. Once all privacy tests are passed, then data
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can be outsourced for knowledge discovery purposes. In some
cases, SD can also be amalgamated with the real data to
improve distribution skewness or less # of records problems,
leading to better anonymization of data.
Effectiveness of proposed algorithm in terms of privacy

and utility: The proposed algorithm can effectively maintain
the balance between utility and privacy because the users are
grouped in the classes based on similarity, and diversity in the
SA column is also considered while anonymizing data. The
first method ensures that generalization is performed to lower
levels of the hierarchy in most cases to effectively preserve
the semantics and truthfulness of real data in anonymized
data, leading to the better utility of data. Privacy is ensured
by applying laplace noise addition to numerical QIDs and
hierarchy-based generalization of the categorical QIDs.
Comparisons of the proposed algorithm with the existing

methods: The proposed algorithm is an extension of our
previous algorithms [12], [28] with minor modifications,
and therefore, it can better safeguard privacy without losing
guarantees on data utility. The proposed algorithm can be
compared in terms of effectiveness and efficiency with the
existing SOTA methods by varying k and assuming % of
data exposed to the public domains. The proposed method
can yield better results because useful knowledge concerning
the data composition is extracted with the help of the ML
technique, and considered at the time of anonymizing data.
By combining traditional and multidisciplinary approaches,
the proposed algorithm can outperform the existing methods
from the perspective of effectiveness and efficiency.
Application of the proposed algorithm to large datasets:

The proposed algorithm has been applied to the adult dataset
which is relatively large and encompasses attributes of mixed
type (i.e., categorical and numerical). The proposed algorithm
can also be applied to large datasets encompassing many
attributes and records by choosing appropriate parameters for
RF, k value, diversity criteria, choosing the optimal value of
ϵ, and constructing generalization hierarchies of new QIDs.
In the anonymization domain, some attributes (e.g., NSA
and EIs) are deleted from the data at the start, and only
a small subset of attributes is retained for further process-
ing. Therefore, the computing complexity of the proposed
algorithm does not rise drastically. In addition, some parts
of the data need either low or no anonymization, owing
to general patterns in them [39]. Therefore, the computing
complexity is not very high in most cases. However, the
computing complexity of the proposed algorithm can still
rise with the vertical and horizontal expansions in the data in
real-world cases. The parallel implementation and low-cost
operations can be integrated with the proposed algorithm to
reduce computational complexity while anonymizing large
datasets.
Limitations of the proposed algorithm: The current imple-

mentation of the proposed algorithm can work well in the
single SA (e.g., disease/income) scenario only. Hence, it can-
not be directly applied to scenarios where data encompasses

multiple SAs (e.g., disease and income, income and political
views, etc.). When the underlying data to be anonymized
is poisoned, our algorithm may not yield reliable results
from the perspective of data mining and knowledge dis-
covery. The utility and privacy results can be low when
real data is skewed, noisy, and incomplete. The computing
complexity can increase with changes in data size (e.g.,
row-wise and column-wise). It can only be applied to the
datasets that have already been curated from the relevant
users/individuals. Further, it may offer less protection w.r.t.
group privacy. In real-time processing paradigms (e.g., cloud
environments) our method may face some challenges such as
the highly customized implementation of libraries needed for
computing statistics about T , interactive interface develop-
ment for query acquisition from analysts, and visualizations
of query answers for robust analysis without jeopardizing
user’s privacy. However, most of the above-cited issues can
be resolved by creating synergy between our algorithm and
the DP models in future research. Lastly, some more AI
methods (e.g., gradient boosting machines) can be integrated
with our algorithm to identify the intrinsic characteristics of
data, leading to effective resolution of privacy and utility in
challenging scenarios. In addition, we intend to explore data
balancing and noise removal methods to prepare sound data
before applying anonymization to address these limitations in
future research.
Applicability of the proposed algorithm to different data

modalities: The proposed algorithm was primarily designed
for tabular data environments, where multiple attributes act
as QIDs, and one as SA. The proposed algorithm can be
applied to other data modalities such as text and images
after modifications. For example, it can be applied to image
data by concealing the parts that likely reveal someone’s
identity or adding more noise in less class-independent fea-
tures [40], [41]. Our algorithm can also be applied to text
data by introducing a modification in the generalization part
(e.g., synonyms-based generalization), altering the structure
of data, and making it identical to tabular data. Also, some
modifications in the pre-processing part are needed depend-
ing on the data modality. Some of the DP-based methods
have already been applied to text data [42], and therefore,
we expect our algorithm can also be applied to both data
modalities by making some changes in the relevant parts.
Potential real-world applications of the proposed

algorithm: The potential real-world applications of the pro-
posed algorithm are discussed below.

• It can contribute tomaking data available at a large scale,
which, in return, can contribute to conducting innova-
tive research and validating various research hypotheses.
In most real-world applications, good data is imperative
in extracting knowledge and improving the quality of
existing services such asmedical applications, event pre-
diction, discovering treatmentmethods, etc. The existing
anonymizationmethods distort the data toomuch, which
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can impact the quality of decisions. In contrast, the pro-
posed algorithm performs only minimal generalization
and effectively solves the problem of data availability
and quality, leading to better analytics and data mining.

• It can be used as a pipeline with the ML classifiers to
solve the privacy and utility issues in the training process
[43]. For example, most ML models memorize the data
during training which can lead to privacy disclosure
at inference time. Also, some anonymization models
destroy the quality of data which can yield deficient
accuracy in ML models. To this end, our algorithm can
be used to reduce privacy risks and utility issues in ML.

• It can be highly useful in anonymizing medical records
and bank data which are vital for researchers and ana-
lysts. In the recent pandemic, the need for data sharing
in the early phases of the pandemic was crucial to
understanding the dynamics of this disease. Similarly,
the anonymization and sharing of rare/dangerous disease
data are vital to foster treatment methods. To this end,
our algorithm is a better candidate than the former meth-
ods due to its ability to strike the balance well between
two competing goals (e.g., privacy and utility).

• It can provide sufficient resilience against generative
AI-based attacks on anonymized data. As a result, both
data owners and providers can be less worried about pri-
vacy disclosures. To the best of the authors’ knowledge,
none of the previous studies considered the SD-based
BK, and therefore, they are vulnerable to privacy disclo-
sures in the presence of AI-based BK. In contrast, the
proposed algorithm can better safeguard users’ privacy
and can contribute to lowering people’s hesitations and
concerns related to their personal data privacy.

• The proposed algorithm can contribute to drawing fair
and undisputable decisions from the data by preserving
the semantics of real data to the extent possible. For
example, it abstracts some general patterns and does not
apply anonymity to them, and DP with proper privacy
budgets is utilized to prevent the distortion in data.

• It can be applied to different scenarios involving similar
structures of the data. For example, our work can be
applied to set-valued data encompassing transaction data
with minor modifications. Hence, it can contribute to
marketing, customer segmentation, and recommenda-
tion systems.

• It can be applied to privacy preservation in web
data analytics. The web data encompasses a rich
source of information for marketing purposes, and user
behaviors analysis with strict privacy guarantees is
paramount [44]. To this end, our algorithm can be
applied to hide explicit identity information while per-
mitting informative analysis of web data.

• Recently, bias mitigation in AI applications has become
a very hot issue, and anonymization is one of the per-
tinent solutions [45]. To this end, our algorithm can
produce good-quality data that can lower the possibility
of bias in AI applications.

The evaluation of the proposed algorithm in the above-cited
applications can be performed with the help of established
metrics. For example, the evaluation of utility can be per-
formed using special purpose (e.g., accuracy, precision,
recall, F1 score, etc.) and general purpose (e.g., information
loss, distortion, semantic loss, etc.) metrics. Privacy can be
evaluated with the help of multiple metrics such as disclosure
risk, probabilistic disclosure, re-identification probability,
Sa disclosure, indistinguishability, etc. The quality of the
decision drawn from anonymized data can be evaluated with
the help of accuracy, true positive rate, etc. Similarly, the
performance in other applications can also be evaluated using
relevant metrics. Recently, some open-source tools have also
been proposed to evaluate the privacy, utility, and other objec-
tives of the anonymity solutions [46]. In some cases, a single
evaluation metric was used to measure the performance in
more than one application at the same time [47].
Adaption of the proposed algorithm to handle different

types of privacy threats: The proposed algorithm can effec-
tively solve the identity and SA disclosures in the relational
data. The protection against these threats is ensured by
assembling k-records with identical QID values, and higher
diversity in the SA column. However, its amalgamation with
the DP can contribute to handling different types of privacy
threats, such as inference attacks or membership attacks in
AI environments [48], [49]. Furthermore, our algorithm can
be adopted to combat different types of advanced privacy
threats by curating fused data (e.g., real data+ synthetic data)
using generative AI models [50], [51]. The joint use of data
balancing and the DP model with the proposed algorithm is
expected to offer a solid defense against different types of
privacy threats, such as inference and membership attacks.

3) ANONYMIZED DATA SHARING FOR ANALYTICS WHILE
PRESERVING THE PRIVACY OF INDIVIDUALS
In this module, anonymized data is shared with the analysts,
researchers, and/or data miners for extracting useful knowl-
edge from data without compromising individual privacy.
In the proposed algorithm, rigorous privacy checks are per-
formed on the anonymized data, and therefore, the probability
of privacy breaches is low. The proposed algorithm considers
SD as BK during data anonymization, and therefore, the
probability of privacy risk can be restrained in anonymized
data. The proposed algorithm can provide a better safeguard
in the presence of AI and non-AI BK whereas the existing
method only considers non-AI BK, leading to higher privacy
breaches. Lastly, our algorithm exploits the benefits of differ-
ential privacy and generalization hierarchy to retain higher
knowledge for information consumers. By exploiting intrin-
sic characteristics of attributes in T , our algorithm retains
better semantics of T in T ′, leading to higher utility and
privacy.

It is worth noting that any anonymization method with one
additional step (e.g., consideration of AI-based BK which
might be available to the adversary) can be applied to provide
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better defense against AI-powered attacks. Our algorithm is
generic and can be applied to provide a solid defense against
both AI and non-AI-based BK in data-sharing scenarios.

In the proposed algorithm, different new and established
algorithms/criteria have been implemented to accomplish the
task of privacy preservation (against both BK and non-AI
BK attacks) and utility enhancement in anonymized data.
For example, two types (e.g., EIs and NSAs) of attributes
were removed from the data based on the well-established
criteria for PPDP. Similarly, missing data were handled with
a newly developed data engineering pipeline to not lose data
size as well as truthfulness. The vulnerable attributes were
identified using the random forest method along with the
data shuffling strategy [28]. Specifically, we build an RF
model with unaltered and altered data to choose the QIDs that
are more prone to identity disclosure from anonymized data.
Later, we applied the k-anonymity model to create classes
from the data in such a way that each class encompasses at
least k users. By applying the k-anonymity model, the possi-
bility of identity disclosure is restrained, and the probability
of identifying any user from the data becomes 1/k. Later,
we applied the Shanon index method to compute and analyze
the uncertainty regarding the SA value in each class. This
index is reliable and efficient and widely used in the forest for
quantifying the diversity of species. We applied this method
to analyze the diversity of SA values in each class. If the value
from this index is zero, then SA disclosure is certain (e.g.,
100 %). The higher value (∼1) is desirable to safeguard the
SA disclosure in data-sharing scenarios.

The data generalization was performed with the help of
two algorithms. The generalization of categorical QIDs was
performed using generalization hierarchies. The anonymiza-
tion of numerical QIDs was performed using the laplace
method of the DP. Later, We analyze the anonymized data
w.r.t privacy by using synthetic data created with the CTGAN
model and some non-AI knowledge. Specifically, we per-
formed statistical matching under different conditions and
analyzed the corresponding privacy leakage. If privacy is
well safeguarded (e.g., privacy disclosure is in the accept-
able range), then anonymized data is considered final and
can be outsourced. If the privacy disclosure rate is higher,
we apply the stricter values of privacy parameters to enhance
the protection level of privacy against contemporary privacy
threats. In the end, privacy-preserved data is curated and
outsourced for conducting analysis or data mining purposes.
The implementation of the algorithms has been performed in
Python (SD generation),R programming (QID’s vulnerability
computing), and Matlab (the rest of the steps of the proposed
algorithm).

V. RESULTS AND DISCUSSION
To prove the adversarial role of AI in data publishing, we con-
ducted exhaustive experiments on a real-life dataset named
Adults.3 The adult is a benchmark dataset that has been
widely used to prove the feasibility of anonymity methods.

3http://ctgan-data.s3.amazonaws.com/census.csv.gz

It contains 32,561 records, mixed attribute types (e.g., numer-
ical and categorical), and diverse values for SAs. We present
the concise details (e.g., category of the attributes, attributes
labels, type, and cardinality) of this benchmark datasets used
in experimental evaluation in Table 1. In Table 1, C and N
refer to categorical and numerical, respectively.

We pre-processed (e.g., we removed the incomplete tuples
from the datasets, eliminated the outliers using min-max
analysis and exploratory data analysis, and made the values
consistent in each column) this dataset before utilization
in experiments. Furthermore, we eliminated the redundant
records that are adjacent to each other and have identical val-
ues row-wise. The experimentation with an error-free dataset
allowed us to precisely quantify the number of privacy dis-
closures.

TABLE 1. Details of the real-life dataset used in the experiments.

Table 2 presents the information on SA encompassed in
the adult dataset. The distribution of SA values is imbal-
anced, and one value occurs with a higher frequency than
the other. The imbalanced distribution in SA poses serious
threats to the applicability of some anonymization models
(i.e., ℓ-diversity), and many records can be exposed to adver-
saries owing to no diversity in the SA column. Therefore, it is
paramount to assess the quality of data before its anonymiza-
tion to lower the probability of privacy breaches.

TABLE 2. Statistics of the SA’s values present in the adult dataset.

We implemented a CTGAN model to get a copy of SD for
our BK-related analysis. The practical architecture and inter-
face of the CTGAN model are given in Figure 7. Figure 7 (a)
is about the working procedure of the CTGAN model that is
used to generate SD of good quality, and Figure 7(b) shows
the corresponding implementation in Python language. For
example, sampling a conditional vector is one of the modules
in the CTGAN model to ensure diversity in the generated
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data (7(a)), and Figure 7(b) shows the name of categorical
columns that were used as a conditional vector in actual
implementation to ensure diversity in the generated data.
Similarly, the acquisition of real data is consistent in both
figures. It is worth noting that Figure 7(b) demonstrates only
the initial interface of the CTGAN model and other modules
are implemented in separate files. As shown in Figure 7 (b),
the input to the CTGANmodel from the main interface is the
URL of the real data, condition vector, epoch’s count, and # of
synthetic records to be generated. However, some parameter
values were given as input through supportive files encom-
passed in the same folder. The output of the CTGAN model
is synthetic data of the best quality. The CTGAN is a SOTA
approach to SD generation because it imposes conditions on
discrete columns, and mode normalization of numerical data,
to keep functional relationships similar between synthetic
data (Ts) and real data (T ). For the experiments, we obtained
a Ts of the best quality via the CTGAN.

Generating high-quality Ts is very challenging particularly
when T is of low quality (i.e., skewed distributions, missing
values, outliers, fewer records, etc.). Some GAN-based meth-
ods show poor performance in generating numerical columns,
and they only generate categorical columns [52]. Some mod-
els yield poor performance when the size of real data is small
or there exist multiple classes rather than binary class [53].
In this work, we used the CTGAN model with modifications
to curate Ts of better quality. Furthermore, we pre-processed
the T before generating the Ts to lower computing over-
heads and unnecessary operations.We used two parameters to
curate Ts of good quality. The conditional vector was applied
to categorical columns to correctly replicate all values in Ts
from T . Without a conditional vector, the CTGAN model
only learns values of high frequency, and less frequent values
remain unlearned. Secondly, we modeled the distributions of
the numerical columns using the VGM model because the
values of numerical columns cannot be bounded in [-1, 1]
form [54]. Furthermore, the training process was made more
stable using the optimal loss function and PacGAN strategy
to achieve Ts of good quality [55]. It is important to note that
it will be hard to achieve the high quality Ts for a different
dataset. For example, if all features in a real dataset are either
categorical or numerical, then curating Ts of high quality can
be hard. Similarly, if the size of T is very small, then curating
Ts with higher diversity can be challenging, leading to poor
quality Ts. Furthermore, if T is unlabelled, then curating
Ts with sufficient accuracy is hard [56]. Some generative
models convert real data into another form while generating
Ts, which can be time-consuming and hard when the data
size is large [57]. Lastly, generating Ts of high quality when
T is encompassed in different modalities (i.e., tables, sensor
readings, time series, etc.) can be hard owing to different
formats and compositions of data.

Next, we highlight privacy risks stemming fromSDwhen it
is used as BK. The feasibility of the proposed idea was exper-
imentally verified through six different aspects. (i) disclosure
of SA distributions, (ii) group privacy disclosure, (iii) SA

FIGURE 7. Implementation of the CTGAN model for Ts creation by
correctly mirroring the properties of the T .

inference/disclosure, (iv) Data reconstruction attack, (v) SA
prediction attack, and (vi) re-identification attack. To the
best of the authors’ knowledge, none of the previous studies
have evaluated the privacy risks of AI-generated data from
a broader perspective. The evaluation of SD from a broader
perspective highlights the pitfalls of SD in the modern AI-
driven era. While conducting experiments regarding privacy
breaches, we used Ts, T , T ′, and non-AI BK as an input.
In some cases, we generated sensitive rules, target values in
which the attacker might be interested, and auxiliary data
to quantify the amount of private information leakage. The
output was the disclosure risk, classes at risk, disclosure of
private information, success in data reconstruction, etc.

A. DISCLOSURE OF SA DISTRIBUTIONS
In the first analysis, we compared distributions of SA values
in the T as well as Ts. We considered Profession and Income
as SAs for BK-related analysis. The objective of analyzing
the distributions was to verify the reflection of all values,
as well as their distributions, from T to Ts. A comparative
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analysis of value distributions for Profession (an SA) is shown
in Figure 8. Referring to Figure 8, the black line shows the
distribution of SA values in T , and the blue line shows the
distribution of SA values in Ts. From Figure 8, we can see
that the distributions of values are very close in Ts and T .
These results and analysis indicate that good quality Ts offers
valuable hints about the distribution and trends of values that
can be exploited to compromise an individual’s privacy. The
Ts can allow adversaries to observe commonalities and differ-
ences among SA values, that, in return, can be used to infer
the identity or SA information of some target individuals.

FIGURE 8. SA value distributions in T and Ts(the narrow gap indicates
better quality of Ts).

With the help of Figure 8, we demonstrate the closeness
between T and Ts that can lead to privacy breaches in some
cases when combined with another type of BK. Similarly, for
the other SA (Income), the difference between distributions
was not sufficiently large. There were two distinct values
for Income: > 50 K and ≤ 50 K. The former had the
lower frequency in both T and Ts, and the latter had the
higher frequency in both datasets. However, the differences
in frequency were not more than 10%. By knowing an SA
label or QID information, the privacy of an individual can be
compromised. These results confirm that SD can offer valu-
able information to adversaries regarding the distribution of
SAs, which can lead to privacy disclosure through matching
(or prediction).

B. GROUP PRIVACY DISCLOSURE
We observed that major categories in QID values were
retained, as is, in the Ts produced by the CTGAN, and
therefore, the chance to violate group privacy (GP) can
occur based on those values. For example, race value white
occurred 27,816 times and 24,139 times in T and Ts, respec-
tively.We classified dominant QID values into two categories
(super-major and major) and, in Table 3, report group privacy
disclosures based on dominant QID values.

The values listed in Table 3 were obtained through
co-relation between T and Ts. Through value-driven analysis
of categorical QIDs present in T , we identified unique values
and computed their frequencies. Subsequently, we classified

TABLE 3. Group privacy disclosure using SD as BK.

them into major and super-major categories based on their
frequencies. Later, we applied the same procedure to Ts and
identified the major and super-major values and their fre-
quencies. Lastly, we performed the analysis and computed
the group privacy disclosures that can likely emanate from
the released data. Through this analysis, we intend to high-
light that if the generative model is good, the functional
relationships between T and Ts can be higher, leading to
group privacy breaches in some cases via the dominant QID
values.

C. SA INFERENCE/DISCLOSURE
We employed a disclosure-risk metric (a.k.a. re-identification
probability) in two attack scenarios (BK and linking) to assess
the performance w.r.t SA inference. In the BK attack, the
adversary already has access to a real table and some facts
about target users. In a linking attack, an adversary might try
to link published and auxiliary data to match and infer the SA
of individuals. The disclosure risk, Drisk , can be computed
using Eq. 6:

Drisk (ui, vi) =
∑|b|

i=1 vi/
∑k

m=1 vm (6)

where vi is the SA value an adversary wants to infer for a
target user, ui, and the denominator shows the sum of the
frequency of distinct SA values in a group. Drisk = 1 only
when all users in a group share the same SA. We considered
worst-case scenarios while measuring and comparing Drisk
values from T and Ts.

We found correct matches based on QID values in different
classes from T and Ts and computed the probability of income
being either >50 K or ≤50 K by using multiple forms of the
BK attack. The structure and corresponding values used in
the BK attacks are listed in Table 4.

TABLE 4. Structure of BK used in breaching privacy.

In a linking attack, we computed correct matches based
on QID values by amalgamating T and Ts and computed
Drisk . For fair assessment, we used Ts in different viewpoints,
i.e., we considered Ts as BK as well as mainstream data
in experimental evaluation. In Figure 9, we present a com-
parative analysis of privacy results from both attacks (e.g.,
linking attack and BK attack). For the BK attack, we used a
pre-defined structure (given in Table 4), computedDrisk from
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FIGURE 9. Privacy breaches under two distinct attacks.

both T and Ts, and subsequently compared it with the previ-
ous study. In the linking attack, we first assume that certain
records from both datasets are exposed to the adversary, and
then compute Drisk value. From the results given in 9, we can
see thatDrisk from Ts was higher than the previously reported
generic analysis based on demographics of Ts [58]. In the
previous studies, it is often assumed that Ts is not very close
to T or generative models do not overfit during training, and
therefore, the Drisk can be low. However, through experimen-
tal analysis, we found that if Ts is of good quality, then privacy
attacks can occur with a much higher probability than previ-
ously assumed. Through the experiments, we found thatDrisk
can change based on the granularity of information available
to the adversary and the amount of data already exposed to
public domains. Interestingly, in some cases, we found that
Drisk between T and Ts is very small, and it differed by just
4% between them. See Case 5 (e.g., when 5% of data is
exposed) in Figure 9 (left). The linkage attack on Ts was also
possible, and its value is much higher than the previously
reported value in the literature. See results in Figure 9 (right)
against different %age of exposed data. With the help of this
experimental analysis, we determined that the probability of
re-identification from Ts can be close to real data, and Ts
can also accelerate the privacy attacking process when used
improperly (e.g., as BK). These findings further verify our
conclusions about AI’s threat to privacy.

The values given in Figure 9 were obtained through experi-
ments by using two attack scenarios (BK and linking attacks)
that can be applied to anonymized data. We applied these
attacks to different anonymized versions produced from real
data and synthetic data, respectively. We compared the exper-
imental results with the related SOTA method [58]. From the
results, it can be seen that SD curated with our method has
yielded higher Drisk than the previous method. Furthermore,
the Drisk values from our method are close to real data in
most cases. Based on the above analysis, it is fair to say that
AI-generated data can pose a serious threat to an individual’s
privacy.

D. DATA RECONSTRUCTION ATTACK
In this analysis, we derived various privacy-sensitive rules
and analyzed the percentage of data that can be successfully
reconstructed utilizing anonymized data and Ts. The QIDs

TABLE 5. Privacy-rules-based data reconstruction via Ts.

and SAs are part of each rule. Based on the experiments,
we found that Ts provides enough knowledge in terms of
unique values and their distributions to assist an adversary
in converting anonymized data into real data with sufficient
accuracy. Subsequently, many attacks can be launched to
infer the QIDs/SAs of target individuals from the recon-
structed data. We present experimental results from data
reconstruction via Ts in Table 5. From the results given in
Table 5, a substantial # of tuples can be correctly recon-
structed from published data using Ts as BK. We believe this
situation (data reconstruction attacks) can be very dangerous
when the dataset has skewed distributions (e.g., one value
makes the 90% of the data). This scenario and correspond-
ing results highlight the pitfall of AI in the data-sharing
scenario.

The values listed in Table 5 were obtained through match-
ing between anonymized data and Ts using privacy-sensitive
rules. Initially, we devised certain privacy rules using the
information of QIDs and SA present in the data. Later,
we determined the correct matching from the anonymized
data against each rule. Since the data is in anonymized form,
and therefore, one cannot easily figure out the true values
of individuals/users. To reconstruct data, we applied similar
rules to synthetic data and chose the relevant records. After-
ward, we amalgamated the records from anonymized and Ts
to recover the real data. With the help of this method, we were
able to reconstruct the real data about users with sufficient
accuracy. Through these results, we intend to highlight that
Ts can be used as BK, and can assist adversaries in recon-
structing the real data from anonymized data.

E. SA PREDICTION ATTACK
In most real-world scenarios, T can be highly skewed, mean-
ing many classes/clusters lack diversity w.r.t SA values.
In such cases, if a privacy model such as k-anonymity is
applied, explicit privacy disclosures can inevitably occur.
Similarly, other models (ℓ-diversity and t-closeness) cannot
be directly applied owing to less heterogeneity in SA val-
ues. In such circumstances, the adversary can exploit QID
values in least-diversity and no-diversity classes and can pre-
dict an unknown/new community/individual SA. In Table 6,
we present an experiment-based analysis of imbalanced
classes in a real-world dataset and the corresponding SA
prediction percentage from leveraging Ts. The results show
that given the imbalanced information, SAs can be predicted
with sufficient accuracy, leading to explicit privacy breaches.

As shown in Table 2, the adult’s dataset has a very high
imbalance in SA values, and therefore, a significant portion
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TABLE 6. SA predictions from imbalanced classes using Ts.

of the data will have no diversity in SA values. If an adversary
can somehow link a target user correctly, he/she can infer the
SA of that individual, owing to no diversity in the respective
class w.r.t. SA. The values in Table 6 were obtained through
analysis of zero-diverse classes created with k anonymity
model, and using BK (non AI + AI). For example, if an
adversary wants to infer the SA of some target user that is
located in a non-diverse class, then there is a chance of 100%
disclosure. We curated BK from T and Ts and applied it to
0-diverse classes in anonymized data to predict the SA of the
target users. From the results and analysis, we found that SA
prediction % is high when k is small, owing to a large number
of classes with no diversity. Through these results, we intend
to highlight that some real-world datasets can bemessy, noisy,
and imbalanced, which can leak private information when Ts
and non-AI BK are jointly used.

F. RE-IDENTICATION ATTACK
To further validate the effectiveness of our proposal, we com-
puted and compared the re-identification risk (a.k.a. unique
re-identification) of an individual from the datasets. Specif-
ically, we compared the success of an individual’s re-
identification with the method devised by Rocher et al. [59].
In [59], the authors have used generative models to com-
plete the missing values and then reidentify the individ-
uals with very high accuracy. The proposed method can
predict the uniqueness of an individual from the dataset
with ≥ 0.84 AUC. Through fair analysis of the adult
dataset, we found that there are about 18, 680 incomplete
records (e.g., records with the missing values) in it [14],
and the method devised by Rocher et al. [59] has higher
re-identification in 40.29% portion of data. In the remaining
portion, there is a lower risk of re-identification owing to
complete records and the existence of general patterns [39].
For comparison and analysis, we created three partitions
(incomplete records partition, privacy-violating partition
(records with under-representative value are grouped), and
non-privacy-violating partition (records with majorly occur-
ring values were grouped, i.e., in country column, USA
value has frequency of ≥ 80%, which is regarded as a gen-
eral pattern and pose less risk to someone’s privacy)) of
the adult dataset and evaluated the risk of the individual’s

FIGURE 10. Re-identification risk: proposed method versus existing
method.

re-identification. The experimental results and their compar-
isons are given in Figure 10. From the results, it can be seen
that the proposed method yielded a higher re-identification
risk than the Rocher et al. [59] method owing to high qual-
ity Ts curation. However, in the incomplete records parti-
tion, Rocher et al. [59] method has shown better performance
owing to incomplete records imputation using GAN models.
These results confirm the validity of our proposal and validate
the fact that AI can pose threats to individual privacy in data-
sharing scenarios.
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The values given in Figure 10 were obtained through
experiments by using SD produced with our method and
Rocher et al. [59] method. In [59], the authors imputed miss-
ing values and computed the re-identification risk from
augmented data. We designed three settings of experi-
ments for comparison purposes. As shown in Figure 10,
the re-identification risk decreases when k increases in all
three cases. In Figure 10(a), the Rocher et al. [59] method
has yielded better performance than our method. In the last
Figure 10(b), (c), our method has yielded better performance
than Rocher et al. [59] method in most cases. The main rea-
son for better performance from our method is due to the
higher diversity in SD. Based on the six types of analysis
given above, it is fair to say that SD encompasses valuable
knowledge that can be used to compromise the privacy of
individuals.

To the best of the authors’ knowledge, most of the results
reported in this paper are new and have not been reported
by any of the previous methods thus far. However, in some
cases (e.g., subsection V-C,V-F), the SOTA methods were
available, and therefore, we fairly compared our results with
them. In this paper, we used publicly available datasets (e.g.,
adults) to verify the effectiveness of our method. However,
in real scenarios, the original dataset is not publicly available.
Therefore, the extent of unavailable private information that
can be retrieved using the AI attack (e.g., SD) can be large
subject to the quality of Ts. In practical scenarios, the data
owners (e.g., clinics, banks, insurance companies, etc.) do
not share/open the data in its original form but allow analysts
to generate synthetic copies of data by bringing generative
models close to the data. Furthermore, they also share the
data in an anonymized form (e.g., removing directly identi-
fiable information and generalizing values of QIDs). Hence,
four items can be available to the adversary to compromise
individual privacy: (i) AI-based BK (Ts), (ii) non-AI BK
(e.g., data/information gathered from other sources, i.e., voter
list, factual information, social networking sites, etc.), (iii)
anonymization method’s understanding (workflow and main
steps), and (iv) anonymized data. The previous research has
an assumption that SD poses a minimal risk to privacy [60].
However, this work negates that assumption and verifies that
privacy risk from SD can be high owing to the quality of Ts.
If the quality is good, privacy risk can be high, and vice versa.

If we assume a realistic scenario (e.g., an adult dataset
in pure form is unavailable), we were able to deduce useful
private information of various kinds that can be used to
compromise individual privacy. For example, from the SD
and anonymized data, we were able to find that most of the
individuals encompassed in T had age values≥ 40 Yrs. Also,
the range of age values is between 17 and 90. Similarly, the
cardinality information of most attributes was retrieved cor-
rectly and can be combined with non-AI BK to compromise
someone’s privacy. The major pattern (e.g., the earning of
people living in the US is over 50 K in most cases) and minor
pattern (e.g., the occurrence of records having race value

‘other’ is very low in the T ) in the private information column
were retrieved correctly using the AI attack. The attributes
leading to group formation, and corresponding group privacy
breaches were deduced correctly. The dominant and less
dominant values of each attribute were identified correctly
using the Ts which can foster identity and SA disclosure.
We were able to correctly figure out the SA value and their
categories. The indexes of some recordswere identical in both
Ts and T which can enable the linking of target individuals in
anonymized data, leading to explicit privacy disclosures.

G. KEY FINDINGS AND MAIN CONCLUSIONS
In this paper, we demonstrate that generative AI models are
capable of curating high-quality Ts that constitute proper
information of the T , and such data can be used as BK to com-
promise an individual’s privacy in PPDP. To the best of the
authors’ knowledge, most privacy-preserving mechanisms
consider a certain amount of BK that can be available to the
adversary, but that is mainly non-AI-based fixed knowledge
(e.g., voter lists, online repositories, social network accounts,
etc.). To this end, this work highlights another source of
BK that has not been properly taken up by the privacy and
database communities. However, it needs the attention of the
research community because high-quality data can offer help-
ful hints (e.g., distribution of values, rare and frequent values,
patterns, etc.) to the adversary, which can lead to privacy
breaches, as demonstrated above. It is worth noting that some
works in literature have also highlighted the dangers of AI
to information privacy and democracy [61], [62]. We affirm
the significance and contributions of the above-cited works,
however, these works only highlight the regulatory concerns
of AI to information privacy and democracy for legislative
actions. Some studies have also explored the closely related
aspects such as re-identification risks posed by the generative
models to individual privacy [59]. However, these studies
have explored only limited risks of AI to information privacy.
Our work has enhanced the findings of two closely related
existing approaches [58], [59]. Specifically, we highlight the
scope of privacy threats that can be launched using AI from a
broader perspective and highlight the long-term implications
of AI-IP synergy.

The potential ethical implications4 of using AI as a
threat tool to compromise privacy are: downgrading the
trust/reputation of data owners, destroying the individualism
and self-autonomy of data providers, racism against certain
ethnic groups, discrimination against the vulnerable com-
munity, illegal intrusion in someone’s life, political interest,
business sentiment manipulation, illegitimate profiling of the
targeted individuals, sensitive rules extraction about different
communities, clustering individuals based on controversial
behaviors, unequal resource distribution in community ben-
eficial services (e.g., healthcare), lack of trust in government

4https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-
as-ai-takes-bigger-decision-making-role/

76192 VOLUME 11, 2023



A. Majeed, S. O. Hwang: When AI Meets Information Privacy

policies, etc. All of the above-cited ethical implications can
lead to data silos and the negative use of digital technologies.
To address the above challenges, there is an urgent need to
establish policies and procedures concerning AI governance.
For example, the UNESCO recommendation5 on ethical AI
is one such initiative. In addition, data classification based
on sensitivity, and the application of strict privacy-enhancing
technologies is another important step to addressing potential
ethical implications in data-sharing scenarios. Lastly, inte-
grating AI methods with privacy-enhancing technologies is
expected to lower the privacy risks that can stem after data
release (when AI acts as a threat tool).

VI. CONCLUDING REMARKS AND IMPLICATIONS
In this paper, we discussed AI synergy in the information-
privacy domain from two different aspects (defense and
attack). Specifically, we highlight how SD (created with
AI tools) can become background knowledge and can
assist adversaries in compromising privacy in various ways.
We conducted experiments with a real-life benchmark dataset
using the CTGAN AI method to prove the feasibility of
our idea in real-life scenarios. The experimental results and
analysis proved that SD when carefully crafted, can pose
various kinds of risks to individual privacy. Our findings
showed that SD is another BK source that can enhance the
scale and scope of privacy breaches. The new findings offered
through this paper are the identification of a new type of
BK (e.g., SD) which remained unexplored and underrated
in the privacy and database community [32], the negation
of the assumption that privacy issues are negligible from
SD [60], and the experimental evaluation of privacy risk from
amuch broader perspective (six different types) that can occur
through the amalgamation of AI and non-AI BK in data
outsourcing scenarios. To the best of the authors’ knowledge,
most of the previous research focused on re-identification
risk and SA disclosure only, and advanced privacy risks from
SD such as group privacy disclosure, data reconstruction,
disclosure of SA distributions, and SA prediction from imbal-
anced classes remained unexplored. Furthermore, our work
focuses on breaching the privacy of individuals using AI in
PPDP scenarios which is a relatively less investigated topic
and has attracted researchers’ attention recently. This work
draws attention to the invisible risks of AI in the PPDP, which
can open up new research dimensions in this line of work.
In the future, we intend to develop a practical anonymiza-
tion mechanism against AI-powered attacks in data-sharing
scenarios. Specifically, we aim to propose a threat model by
including SD as a new source of BK to safeguard personal
data privacy against it. Our algorithm is expected to shed
light on AI-powered threats to information privacy which will
become a major threat to information privacy in the coming
years.

5https://www.unesco.org/en/artificial-intelligence/recommendation-
ethics/cases

Implications of the proposed work: Although most
anonymization methods often assume a certain amount of BK
that can be available to the adversary, however, they often
assume non-AI knowledge such as voter lists, newspapers,
factual information, online repositories, multiple accounts on
social networks, etc. Recently, the proliferation of generative
tools has enabled the creation of SD that is very close to
the real data and can pose serious threats to the privacy of
individuals. In Figure 11, we demonstrate a scenario in which
SD (e.g., AI-generated knowledge) constitutes BK, and can
be leveraged to compromise the privacy of an individual by
correctly re-identifying him/her from the published data.

FIGURE 11. Execution of the privacy attacks using SD (e.g., AI-generated
BK) combined with non-AI-based BK in a data publishing scenario.

In the past, adversaries usually relied on non-AI knowledge
only, but AI-generated knowledge can also be combined with
non-AI knowledge to perform identity, sensitive informa-
tion, and/or membership inference attacks on anonymized
data. Therefore, it is vital to realize this changing landscape
of privacy breaches amid the rapid proliferation of gener-
ative tools and to devise secure privacy-preserving models
accordingly [63]. Unfortunately, the privacy implications of
SD are relatively unexplored in the privacy and database
communities, as they mostly regard SD as an imprecise
form of real data. However, this assumption rarely holds,
and SD can mimic the properties of real data well in
some cases, leading to privacy breaches from anonymized
data.

Since SD is mostly generated with AI models, and there-
fore, AI techniques can be amalgamated with traditional
anonymization methods to improve defense against such SD-
based attacks. For example, AI techniques can be used to
identify attributes that can assist adversaries in compromising
someone’s identity or sensitive information, hence, improv-
ing the defense level. On the other hand, AI techniques can
assist in identifying the attributes that have common patterns,
and no longer pose threats to the individual’s privacy in
data sharing [39]. The identification of attributes that are not
vulnerable to privacy can be minimally generalized, leading
to higher truthfulness in data. To this end, our results and
findings can guide the privacy and database communities
to integrate AI techniques with traditional anonymization
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methods to the extent possible to improve the performance
bottlenecks of the existing anonymization models.

In recent years, privacy mechanisms have been increas-
ingly used with AI models (e.g., federated learning) to protect
the privacy of training data, parameters, and data memoriza-
tion issues [64], [65], [66]. Since privacy mechanisms and AI
techniques have become indispensable components of each
other, and therefore, this work offers important directions to
investigate the relationship between these two concepts that
are not directly related. Lastly, this work presents helpful
knowledge about the invisible risks of AI in data-sharing sce-
narios that can assist data owners in considering AI-powered
BK as well while outsourcing the data, leading to better data
governance and use in the AI-driven era.
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