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ABSTRACT Automatic pig counting and locating from camera images is one of the most important tasks
in modern pig farming industry, which helps farmers to improve the efficiency of the livestock management
in pig feeding, welfare estimation, unexpected events monitoring and etc. Due to the complex and diverse
pigpen environment, complicated distributions of pig population and various motions of live pigs, traditional
image processing techniques are not effective in counting and locating pigs in crowds. Thus, this task relies
on manual labor heavily which is time-consuming and error-prone. In this paper, we propose an efficient
and accurate pig counting method for top-view surveillance images in large-scale, crowded feeding scenes.
The proposed method is composed of a novel density map generator and a density map estimation network
architecture. The pigs in images are expressed as ellipses and their group density is generated with elliptical
2D Gaussian distribution. The proposed network is designed with efficient hybrid blocks including selective
kernel convolution and vision transformer for feature extraction and density map regression. The total
number of pigs in one image can be calculated by summing entire values in the density map. We also
apply a modified K-means clustering algorithm on the density map to locate pig targets. To verify the
effectiveness and precision of the proposed method, we evaluate our proposed method on our testing dataset.
TheMeanAbsolute Error of counting numbers on testing images is 0.726. Due to lightweight design by using
depth-wise separable convolutions and hybrid-vit blocks, our proposed method has very fast inference speed
and will reduce dependency on computing resources substantially when deployed in pig farms. Based on the
accurate estimated density maps of the testing images, pig locating can also achieve pretty good results. The
modified K-means clustering algorithm proposed in this paper obtain target locating with 88.22% precision
and 86.02% recall respectively. These results indicate our proposed method can accurately count pigs in
piggery by density map estimation and locate pig targets even in crowded situations.

INDEX TERMS Pig counting, pig locating, selective kernel convolution, vision transformer, density map
estimation.

I. INTRODUCTION
Counting and locating pigs with automatic methods in live-
stock environment is very critical for large-scale pig farming
industry. Frequently obtaining pig numbers in each pen is
essential since pigs are often moved or divided into different
barns due to growth, size, behavior and etc. It is important for
farmers to prepare appropriate amount of fodder and adjust
pig numbers according to the scale of pigpens to ensure
the welfare of animals. On the other hand, it is possible to
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detect unexpected things such as missing pigs, dying or dis-
ease pigs which stay still for long times. However, counting
and inspecting pigs in pigpen by human is huge amount of
labor in large-scale pig farming industry. Frequent contact
between human and pigs will also increase the risk of cross-
species transmission. Thus, it is promising to adopt new
techniques for the automatic, non-contacting management of
pig farming which would greatly lower the management cost
of manpower.

The rapid development of image and video surveillance
technologies as well as computer vision techniques enables
researchers to count, locate and track pigs in pigpens by
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bypassing high-cost and inefficient manual labors. The
related researches using traditional image processing tech-
niques usually segment the images into blobs with pig targets,
and then transform them into ellipses using the blob pix-
els or border pixels. An ellipse can be simply represented
using five parameters but it appropriates the edge of pig
body sufficiently. Ellipse fitting methods for pig locating can
be traced back to the research decades ago [1] and have
been developed and improved in the following years. Many
recent researches have applied ellipse fitting approaches in
the detection and location of pigs successfully [2], [3], [4].
However, the traditional pig counting, detection and segmen-
tation algorithms encounter great challenge because of the
complicated housing environment, changeable illumination,
various distribution of group density, as well as overlapping
and occlusion. In recent years, deep neural networks have
been proven to be powerful to extract features automatically
in complicated scenes and widely used in many fields of
agriculture [5], [6] including pig farming industry [7], [8].
Detection-based methods can be used for object count-
ing [9], [10], but their performance will decline as the objects
become more and more crowded. In contrast, density-based
methods [11], [12] are very suitable for counting in crowds.
The counting accuracy of density-based methods depends on
the density descriptions and feature maps extracted. Most
density-based methods obtain ground-truth density maps by
convolving object position with Gaussian kernels and ignore
the shape and size of objects. This method was adopted in
the research of Tian et al. for pig counting [13]. While this
representation method is not reasonable as the targets are
usually very large in images which we couldn’t neglect their
sizes and shapes. Deep neural network architectures have
been shown to be effective for feature extraction from images
and be very suitable for the following tasks such as classifi-
cation, regression. One of the most representative algorithms
for crowd counting is Multi-Column Convolutional Neural
Network (MCNN) [14]. The backbones of semantic segmen-
tation networks are very suitable for the regression tasks
in density counting such as FCN [15], DeepLabV3 [16].
Except for CNN based networks, transformer-based net-
works have shown great potential in image processing tasks
since ViT [17]. SegFormer [18] is one of the efficient
transformer-based networks for semantic segmentation and
its backbone is very suitable for density regression tasks.
Inspired by the aforementioned methods, we propose a novel
density map estimation method for pig counting and locating
in crowds.

The rest of the paper is organized as follows: Section II
describes our data collection and data augmentation of our
dataset, the method of pig labeling and ground-truth density
map generation, the structure of our proposed model and
the postprocess algorithm of density maps for pig count-
ing and locating in details. In section III, we introduce the
experiments implemented and the results obtained, we com-
pare the density estimation and counting performance,

inference speed of our proposed method with several
competing methods. The robustness of the proposed network
is also verified in this section. Discussion and conclusion are
summarized in Section IV and V.

This paper makes several contributions to the literature.
First, a more reasonable density map generator considering
shapes and sizes of pigs is proposed to generate density
maps instead of convolving pig position with Gaussian ker-
nels. Second, we design a high-efficient deep neural network
to obtain density maps of the input images. Postprocess is
applied on the output density maps to obtain pig numbers
and locations. Experiments are conducted and the results
indicate our method is accurate, efficient and robust. Finally,
our approach is distinct from similar studies by counting
and locating pigs in crowds using density maps which takes
positions and shapes of pigs into consideration by ellipse-
fitting.

II. MATERIALS AND METHODS
A. DATASET AND DATA AUGMENTATION
The dataset for this work has been acquired from 4 pigpens
in a very large-scale pig farm. The pigs in those pigpens
are not usually the same via time due to growth or piggery
adjustment. The images used in our dataset are captured by
4 top-view fisheye cameras installed on the roof of 4 pigpens.
Two of the pigpens are relatively small and lack of sunlight,
less pigs are feeding in these 2 pigpens. The other two are
large and have sufficient natural illumination, the density of
pig groups in these 2 pigpens are relatively higher. We collect
these pictures in natural feeding conditions and no special
enhancements, such as constant illumination, marks to dis-
tinguish pigs from background, etc., are prepared. We take
pictures of these pigpens at random times each day, and
totally capture 12 images of pigs one day. This procedure of
data collection has lasted for 183 days. The original resolu-
tion of the images from this camera is 1080 × 720 pixels.
To enhance the variety of background, we crop each image
with a random size range from 0.4 to 0.8 of the image size
to obtain sample images for our dataset. Figure 1 shows
some cropped images used in this paper. Images in the first
column are captured from the smaller two pigpens at 9:40am,
17:50pm, respectively. The other images are captured from
the larger two pigpens at 11:20am, 19:00pm, 14:30pm and
10:00am, from left to right and top to bottom, respectively.

Totally we have obtained 2196 images for our dataset and
the number of pigs in each image is in a range from 5 to 46,
averagely 22. To avoid overfitting of the network, data aug-
mentation is implemented while the training batches are
loaded. The data augmentation is a combination of verti-
cal flipping with 0.5 probability, horizontal flipping with
0.5 probability, randomly changing the brightness, contrast
and saturation of the image. Due to the different sizes of
images in dataset, we pad the images by filling zero values to
generate batches with the same height and width. The height
and width of images in batches are all divisible by 16.
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FIGURE 1. Examples of images in our dataset.

B. DATA LABELING AND GROUND-TRUTH DENSITY MAP
GENERATION
In this paper, we mark more than 5 points at the boundary of
a pig target and then apply a direct least square ellipse fitting
method to obtain an ellipse for this pig. We record the five
parameters of the fitted ellipse including centroid (xc, yc),
semi-axis lengths (Ra, Rb), counterclockwise angle θ from
the horizontal axis to the major axis. The position of a pig is
represented by the ellipse center and its shape and size are
expressed as the area of the ellipse. This manual work will
continue until all pigs in one image are labelled by ellipses
and their parameters are recorded.

In our proposed method, the density maps are designed at
a size with 1/8 of the original image sizes. So, the recorded
parameters of ellipses should be resized to the same scale. For
one pig in the image, its density representation is described
as in (1) and (2).

G(x; µ,
∑

) =
|Z|

2π
e−

(x−µ)T
∑

−1(x−µ)
2 (1)

µ = (x ′
c, y

′
c) = (xc/8, yc/8) (2)

|Z | is the normalization factor to ensure the sum density
values of one pig is 1.0. The isocontours of the G function
are all elliptically shaped in a ratio of Ra/Rb. Based on the 3σ
rules in Gaussian distribution, the standard deviation on the
orientation of major/minor axis would be described as in (3)
and (4).

σ1 = R′
a/3 = Ra/24 (3)

σ2 = R′
b/3 = Rb/24 (4)

And the covariance matrix 6 for the Gaussian distribution
is represented by the parameters of ellipse as in (5).∑
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]
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The range of the Gaussian distribution is set from xc - 3σ11
to xc+ 3σ11 in the horizontal direction and yc - 3σ22 to yc+
3σ22 in the vertical direction respectively. Repeat the above
steps until all pigs in one image are represented by elliptical
2D Gaussian distributions, the ground-truth density heat map
is then generated using (6).

D(x) =

∑
pi∈P

G(x; pi) (6)

P represents the collection of all fitting ellipses for pigs
in one image. The total number of pigs in the image can be
calculated by summing up all values in the density map as
in (7).

N =

∑
x∈I

D(x) (7)

Fig.2 (a), (b) shows a brief example of data labelling and
ground-truth density map generation of our proposed method
for one image in dataset, Fig.2 (c), (d) shows the density map
generated by convolving with constant Gaussian kernels and
adaptive Gaussian kernels [19] in contrast. It is obvious that
the density map generated by our proposed method had huge
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FIGURE 2. (a) pig labeling and ellipse fitting, (b) ground-truth density map generated by our proposed method, (c) ground-truth density map generated
by convolving with constant Gaussian kernels, (d) ground-truth density map generated by convolving with adaptive Gaussian kernels.

FIGURE 3. The sketch of the proposed method.

advantage over the traditional method on the representation
of locations and shapes of pigs.

C. THE PROPOSED METHOD
In the proposed method, a more reasonable density map
generator is designed for pig images to generate density maps
instead of convolving pig position with Gaussian kernels.
We take the shapes and sizes of pigs into account by ellipse
fitting and ground-truth density maps generating using 2D
Gaussian distributions. Then we design a high-efficient deep
neural network to obtain accurate density maps of the input
images. Since we can obtain accurate density distribution of
pigs with centers and shapes, a modified K-means clustering
method was applied on density maps to locate pigs. The
sketch of our proposed method is shown as in Figure 3.

For our proposed neural network, it is composed of a fea-
ture extractor and a density map regression head. The feature
extractor draws out image features by CNN modules in shal-
low layers and efficient vision transformer modules in deeper
layer. In the first two stages, a modified depth-wise selective
kernel convolution (DWSKConv) block has been stacked to
extract features with larger sizes. The DWSKConv blocks use
selective kernel convolution [20] which can aggregate fea-
tures extracted by kernels with different sizes and adaptively
adjust the receptive field size of neurons. The depth-wise
and point-wise convolution and the reversed bottleneck struc-
ture in the DWSKConv block can reduce computational cost
significantly without performance degradation. The sketch
of DWSKConv is shown in Figure 4 (b). In the last stage,
a hybrid vision transformer (hybrid-vit) block is stacked
to dig features with global receptive field. The hybrid-vit
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FIGURE 4. (a) The sketch of our proposed neural network architecture. (b) The DWSKConv Block. (c) The hybrid-vit Block. (d) Transformer architecture.

block [21] uses a convolution with filters of 3×3 to obtain the
local representation of the feature maps at the start. Then the
output feature maps are partitioned by windows with a size
of 3 × 3. Since the tokens in each partition windows have
a local connection by CNN already, the following efficient
vision transformer blocks calculate multi self-attention of
tokens only on the same position of each partition windows.
This operation is implemented by folding, vision transformer
and unfolding. Figure 5 gives a brief example of folding
and unfolding. This operation reduces the computation to
1/9 compared with multi-head self-attention calculation of all
tokens and can still obtain a perfect global representation of
features. After the global representation of features, convo-
lution with filters of 3 × 3 is implemented. The sketch of
hybrid-vit is shown in Figure 4 (c) (d). The size of the output
feature maps by the last stage is 1/16 of original image size,
upsampling of high-level features by bilinear interpolation
with a factor of 2. Feature fusion from deep and shallow levels

by concatenation and convolution is implemented to utilize
features from different levels. The output feature maps are
then fed into a simple regression head built by CNNs to get the
predicted density maps of the input images. The architecture
of the proposed network and the output sizes of key layers are
illustrated as in Figure 4 (a).

The proposed network combines CNNs and vision trans-
former blocks to extract features in different receptive fields
from local to global. Considering the cost of deploying the
model in pig farms, our multi-receptive-model is designed
by using efficient convolution blocks and lightweight vision
transformer blocks as basic building blocks. Due to the
depth-wise separable selective kernel convolution blocks in
the first two stages and the efficient hybrid-vit blocks in
the last stage, the computational cost of the proposed model
decreases significantly.

In order to obtain the precise density map and count-
ing number of pigs, pixel-wise loss and counting loss are

VOLUME 11, 2023 81083



W. Feng et al.: Efficient Neural Network for Pig Counting and Localization by Density Map Estimation

FIGURE 5. A simple example of folding and unfolding operations with window size of 2 × 2 in the hybrid-vit block.

combined into a comprehensive weighted loss function
shown as in (8), (9) and (10).

lpixel =
1

Nimage

∑
(x,y)

[
D(x, y) − D̂(x, y)

]2
(8)

lcount =
1

Nimage

∑
(x,y)

D(x, y) −

∑
(x,y)

D̂(x, y)

2

(9)

loss = lpixel + λ lcount (10)

where D(x, y) represents the ground-truth density maps and
D̂(x, y) represents the output density maps of the proposed
neural network. The pixel-wise loss ensures the output den-
sity map is a pixel level reproduction of the ground-truth
map and the counting loss tunes the network for the accuracy
of counting. Since the counting loss is much larger than
pixel-wise loss and highly positive correlated to pixel-wise
loss, the hyper parameter λ is used to balance the impact
of pixel-wise loss and counting loss in training process.
The impact of λ value on the performance of the proposed
network would be discussed in the following experimental
section.

At test stage, the given test images are firstly padded with
zero values, the heights and widths of test images are all
divisible by 16 and then fed into our network. The density
map of the test image is obtained by cropping the output into
1/8 of the original image size.

Detecting and locating objects directly from density map
was first proposed for partially-occluded small instances [22]
with an integer programming algorithm. For large objects
such as pigs in crowed scenes, the integer programming
algorithm is not accurate enough. Since the output density
maps of our proposed network have well-defined information

of target centers and boundaries similar to the ground-truth
density maps, target locating directly from the density maps
using clustering can also gain perfect performance. In this
paper, we propose a modified K-means clustering where
pixels are weighted based on their density values. The center
of each cluster can be calculated by all pixels in each cluster
as in (11).

(
Cx ,Cy

)
=


∑

(x,y)∈C
xD̂(x, y)∑

(x,y)∈C
D̂(x, y)

,

∑
(x,y)∈C

yD̂(x, y)∑
(x,y)∈C

D̂(x, y)

 (11)

This procedure would lead clustering centers shifting
towards higher value region and getting more accurate target
positions. To accelerate the iterative process and reduce com-
putation, we segment the density map to several connected
components and calculate local peak pixels as initial cluster-
ing centers. The sketch of our locating algorithm is described
as follows:

1) Binarize the density map with a threshold and find all
connected regions R;

2) For each region Ri in the collection R, find all local
peaks P and determine clustering number by summing
up all density values in Ri, obtain the initial N clus-
tering centers from P if the number of points in P is
equal or larger than N , otherwise randomly choose the
remaining centers in Ri;

3) Calculate the distances between each pixel to clustering
centers and divide pixels into clusters corresponding to
the nearest center;

4) Update centers by weighted average of the pixels in
clusters according to (11);
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TABLE 1. Configurations of the experiments.

TABLE 2. Performance of the proposed network on varying values of balancing parameter lambda of loss function.

FIGURE 6. Scatter plot of pixel-wise values between the ground-truth density map and the predicted density map of our proposed network with various
loss functions.

5) Repeat step 3 and step 4 until the centers of clusters
stop moving, and output the centers of clusters.

III. EXPERIMENTS AND RESULTS
A. EXPLANATION OF THE EXPERIMENTS
To verify the performance of our proposed neural net-
work on the collected dataset, we apply mean absolute
error (MAE) to evaluate the performance of pig counting
and mean square error (MSE) to evaluate the performance
of pig density map estimation. They can be described as

in (12) and (13).

MAE =
1
n

n∑
i=1

∣∣∣∑Di(x, y) −

∑
D̂i(x, y)

∣∣∣ (12)

MSE =
1
n

n∑
i=1

∑
(Di(x, y) − D̂i(x, y))2 (13)

The training and testing of the neural network are carried
out on a desktop computer. The related configurations are
summarized in TABLE 1.
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FIGURE 7. (a) MCNN architecture, (b) DeepLabV3 architecture, (c) FCN architecture, (d) SegFormer architecture.

FIGURE 8. Loss on training dataset of several methods.

We adopt full images instead image patches to train and test
the proposed neural network. In order to avoid overfitting,

two-dimensional dropout is used while training the network.
The dropout probability is set as 0.5. The parameters of the

81086 VOLUME 11, 2023



W. Feng et al.: Efficient Neural Network for Pig Counting and Localization by Density Map Estimation

TABLE 3. Comparison of computational complexity and counting performance of different models.

FIGURE 9. Visualization of the performance of our proposed method on pig density estimation and counting.

network are initialized by He initialization [23] and opti-
mized using Adam with a learning rate of 8 × 10−5. The
first and second order moment calculation of the optimizer
are set as 0.9 and 0.99 respectively. In the training process,
we evaluate the performance of the network on testing dataset
every 5 training iterations and select the model with best
performance. To find the most reasonable loss function for

back propagation in training process, we apply a series
of λ values in the training process of the proposed neu-
ral network. The performances on testing dataset of the
proposed network with different loss functions are listed
in TABLE 2.

To better display the pixel-wise performance of the net-
work with various λ values, a scatter plot between the
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TABLE 4. Performance of our proposed method on pig number validation.

TABLE 5. Performance of our proposed method on pig density validation.

TABLE 6. Statistics of the performance of pig locating using our proposed clustering method on testing dataset.

ground-truth density values and predicted density values are
shown in Figure 6.

From Table 2 and Fig.6, it is obvious that with the increase
of λ value, the counting performance of the proposed network
raises first and then falls down, while the pixel-wise per-
formance decreases. Comprehensively considering all results
of the experiments, the weighted parameter λ for loss func-
tion is reasonable to set in a range between 0.002 to 0.01.
In this paper, we adopt λ = 0.005 in all the training
procedures.

B. PERFORMANCE COMPARISON WITH OTHER DENSITY
REGRESSION NETWORK ARCHITECTURES
To demonstrate the superior performance of our proposed
neural network, we compare the performance of our network
with several outstanding density regression networks.MCNN
is one of the well-known density estimation networks which
is used for various applications. Since it is lightweight and
efficient, the performance of MCNN on our dataset is applied
as the baseline. As introduced in section II, many seman-
tic segmentation algorithms are very suitable for regression
tasks. In this work, we implement several segmentation neural
networks to evaluate their performance on our dataset for
pig density estimation and pig counting, including FCN
with backbone of resnet50, DeepLabV3 with backbone of
mobilenetv3_large and resnet50, SegFormer with backbone
of mit_b3. The schematic diagram of these algorithms is
shown as Figure 7.
Since some of these semantic segmentation networks are

heavyweight and difficult to train properly on small dataset.
We use transfer learning on these models to obtain their best

performance on our dataset very fast. The training steps of
transfer learning are shown as follows:

1) Load pre-train weight data;
2) Freeze all parameters in backbone and only update

parameters in regression head within several training
epochs;

3) Release frozen parameters and update all parameters in
the network with a very small learning rate.

The losses in the training process are shown in Figure 8 and
the performance of all algorithms on density map estimation
and pig counting are shown in TABLE 3. All results are
achieved by averaging data with several training and testing
processes. The inference times of all methods are obtained by
feeding input images with resolution of 640 × 480 pixels on
a NVIDIA GeForce GTX 1080Ti.

From Fig.8 and Table 3, we could clearly see that all loss
curves converge very well, training with pre-trained weights
could accelerate convergence speed and enhance the perfor-
mance of DeepLabV3 (mobilenetv3_large). Our proposed
method has a slight advantage on counting performance
and very similar density regression performance compared
with DeepLabV3 (resnet50) and SegFormer (mit_b3), bet-
ter than the other models. On the other hand, the model
complexity and computational cost of our proposed neural
network are much less than the other methods, the inference
speed of our proposed method is nearly ten times faster
than DeepLabV3 (resnet50) and SegFormer (mit_b3). These
experimental results show great superiority of our proposed
method on pig density map estimation and counting with our
collected dataset.

To directly display the performance of our proposed
method on pig density estimation and counting, we randomly
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FIGURE 10. Examples of the locating performance of our proposed method.

select several images in test dataset and feed them into the
proposed method. Figure 9 displays the results of the input
images obtained by our proposed method.

C. CROSS-VALIDATION OF OUR PROPOSED METHOD FOR
PIG DENSITY PREDICTION AND COUNTING
To verify the robustness and reliability of our proposed
method under various cases, we apply two cross-validations
for our proposed network. One is pig number validation and
another is pig density validation. In the pig number validation
procedure, we divide the dataset into two parts: images with
more than 20 pigs and otherwise. We train our network using
one part and test on the other one. The result of pig number
validation of our proposed method is shown as in TABLE 4.
In the pig density validation procedure, we still divide our

dataset into two parts: images with more crowded pigs and
otherwise.We train our network using one part and test on the
other one. The result of pig density validation of our proposed
method is shown in TABLE 5.

The performance of our proposed method also achieves
very good performance on pig density estimation and count-
ing in both two cross-validation procedures. Even though the
performance is slightly worse due to the different data distri-
bution of the training and testing dataset. And pig density dis-
tribution seems to have larger influence on the performance
of our proposed method. The MAEs in both cross-validations
are all smaller than 1.0 which indicates the robustness and
reliability of our proposed method under various cases.

D. PERFORMANCE ON PIG LOCATING USING THE
OUTPUT DENSITY MAP
After we obtain the accurate densitymap of the testing images
by our proposed neural network, modified K-means clus-
tering is applied on these density maps to get the locations
of pigs in images. Precision and recall of targets locating
are computed to evaluate the performance of the clustering
algorithm. A target center (xi, yi) located by the proposed
clustering method is judged as a true positive locating for
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one pig target (cxj, cyj, aj, bj, θ ) only if the following two
conditions are satisfied:

1) The distance between (xi, yi) and (cxj, cyj) is the mini-
mum one;

2) (xi, yi) is located within the core area of the ellipse
which is defined as an ellipse with parameter (cxj, cyj,
0.5aj, 0.5bj, θ ).

Otherwise, the unpaired locating points are treated as
false positives, the unpaired ground-truth ellipses are treated
as false negatives. Table 6 demonstrates the locating per-
formance of the modified clustering method on the output
density maps generated by our proposed neural network.

Then we could calculate the precision, recall and F1 score
of the locating algorithm as in (14), (15) and (16).

precision =
TP

TP+ FP
= 88.22% (14)

recall =
TP

TP+ FN
= 86.02% (15)

F1 =
2PR
P+ R

= 0.8711 (16)

Due to the precise density map estimation of our proposed
neural network, pig locating with our modified clustering
method could also achieve good performance on precision
and recall. To directly display the performance of our pro-
posed method on pig locating, we randomly select several
images in test dataset and feed them into the proposed
method. Figure 10 displays the results of the input images
obtained by our proposed method.

IV. DISCUSSION
Counting and locating pigs with automatic methods in live-
stock environment is very critical for large-scale pig farming
industry. In this paper, we have proposed a novel solution for
pig counting and locating. And we have achieved a perfor-
mance withMAE of 0.726 on pig counting, 88.26% precision
and 86.02% recall on pig locating regardless of pigs in crowed
scenes. For comparison, Tian et al. [13] achieved a MAE
value of 1.69 on dataset collected by themselves and 2.78 on
dataset from internet. In our research, we focus on count-
ing and locating pigs in large-scale farms using surveillance
videos from top-view and achieve a much lower MAE value.
Jensen and Pedersen [24] achieved very similar results with
ours on pig counting with their model and dataset by directly
outputting pig numbers in images. In contrast, the images
in our dataset contain more pigs and more crowed scenes.
We aim at not only counting pigs in images, but also locating
each pig. Counting and locating pigs in large-scale pig farms
regardless of crowds accurately and quickly demonstrates the
uniqueness of our research in pig farming industry.

V. CONCLUSION
In this paper, we have proposed a novel and efficient method
for pig counting and locating from top-view images using
density map estimation method. We propose a simple and
accurate density map generation algorithm for pig images

by approximating pigs as ellipses. Then an efficient neural
network composed of depth-wise separable SK blocks and
hybrid-vit blocks is designed to obtain density maps and
count pig numbers from input images. The output density
maps are processed by our modified clustering method for
locating pigs. The results on our testing images demon-
strate that our proposed solution has achieved a MAE of
0.726 on pig counting, 88.26% precision and 86.02% recall
on pig locating regardless of pigs in crowed scenes. Due
to the lightweight design of our proposed method by using
depth-wise separable convolutions and efficient hybrid-vit
blocks, the running speed of our proposed is very fast com-
pared with several outstanding density regression networks,
nearly 10 times faster than DeepLabV3 (resnet50) and Seg-
Former (mit_b3) according to our experiments. To verify
the robustness of our proposed neural network, we conduct
experiments of pig number cross-validation and pig density
cross-validation. The results of both cross-validation show a
good performance under various cases. Our proposed method
could make a contribution to pig counting and locating in
modern pig farming industry. However, this method is mainly
suitable for those images captured from top-view cameras.
For images from side-view cameras, pigs aren’t appropriately
fitted by ellipses which would lead the failure of our proposed
method. Counting and detecting using images captured from
various views will be considered in our future work.
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