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ABSTRACT Reinforcement learning is an effective approach for solving decision-making problems.
However, when using reinforcement learning to solve maneuver decision-making with sparse rewards,
it costs toomuch time for training, and the final performancemay not be satisfactory. In order to overcome the
shortcomings, the method for maneuver decision-making based on curriculum learning and reinforcement
learning is proposed. First, three curricula are designed to address the maneuver decision-making problem:
angle curriculum, distance curriculum and hybrid curriculum. They are proposed according to the intuition
that closer destinations are easier to arrive at. Then, they are used to train agents and compared with the
original method without any curriculum. The training results show that angle curriculum can increase
the speed and stability of training, and improve the performance of maneuver decision-making; distance
curriculum can increase the speed and stability of agent training; hybrid curriculum is not better than the
other curricula, because it makes the agent get stuck at the local optimum. The simulation results show
that after training, the agent can handle the situations where targets come from different directions, and the
maneuver decision-makings are rational, effective, and interpretable, whereas themethodwithout curriculum
is invalid.

INDEX TERMS Maneuver decision-making, curriculum learning, reinforcement learning, sparse rewards.

I. INTRODUCTION
Autonomous air combat maneuver decision-making refers
to that the computer alters the control quantities accord-
ing to states (such as flight speed, altitude, azimuth, and
distance between both sides of air combat), so that the air-
craft can occupy a valuable position and then attack the
target or escape. At present, the methods for autonomous
air combat maneuver decision-making are investigated by
simulations.

Hu et al. [1] discretized the state space of air combat
into a 13 dimensional space for dimension reduction and
designed 15 discrete actions to reduce the difficulty of train-
ing. With a reward function based on the situation assess-
ment and the final combat gain, the hybrid autonomous
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maneuver decision strategy was proposed which can real-
ize the capability of obstacle avoidance, formation and
confrontation. Dantas et al. [2] compared supervised learn-
ing methods using reliable simulated data to evaluate the
most effective moment for launching missiles during air
combat. They found that the simulated data can improve
the flight quality in beyond-visual-range air combat and
increase the effectiveness of offensive missions to hit a par-
ticular target. Yang et al. [3] constructed a basic maneuver
library for the proximal policy optimization algorithm and
a reward function with situation reward shaping in order
to increase the convergence rate of training. The simula-
tion results shown that the agent with the proposed method
can defeat the enemy. Fan et al. [4] proposed a maneuver
decision-making method based on asynchronous advantage
actor critic algorithm [5], which incorporates a two-layer
rewardmechanism of internal rewards and sparse rewards [6],
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[7], [8]. This method can reduce the correlation between
samples through multi-threading asynchronous learning.

Jung et al. [9] proposed SAC-LSTM algorithm for maneu-
ver generation in within visual range air-to-air combat
under the conditions of a partially observable environment.
Bayesian inference is used for maneuver decision-making
in [10]. This method uses discrete action space. The
experimental results shown that the method can improve
the performance. Zhang et al. [11] used Monte Carlo tree
and self-play to train the air combat agent for maneuver
decision-making.

Air combat maneuver decision-making with sparse
rewards is an interesting but difficult problem. Sparse rewards
mean that the agent can acquire a reward only when the air
combat ends, and the agent cannot acquire any reward before
the ending of the air combat. Since the reward signals are
sparse, it is difficult for the agent to obtain effective train-
ing samples, which may lead to poor training performance.
Therefore, it is a difficult problem. On the other hand, sparse
rewards can avoid designing reward functions, which is a
time-consuming and laborious procedure.

The goal of this paper is to train the agent by reinforcement
learning (RL) with sparse rewards in order to enable the agent
to cope with targets from different directions (that is, the
azimuth range of the target is in [−180◦, 180◦]). However,
we find that reinforcement learning cannot solve the problem
of maneuver decision-making. Therefore, on the basis of the
intuitions that: if the azimuth of the target is smaller, it is
easier for the agent to hit the target; if the distance between the
target and the agent is less, it is easier for the agent to hit the
target, we propose three curricula for reinforcement learning
and evaluate them in order to find an effective curriculum.
After training, the curriculum of which the number of win
is most is chosen for simulations. The main contributions
of this article are as follows: 1. Existing studies discretized
action space to reduce the complexity of maneuver decision-
making, which is not practical since the real action space
is continuous. However, this method uses continuous action
space for maneuver decision-making. 2. Existing studies use
missile attack zones instead of miss distance, which is a
simplified and unrealistic criterion. However, this method
uses miss distance as the criterion for air combat instead of
the missile attack zone. 3. Existing studies uses handcrafted
reward functions, such as angle reward functions and distance
reward functions. However, this method does not require any
handcrafted reward function, and only uses sparse rewards. 4.
According to the characteristics of air combat, three different
curricula are designed to train agents, namely, angle curricu-
lum, distance curriculum and hybrid curriculum. 5. Proximal
policy optimization (PPO) [12] is combined with the above
three curricula, and sparse rewards are used as reward signals.
6. The ablation studies are conducted to investigate the three
curricula to find the most effective one. 7. The simulation
experiments are conducted to verify the effectiveness of the
method.

II. RELATED WORK
Elman pointed out that successful learning may depend on
starting from small things [13]. To test the neural network’s
ability to learn and express the relationship between parts
and the whole, Elman trained the neural network to process
complex sentences. These networks can learn to solve the
task only when they are forced to start from strict mem-
ory restrictions, which is equivalent to limiting the range of
data provided to the network at the initial learning stage.
Bengio et al. formalized such training strategies in machine
learning and named them as curriculum learning [14]. For
example, when people and animals are provided with exam-
ples in a meaningful order (such as gradually increasing the
difficulty or quantity) rather than random order, they can learn
better.

Jiang et al. proposed self-paced curriculum learning [15],
which takes into account both the prior knowledge before the
training and the learning process during the training. Based
on the generalized boundary criterion of the task order [16],
Pentina et al. optimized the average expected classification
performance on all tasks, and solved the problem of multi-
ple task curriculum learning by finding the best task order.
Sachan and Xing et al. sorted the samples according to the
complexities [17], so that the simpler samples can be used in
the learning algorithm earlier, and the more difficult samples
can be used later. They proposed seven heuristic methods to
improve curriculum learning, and compared these methods
on four non-convex question answering models. The exper-
imental results shown that these methods can improve the
performance. Alex et al. introduced a method of automati-
cally selecting curricula according to the growth of prediction
accuracy and the growth of the network complexity to max-
imize the learning efficiency [18]. They used the proposed
method to train LSTM networks [19] and the experimental
results shown that the method can significantly accelerate the
learning speed. Jiang et al. proposed a new curriculum learn-
ing method called MentorNet [20]. The method dynamically
learned a data-driven curriculum to overcome the overfit-
ting problem of damaged labels. The experimental results
shown that the method can improve the generalization per-
formance of deep networks trained on corrupted data. Zhou
and Bilmes proposed a minimax curriculum learning (MCL)
to adaptively select subset sequences of training in a series
of stages of machine learning [21]. The results shown that
MCL achieves better performance and uses fewer samples for
training both shallow and deep models while achieving the
same performance. Platanios and Stretcu proposed a curricu-
lum learning framework for neural machine translation [22],
which determines the training samples displayed to the model
at different times during training according to the estimated
difficulty of the samples and the current ability of the model.
The experimental results shown that the proposed framework
can reduce training time, reduce the demand for professional
heuristic methods and large quantities of data, and make the
overall performance better.
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Inspired by human learning, Stretcu and Platanios pro-
posed a novel curriculum learning method, which decom-
poses challenging tasks into easier intermediate sequences
for pre-training the model before processing the original
tasks [23], [24]. They trained the model at each level of the
hierarchy from coarse labels to fine labels, so as to transfer
the acquired knowledge at these levels. The results shown
that the classification accuracy of the method is improved by
7%. Zhao et al. put forward a formulation of multitask learn-
ing [25]. The formulation learned the relationship between
tasks represented by a task covariance matrix and the rela-
tionship between features represented by a feature covariance
matrix. Li et al. proposed a competence-aware curriculum
for visual concept learning by question and answer man-
ner [26]. The method included a neural symbol concept
learner for learning visual concepts and a multi-dimensional
ItemResponse Theorymodel for guiding the learning process
with adaptive curriculum. The experimental results shown
that the proposed method achieved the most advanced per-
formance with excellent data efficiency and convergence
speed through the competence-aware curriculum. Wu and
Dyer studied the impact of limited training time budget and
noisy data on curriculum learning [27]. The experimental
results shown that, under the condition of limited training
time budget or noise data, curriculum learning rather than
anti-curriculum learning can indeed improve the learning
performance. In order to improve the ability of convolu-
tional neural network (CNN) [28], [29], [30] of representing
shape and texture information at the same time, Sinha et al.
proposed to gradually increase the amount of texture infor-
mation available in training by reducing the standard devi-
ation of the Gaussian kernel [31]. This training scheme
significantly improved the performance of CNN in various
image classification tasks without adding additional train-
able parameters or auxiliary regularization targets. Weinshall
et al. provided theoretical research on curriculum learning
when using stochastic gradient descent to optimize convex
linear regression loss [32], and proved that the convergence
rate of the ideal curriculum learning method monotonously
increased with the difficulty of the examples. In order to
analyze the impact of curriculum learning on the training of
deep convolution network for image recognition, Cohen and
Weinshall proposed twomethods [33], namely, transfer learn-
ing and bootstrapping, to sort training examples by difficulty,
and used different pace functions to guide the sampling.

These studies indicate advantages of applying curriculum
learning to deep learning: curriculum learning can accelerate
the training speed and enhance the performance of the mod-
els, which inspire us to use curriculum learning to address
the problem of maneuver decision-making, since we find that
existing methods cannot solve this problem.

In addition to solving problems in deep learning, curricu-
lum learning is also used to solve problems in RL [34], [35].
Fournier et al. proposed a curriculum learning method based
on accuracy [36]. The method was based on deep determin-
istic policy gradient algorithm [37], [38], which adaptively

selected the requirements of accuracy and automatically gen-
erated curricula with increasing difficulty. The results shown
that the method can improve the learning efficiency. Narvekar
et al. proposed a method to automatically generate task
sequences for special curricula in RL [39]. The method used
the heuristic function in [40] to recursively decompose diffi-
cult tasks, and selected tasks that results in the greatest change
in policy. Florensa et al. proposed an reverse curriculum gen-
eration method to solve the problem of RL [41]. The method
used reverse learning to solve difficult robot operation tasks
without any prior knowledge. The robot was trained to reach
a given target state from a nearby initial state at first. Then,
the robot was trained to solve the task from a further initial
state. Racaniere and Lampinen [42] proposed an automatic
curriculum generation method using a setter-solver paradigm
for reinforcement learning algorithms in sparsely rewarding
environments. The authors demonstrated the success of our
approach in rich but sparsely rewarding 2D and 3D environ-
ments. Rane used curriculum learning to solve tasks with
sparse rewards in deep RL [43]. The experimental results
shown that curriculum learning can improve the convergence
speed of training and make the performance better.

These studies indicate the application of curriculum learn-
ing in reinforcement learning, which inspire us that we need
to design appropriate curriculum according to the character-
istics of maneuver decision-making to ensure the curriculum
we designed is effective and efficient.

III. METHOD
A. MODELS
The model of the aircraft [1] is shown in (1):

ẋ = v cos γ cosψ
ẏ = v cos γ sinψ
ż = v sin γ
v̇ = g(nx − sin γ )

γ̇ =
g
v
(nz cosµ− cos γ )

ψ̇ =
g

v cos γ
nz sinµ

(1)

where x, y, and z are three-dimensional coordinates of the
aircraft. γ is the pitch angle, ψ is the yaw angle. v represents
the aircraft velocity. g is the gravitational acceleration. µ, nx ,
and nz are control parameters. The missile model is [24]:

ẋm = vm cos γm cosψm
ẏm = vm cos γm sinψm
żm = vm sin γm

(2)

where xm, ym, and zm are the coordinates of the missile. vm is
the velocity. γm is the pitch angle, and ψm is the yaw angle.

v̇m =
(Pm − Qm)g

Gm
− g sin γm

ψ̇m =
nmcg

vm cos γm

γ̇m =
nmhg
vm

−
g cos γm
vm

(3)
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where nmc and nmh are overloads. Pm and Qm are thrust and
air resistance. Gm is the mass [33]:

Pm =

{
P0 t ≤ tw
0 t > tw

(4)

Qm =
1
2
ρv2mSmCDm (5)

Gm =

{
G0 − Gt t t ≤ tw
G0 − Gt tw t > tw

(6)

where tw = 12.0 s, ρ = 0.607, Sm = 0.0324, CDm = 0.9. P0
is the average thrust, G0 is the initial mass, Gt is the rate of
flow of fuel. K is the guidance coefficient. The two overloads
nmc and nmh are:

nmc = K ·
vm cos γt

g
[β̇ + tan ε tan(ε + β)ε̇]

nmh =
vm
g

K
cos(ε + β)

ε̇

(7)

{
β = arctan(ry

/
rx)

ε = arctan(rz
/√

r2x + r2y )
(8)


β̇ = (ṙyrx − ryṙx)

/
(r2x + r2y )

ε̇ =
(r2x + r2y )ṙz − rz(ṙxrx + ṙyry)

R2
√
r2x + r2y

(9)

where β and ε are the yaw angle and pitch angle of line-
of-sight, respectively. The line-of-sight vector is the distance
vector r , where rx = xt–xm, ry = yt–ym, rz = zt–zm, and

R = ∥r∥ =

√
r2x + r2y + r2z . If the distance between the

missile and the target is less than 12 m, the target is hit.
If the missile fails to hit the target after 120 s, the target
is regarded as missed. In the midcourse guidance stage, the
target is missed if its azimuth relative to the aircraft exceeds
60◦. The maximum time of simulation is 200 s.

B. PROXIMAL POLICY OPTIMIZATION
The problem of RL is generally described by Markov Deci-
sion Process [5]. Considering the tuple {S, A, p, γ , T}, where
is S the state space, A is the action space, p is the transi-
tion function, γ is the discount factor and T is the horizon.
πθ (at |st ) is the policy. Themain goal of RL is tomaximize the
discounted sum of rewards Eπ [

∑T
k=0 γ

krt+k ]. In air combat,
this goal equals to maximize the number of win. To address
the problem of RL, several methods have been proposed,
such as policy gradient algorithm [43], deterministic policy
gradient algorithm [37], [38], actor-critic algorithm [5], trust
region policy optimization (TRPO) [44] and PPO [15].

TRPO proves that its return after policy update is
non-decreasing and avoids storing a dense Hessian matrix
or policy gradients in order to reduce computational cost.
However, its policy updates is not stable. Therefore, PPO
clips the probability ratio of the policy to punish the policy
changes that make the probability ratio far from 1, making

the learning more stable. The objective of PPO is:

LCLIP(θ ) = E
[
min(rt (θ )At , clip(rt (θ ), 1 − ε, 1 + ε)At )

]
Pr (θ ) =

πθ (at |st )
πθold (at |st )

(10)

where, θold is the parameters of the current policy, θ is the
corresponding undated parameters and At is the advantage
function. The self-play is used for training agents: First, the
agent generates transitions (st , at , and rt ) by fight against
itself, that is, self-play. Second, the transitions are saved.
Then, sample transitions according to the probabilities and
train neural networks from the transitions. Finally, perform
self-play again with the trained neural networks.

C. CURRICULUM LEARNING
Since the initial azimuth angle is randomly sampled from
[−180◦, 180◦], there are few valuable samples and the agent
trained over these samples can hardly make useful decisions.
Meanwhile, large initial azimuthmakes the training slow (that
is, the training time is longer when the number of win reaches
a certain value) and the performance may not be satisfactory
(that is, the number of win is few). The main reason is that
in air combat, the agent needs to reduce the line-of-sight
at first, thus, the airborne radar can continuously detect the
target after the missile is launched, so as to avoid missing the
target in the midcourse guidance phase. For example, when
the range of initial azimuth angle is [−45◦, 45◦], it is easier
for the agent to obtain samples of hitting the target, thus, the
agent trained over these samples can make effective maneu-
ver decisions. However, when the initial azimuth range is
[−180◦, 180◦], it is muchmore difficult for the agent to detect
and track the target and a large number of useless samples
are generated, from which the agent can hardly obtain useful
information. Therefore, to solve these problems, we propose
to use curriculum learning to improve the probability of the
agent obtaining effective samples and enable the agent to
make effective maneuver decisions by training.

Curriculum learning [21] is inspired by the process of
human learning in the real world: humans do not learn dif-
ficult tasks from scratch, on the contrary, they start from
simpler tasks and gradually learn to solvemore difficult tasks.
For example, a student begins to learn addition, subtraction,
multiplication and division, function and limit at first, then,
the student tries to learn differential and integral calculus.
Inspired by human learning, curriculum learning is a learning
strategy for machine learning, that is, first learn to solve
simple tasks, then improve the difficulty and learn to solve
these more difficult tasks.

We combine the characteristics of air combat with cur-
riculum learning and propose three different curricula to
investigate the impact of different curricula on the training
process and the performance of agents to find the valid
method. The agent training strategies based on curriculum
learning are as follows: 1. Curriculum design. First, design
the difficulties of the curricula, and determine the condition
for curriculum transfer (namely, increasing the curriculum
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FIGURE 1. Angle curriculum.

difficulty). 2. Curriculum learning. Train the agent in the
initial curriculum and test the agent. If the test results meet
the condition for curriculum transfer, the agent can be trained
in the next curriculum. The three different curricula are shown
below.

1) ANGLE CURRICULUM
In the air combat, the larger azimuth of the target means the
more difficult it is for the agent to hit the target. For example,
if the azimuth is 180◦, which means that the target is directly
behind the agent, the radar of the agent cannot detect the
target, so the agent needs to maneuver to detect the target.
However, if the azimuth is 0◦, the target is in front of the
agent. Thus, the agent can launch the missile without any
maneuver and as long as the target is within the detection
range of the radar, the missile may not miss the target in the
midcourse guidance phase. In addition, the smaller azimuth
means that it takes more time for the target to escape from
the detection of the radar. In conclusion, the smaller azimuth
of the target, the less difficult it is for the agent to defeat
the target; the larger azimuth of the target, the more difficult
it is for the agent to defeat the target. Therefore, as shown
in Fig.1, the angle curriculum is designed according to the
initial azimuth of the target, which varies in: [−18◦, 18◦],
[−36◦, 36◦], . . . , [−180◦, 180◦]. Namely, the angle range
of the next curriculum is 36◦ greater than the angle range
of the previous curriculum, and finally the initial azimuth
range of the target is [−180◦, 180◦]. Meanwhile, the initial
distance is randomly and uniformly sampled from the interval
of [50,000 m, 150,000 m].

Fig.1 shows the schematic diagram of angle curriculum.
The blue plane and the green plane represent the both sides
of air combat. The lighter the color of the blue aircraft, the far-
ther away it from the green aircraft. The grey sector represents
the range of the initial azimuth angle of the target during the
training. The larger the angle of the sector, the larger the range
of the initial azimuth of the target. The agent is trained and
tested in the minimum range of the initial azimuth first. The
condition for curriculum transfer and the method for testing
the agent are shown in Section IV. If the agent is able to pass

FIGURE 2. Distance curriculum.

FIGURE 3. Hybrid curriculum.

the test, it can be trained in the next curriculum, otherwise
continue to train the agent in current curriculum.

2) DISTANCE CURRICULUM
The smaller the distance between the two sides, the less time
it takes for the midcourse guidance of the missile, thus, the
less difficult it is for the agent to defeat the target. Therefore,
as shown in Fig.2, distance curriculum is designed according
to the initial distance between the two sides of air combat,
which varies in: [50,000 m, 60,000 m], [50,000 m, 70,000 m],
. . . , [50,000 m, 150,000 m], that is, the distance range of
the next curriculum is 10,000 m larger than that of the
previous curriculum. Meanwhile, the initial azimuth of the
target is randomly and uniformly sampled from the interval
of [−180◦, 180◦].

3) HYBRID CURRICULUM
Hybrid curriculum combines angle curriculum with distance
curriculum. In hybrid curriculum, the initial azimuth of the
target and the initial distance between the both sides are
increased simultaneously. Namely, the angle range of the next
curriculum is 36◦ greater than that of the previous curriculum,
and the distance range of the next curriculum is 10,000 m
greater than that of the previous curriculum. Fig.3 shows the
schematic diagram of hybrid curriculum.
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TABLE 1. Air combat states.

D. AIR COMBAT STATES AND ACTIONS
As shown in Table 1, the air combat state is a one-dimensional
vector with 11 elements:ψ, γ, v, z, d, f1, ψ1, γ1, d1, β, f2, the
actions are µ, nx , nz and launch.

IV. EXPERIMENTS AND RESULTS
In order to verify the performance of the training results of the
three different curricula and the performance of the trained
agents, ablation studies and simulations are performed in
this section. For the three different curricula and the original
method without curriculum, we perform five times of inde-
pendent training. Each training consists of forty iterations.
Batchsize is 1024, optimizer is Adam. Actor learning rate and
critic learning rate are 0.0002 and 0.001, respectively. The
layer of the neural network is 2 and the units are 256. The
activation is Tanh and the discount factor is 1.

A. ABLATION STUDIES
In this section, the four different methods are compared:
angle curriculum (AC), distance curriculum (DC), hybrid
curriculum (HC), and no curriculum (NC, the original method
without any curriculum, namely, baseline). The training pro-
cesses of the four methods at each iteration can be seen in
Fig.4. The solid line represents the mean of the number of
win, loss or draw of the corresponding curriculum, and the
shaded part represents the standard deviation of the number
of win, loss or draw.

As shown in Fig.4, some shaded parts are negative. How-
ever, this phenomenon does not mean that the number of win
or loss are negative. It mainly because that the mean values
are less than the corresponding standard deviations, which

FIGURE 4. Win, loss and draw.

results in the negative shaded parts. Obviously, the more win
and the fewer draw represent the better training performance.
At the same time, more loss can also indicate that the training
performance is better, because both the win and the loss are
the results of the agent itself.

As shown in Fig.4a, during the training, the wins of angle
curriculum, distance curriculum and no curriculum are grad-
ually increasing, and the win of angle curriculum is always
the most. The win of distance curriculum rises faster than
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TABLE 2. The number of win and loss between different methods at
different iterations.

that of no curriculum, and the standard deviation of distance
curriculum is less. At the beginning of the training, the win
of hybrid curriculum is much, and then it suddenly decreases
and remains almost unchanged. It can be seen from Fig.4b
that the loss of angle curriculum, distance curriculum and
no curriculum are gradually increasing, whereas the loss
of hybrid curriculum has no obvious trend of increasing or
decreasing. It can be seen from Fig.4c that during the training,
the draws of angle curriculum, distance curriculum and no
curriculum are decreasing, and the draw of angle curriculum
is less. The draw of hybrid curriculum is the least at the
beginning of the training, and then it increases and remains
almost unchanged. The main difference between no curricu-
lum and the other plots is the shaded parts as shown in Fig.4.
Especially in initial iterations (1st-15th): First, the area of
the shaded parts of no curriculum is much more than angle
curriculum and distance curriculum (especially in Fig.4(a)),
which means that no curriculum is more unstable. Second,
the line of angle curriculum is always above the others, which
means that the performance of angle curriculum is better.

To investigate the robustness of the method, we test neural
network architectures with 200 units and 300 units. The
neural networks are trained by AC and for each network,
we perform two times of independent training. In Figure 5,
300 and 200 are the number of hidden units.

As shown in Figure 5, even the neural network architecture
changes, the number of win still increases during training,
which means that the method is effective and stable. On the
other hand, the agents are trained for 40 iterations because the
number of win becomes stable in the latter several iterations
as shown in Figure 5, therefore, we think there is no need
to continue and we stop the training. Actually, we can also
stop the training earlier. Overfitting was not observed during
training, because if overfitting exists, the number of win will
decrease severely.

B. SIMULATION EXPERIMENTS
In this section, air combat simulation experiments are used
to verify the actual performance of the agent after curriculum
learning. The initial height of the both sides of air combat is
10 000 m, and the initial yaw angle is 0◦. The initial distance
between the two sides is uniformly and randomly sampled
from [50 000 m, 100 000 m], the initial velocity is uniformly
and randomly sampled from [250 m/s, 400 m/s], and the

FIGURE 5. Training results of different architectures.

initial yaw angle is uniformly and randomly sampled from
[−180◦, 180◦].
Although the curriculum can increase the speed of con-

vergence, but it may or may not improve the final model
performance. Therefore, we compare different agents of dif-
ferent iterations to test the performance of different methods.
Concretely, 100 simulations are preformed between different
methods at different iterations. The initial states of these
simulations are random, and the number of win and lose of
these simulations are recorded and listed in Table 2.
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FIGURE 6. Air combat results of the first agent and the final agent.

As shown in Table 2, the number of win of AC is almost
always more than that of the other methods. Especially, it is
much more than the number of win of NC, which means that
curriculum learning is the essential part.

Since the number of win of AC increase faster and are more
than the other methods, air combat simulation experiments
are performed by agents trained with AC. The final agent (i.e.
the fortieth agent) fights against the 1st, 10th and 25th agent

in three different initial situations respectively. The results are
shown in Fig.6, Fig.7 and Fig.8.

Fig.6 shows the simulation results of the first agent and
the final agent in three different initial situations, namely,
simulation 1, simulation 2 and simulation 3. The blue solid
line represents the trajectory of the final agent, and the
orange solid line is the trajectory of the first agent; the green
dotted line is the trajectory of the missile of the final
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FIGURE 7. Air combat results of the tenth agent and the final agent.

agent, and the red dotted line is the trajectory of the
missile of the first agent. Fig.6a, Fig.6c and Fig.6e are
the three-dimensional trajectory of the three simulations
respectively. Fig.6b, Fig.6d and Fig.6f are the corresponding
top views.

In simulation 1, the initial yaw angle of the final agent is
−89.7◦, and the initial yaw angle of the first agent is −85.6◦.
It can be seen that at the beginning of the air combat, the final
agent is pursued by the first agent, that is, the final agent is at
a disadvantage. As shown in Fig.6b, the first agent launches

themissile immediately and flies forward for a period of time.
Then, because the final agent exceeds the detection range of
the radar, the missile of the first agent misses the target. After
that, the first agent chooses to turn left to get rid of the attack
of the missile of the final agent. However, the final agent flies
to the left to ensure that the target can be detected by the radar,
and then launches the missile. Finally, the simulation ends
because the maximum simulation time is reached. At this
time, the missile of the final agent has not missed the target,
and the distance between the first agent and the missile is less
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FIGURE 8. Air combat results of the twenty-fifth agent and the final agent.

than 20 000 m, thus, the radar does not need to detect the
target.

In simulation 2, the initial yaw angle of the final agent
is 0◦, and the initial yaw angle of the first agent is 180◦.
It can be seen that at the beginning of the air combat, both
sides are of equal status. As shown in Fig.6d, the first agent
keeps trying to fly to the final agent and launches the missile
at the beginning. The final agent first turns to the target
and launches the missile after some time. In addition, the

final agent does not always approach the target, but first
approaches the target, because this maneuver can increase the
probability of hitting the target; and then stays away from the
target, because this maneuver can reduce the probability of
being hit by the target’s missile. Finally, the missile of the
final agent hits the first agent, so the final agent wins.

In simulation 3, the initial yaw angle of the final agent is
129.5◦, and the initial yaw angle of the first agent is 171.2◦.
As shown in Fig.6f, the first agent launches the missile at the
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beginning of the simulation and flies towards the final agent
to avoid missing the target in the midcourse guidance phase.
Because of the large line of sight angle, the final agent flies
to the target first and then launches the missile, rather than
launching the missile at the beginning as the first agent did.
Because of the large line of sight angle when the first agent
launches the missile, it is difficult for the missile to hit the
target. However, the final agent reduces the line of sight angle
by maneuvers, and then launches the missile, so the missile
can hit the target.

Fig.7 shows the simulation results of the tenth agent and the
final agent in three different initial situations. In simulation 1,
the initial yaw angle of the final agent is 4.6◦, and the initial
yaw angle of the tenth agent is 103.1◦. At the beginning, the
line of sight angle of the tenth agent is larger than that of
the final agent, that is, the tenth agent is at a disadvantage.
As shown in Fig.7b, unlike the first agent, the tenth agent
does not launch the missile first, but instead flies towards the
final agent for a period of time before launching the missile.
Obviously, if the tenth agent launches the missile at the begin-
ning of air combat, the missile will miss the target because the
target is outside the detection range of the radar, which means
that after some time of training, the decision-making ability of
the agent has been improved. At the same time, the final agent
does not launch the missile at the beginning of air combat, but
adjusts the flight direction and flies towards the tenth agent
for a period of time before launching the missile. Finally, the
missile of the tenth agent has not hit the final agent, but its
missile has already hit the tenth agent.

In simulation 2, the initial yaw angle of the final agent is
113.8◦, and the initial yaw angle of the tenth agent is 175.6◦.
At the beginning, the line of sight angle of the final agent is
larger than that of the tenth agent, which means that the final
agent is at a disadvantage. As shown in Fig.7d, the both sides
fly towards each other for a period of time before launching
the missile. In addition, they do not always approach each
other, but gradually approach at first and then gradually stay
away from each other. This is because that being too close
to the target can increase the likelihood of being attacked by
the target’s missile, and when the missile is in the terminal
guidance phase, the agent do not need to track the target.
Therefore, in order to reduce the probability of being hit by
the target’s missile, the agent chooses to stay away from the
target. Finally, the missile hits the tenth agent first, so the final
agent wins.

In simulation 3, the initial yaw angle of the final agent is
−128.7◦, and the initial yaw angle of the tenth agent is 47.0◦.
As shown in Fig.7f, the tenth agent launches the missile first.
Since the target is outside the detection range of the radar,
the missile misses the target. This phenomenon demonstrates
that although the performance of the tenth agent is better than
that of the first agent, it is still not good enough. In the end,
the missile hits the tenth agent first, so the final agent wins.

Fig.8 shows the simulation results of the twenty-fifth agent
and the final agent in three different initial situations. In sim-
ulation 1, the initial yaw angle of the final agent is 74.0◦,

and the initial yaw angle of the twenty-fifth agent is 70.1◦.
Thus, the twenty-fifth agent is pursued by the final agent, that
is, the twenty-fifth agent is at a disadvantage. As shown in
Fig.8b, the twenty-fifth agent first flies to the left and rear,
enabling the radar to detect the final agent and then launches
the missile. Meanwhile, the final agent flies to the right
first, and then launches the missile. Because the twenty-fifth
agent was at a disadvantage at the beginning, the missile hits
the twenty-fifth agent first. At this time, the missile of the
twenty-fifth agent has not hit the final agent, so the final agent
wins.

In simulation 2, the initial yaw angle of the final agent is
−107.0◦, and the initial yaw angle of the twenty-fifth agent is
−107.6◦. Thus, the final agent is pursued by the twenty-fifth
agent, that is, the final agent is at a disadvantage. As shown
in Fig.8d, the final agent changes its flight direction immedi-
ately to avoid the disadvantageous situation. Compared with
simulation 1, the missile of the twenty-fifth agent at the end
of the air combat is closer to the final agent. As the missile
hits the twenty-fifth agent first, the final agent wins.

In simulation 3, the initial yaw angle of the final agent is
-105.9◦, and the initial yaw angle of the twenty-fifth agent
is 135.8◦. The final agent is at a disadvantage. As shown in
Fig.8f, similar to simulation 2, the final agent first changes
the flight direction and then launches the missile. Because
the final agent was at a disadvantage at the beginning of the
air combat, the missile of the twenty-fifth agent hits the final
agent first, but itsmissile has not yet hit the twenty-fifth agent,
so the twenty-fifth agent wins.

V. DISCUSSION
According to the ablation studies in Section IV-A, angle
curriculum is the best, hybrid curriculum is the worst, and dis-
tance curriculum is better than hybrid curriculum but worse
than angle curriculum. Although the number of win of no
curriculum is slightly more than that of distance curricula in
the late stage of training, the training of it is slower and more
unstable. However, angle curriculum can not only accelerate
the training, but also significantly improve the number of win.
Hybrid curriculum is useless, which is mainly because that
the agent gets stuck at local optimum in the initial curriculum
learning, resulting in the failure of curriculum transfer.

Therefore, in curriculum learning, the curriculum design
depends on professional knowledge and common sense of the
certain fields. The designed curriculummay not only improve
the training speed and performance, but also cause overfitting
and failure. For example, although the hybrid curriculum
is consistent with the common sense of the air combat,
it is invalid. Overall, appropriate curricula can accelerate the
training and provide better performance whereas improper
curricula can damage the training.

According to the simulation experiments in Section IV-B,
the decision-making ability of the agent is gradually
enhanced during the training, which indicates that sparse
rewards are effective for air combat agents. On the other
hand, the agent approaches the target first and then stay away
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from the target, which is consistent with the characteristics of
missile. Because the agent needs to ensure that it can keep the
target detected continuously in the midcourse guidance stage,
it chooses to approach the target first. After that, if the agent
continues to approach the target, it will be hit by the target’s
missile more likely.

VI. DISCUSSION
The purpose of this paper is to propose an effective RL
method for air combat maneuver decision-making with
sparse rewards. However, RL usually needs much train-
ing time and results in a failure of accomplishing the
task.

In order to solve these problems, the method based on cur-
riculum learning and RL is proposed. First, three curricula are
designed: angle curriculum, distance curriculum and hybrid
curriculum. Then, the curricula are used to train agents for
air combat maneuver decision-making. The training results
indicate that the performance of angle curriculum is the best,
which can not only improve the speed and stability of train-
ing, but also improve the performance of the agent; distance
curriculum can improve the speed and stability of training;
hybrid curriculum is invalid, because it makes the agent get
stuck at local optimum at the initial stage of training, which
leads to the failure of curriculum transfer. The simulation
results show that the proposed method can produce effective
agents, and the maneuver decisions made by the agent are
consistent with the characteristics of missile. In addition, the
initial situation is very important, because a weaker agent in
a dominant situation may defeat a stronger agent in a inferior
situation.

In future, we need to improve the decision-making ability
to ensure that agents can win even when they are at disadvan-
tages.
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