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ABSTRACT With the complexity of network structure, the requirements for network architecture are
also increasing, and Software Defined Network (SDN) technology has emerged. SDN technology has
successfully simplified network management, but its open programming nature poses a risk of network
attacks. In complex network environments, the recognition accuracy of traditional recognition models cannot
meet the requirements of accuracy and speed. In view of this, this research proposes an attack identification
model based on Convolutional neural network (CNN), hoping to solve the attack identification problems
faced in the SDN environment, improve the accuracy of the model, and ensure the security of SDN. An SDN
attack recognitionmodel is constructed using the NSL-KDD dataset and theMIT LLDARPA dataset, and the
CNN is used to utilize it in SDN. In the performance testing experiment of the model, the results show that the
proposed model has an accuracy of 98.25% in SDN attack recognition, and its performance is significantly
better than traditional CNN models. The accuracy of traditional attack recognition reaches 98.25%, and its
performance is superior to the KNN-PSO model. The superiority of the model has been verified, further
confirming the application value of the research model in SDN attack recognition.

INDEX TERMS Network architecture, SDN, CNN, attack identification, KNN-PSO.

I. INTRODUCTION
In recent years, the rapid development of Internet tech-
nology has greatly brought convenience to people’s lives.
With the increasing diversity of network structures, network
management is becoming more complex and difficult. The
main reason for the difficulty in network management is the
coupling between the data domain and the control domain.
In order to design a more reasonable network architecture and
effectively manage the network, some researchers have pro-
posed Software Defined Network (SDN). SDN can achieve
centralized control in terms of logic, and can also utilize
controllers to allocate link resources, thereby flexibly control-
ling network data, simplifying network structure, and solving
network congestion problems [3].

SDN has become a key technology in cloud computing
environments, effectively addressing network architecture
issues. However, since SDN programming is open to the
outside world, SDN also faces security risks from network
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attacks caused by its own architecture. With the development
of technology, networks are facing more and more types of
attacks, and the traditional models that rely on expert expe-
rience are no longer applicable. A large number of scholars
have begun to study network attacks based on deep learning
algorithms. In the field of deep learning algorithms, Convolu-
tional neural network (CNN) plays an important role in deep
learning, and has achieved great success in different fields.
Compared with other deep learning algorithms, CNN can
process high-dimensional data, has stronger ability to extract
features, and has higher accuracy of output results [5].

Based on the research of scholars in different fields, it can
be seen that the improved SDN based on CNN has a rela-
tively ideal effect in dealingwith attack recognition problems.
In view of this, this study focuses on the attack recogni-
tion requirements of SDN in network environments, fully
utilizing the characteristics of centralized control in SDN
logic, and proposes an attack recognition model based on
CNN algorithm. Firstly, the overall framework of the attack
recognition model is designed, followed by data collection.
Then, feature screening methods and recognition sections
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are selected and designed. Finally, performance testing is
conducted on the model.

It is hoped to solve the network attack problem faced
by SDN, ensure the security of SDN network environment,
and contribute to the development of SDN. The research
content is mainly divided into four parts. The first part briefly
describes the research status of SDN and CNN algorithms.
In the second part, the SDN attack recognition model was
first constructed. Then the CNN algorithm was introduced to
optimize the model. The third part is to analyze the model
results based onCNNalgorithm, conduct performance testing
and comparative analysis experiments. The fourth part is a
summary and outlook of the research content.

II. RELATED WORKS
SDN technology can improve network capacity and has been
widely applied in multiple fields. Ouamari MA et al. found
issues with data exchange between headquarters and local
branches in the wide area network. In order to solve this prob-
lem, they proposed the SDN-WAN solution. Firstly, reconfig-
ure networkmanagement tomeet service requirements. Then,
the joint optimization problem of average request latency and
survivability solved the latency problem of the server. The
results showed that compared with traditional methods, the
research method significantly improved the performance of
the system [6].

Ouamari et al. found that SDN has great potential in
preventing channel congestion and providing multi-network
connections, but the controller’s processing power is limited.
In view of this, a new method based on deep reinforcement
learning strategy is proposed to optimize the balance pro-
cess of the controller. The results showed that the proposed
method effectively reduced load balancing and is superior
to other traditional methods [7]. Garg et al. designed an
SDN-based framework for the normal operation of the net-
work, which not only improves the network communication
part but also simplifies network management [8].

However, the isolated nature of SDN technology has
caused many security issues, so many scholars have shifted
their research direction to SDN attack recognition. Badotra
and Panda proposed a method to detect DDoS attacks. First,
consider setting up experiments in different network scenar-
ios and using different tools to process data information. Then
the controller is used to analyse and process the data flow.
Finally, parameter analysis and identification are performed
using the characteristics of attack time and attack type. The
results showed that this method optimised the control perfor-
mance of SDN [9].

An attack recognition model based on the active learning
method of entropy was proposed by Ahmed et al. The load
balancing mechanism suggested by this model optimises sen-
sor processing power and tracks network intrusions. The out-
comes of the trial demonstrate a considerable improvement
in detection performance by this approach [10]. Kamel et al.
considered the security vulnerabilities of SDN and proposed a
method for protecting the network against DDoS attacks. This

method is based on the weight distribution of the underlying
network, specifies the transmitted data flow, continuously
updates the capacity and number of controllers, and then uses
deep learning algorithms to update the network weights. The
results showed that this method effectively reduced DDoS
attacks [11].

In recent years, the CNN algorithm has been widely
applied in various fields and has achieved good results.
Chen et al. proposed a new model that aims to acceler-
ate the computational speed of gas detection. This model
mixes Memristor based on CNN. The study suggests that
the model is built on convolution cores of various sizes,
employs themulti-dimensional convolutionmethod to extract
feature information of various dimensions, and makes use of
memristor to increase the utilisation rate of the entire model
hardware structure in order to improve operation speed [12].
Bao and Yang found in the field of radar research that the
signal is unstable due to human motion and other factors.
Therefore, a new personnel counting method was designed
based on CNN. Researchers hope to collect clearer graphical
information through this method to complete the counting
task. The results verified the superiority of this method and
achieved the expected effect [13].

In the field of rock exploration, Chen et al. designed a
model of Laser-induced breakdown spectroscopy combined
with two-dimensional CNN algorithm in view of the lack
of simultaneous multi-task models at present. This model is
designed with two types of outputs to simultaneously perform
classification and recycling tasks. The results showed that the
accuracy of this model was higher than that of traditional
models [14]. Guo et al. enhanced the CNN-based algorithm
to increase the effectiveness of power plant detection. Prior to
input to the model for fault detection, an attention mechanism
was added to the algorithm. According to the experimental
findings, the defect location was annotated, which signif-
icantly increased the detection accuracy [15]. Xue et al.
proposed an architecture search method to address the issue
of consuming a large amount of human resources and com-
putational time in designing CNN architectures. This method
adjusts the strategy based on adaptive mutation neural struc-
ture to achieve automation of CNN architecture design. The
results showed that this method achieved the expected goals,
saved labor costs and reduced computational time [16].

In summary, SDN has various advantages, and Ouamari
MA has found that SDN-WAN can solve network latency
problems. M. A. Ouamari et al. found that it can improve
the processing power of the controller and ensure the balance
of control operation. However, in the process of studying
SDN, Garg S found that the isolated features of SDN can
easily lead to security issues. To address this issue, Badotra S
and Panda S N proposed a method for detecting DDoS
attacks, optimizing the control performance of SDN. Kamel
AE also proposed a network protection method in the face
of DDoS attacks. With the goal to increase SDN detection
performance, Ua A et al. suggested an attack recognition
model based on the entropy active learningmethod. However,
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FIGURE 1. SDN framework packet transmission path changes.

research on network attacks against SDN is still in its infancy,
and there isn’t yet an accurate identification model.

Therefore, there is an urgent need to conduct research on
SDN attack identification to ensure the security of the SDN
network environment and contribute to the development and
application of SDN. CNN has developed relatively maturely
and has made contributions in various fields. Compared to
other deep learning algorithms, CNN can sensitively use local
perception to extract features. This study further optimizes
the CNN algorithm and builds an SDN attack recognition
model to improve the detection and recognition rate of the
model, thereby improving the security performance of SDN.

III. OPTIMIZATION METHOD FOR SDN ATTACK
IDENTIFICATION TECHNOLOGY BASED ON CNN
A. SDN ATTACK RECOGNITION MODEL CONSTRUCTION
Scholars such as Siddiqui et al. believe that SDN has become
a paradigm that helps software controllers more effectively
manage IoT infrastructure and traffic [17]. Khalid et al. pro-
posed a solution to ensure the security of the Internet of
Things based on SDN, providing the ability to design Tamper
resistance and independent verification strategies [18]. SDN
is a programmable network that simplifies network manage-
ment and makes it more flexible. At the same time, SDN
plays a central control role in attack identification systems,
assisting intrusion systems in improving point deployment
issues. The uniqueness of SDN gives it the advantage of
a control flow table, which can also assist attack recogni-
tion systems in responding to detected network attacks [19].
In SDN networks, when data flows, data information can
easily break through traditional security protection, as shown
in Figure 1.
From Figure 1, it can be seen that during the connec-

tion process between two terminals X and Z, the controller
received a new issuance rule, and the transmission path of

data information changed from orange to yellow. Through
attacks, data material can be transmitted over an unrestricted
path without being detected by detecting devices or firewalls.
Therefore, how toproperly deploy IDS in SDN is also a
key research project. Before deployment, it is necessary to
master the principles of traditional flow table attacks and
assist in system deployment. As shown in Figure 2, the attack
principle of general flow table information is presented.

As shown in Figure 2, the controlled terminal sends a large
amount of ambiguous false information to the switch, but
the switch cannot recognize it, so the ambiguous information
is sent to the controller. When a lot of false information
enters the controller through the switch, the controller must
continue to identify and judge the false information, using
up a lot of resources and time. This causes traffic jams and
prevents the controller from processing the normal informa-
tion requirements. When false information accumulates to
a certain extent and exceeds the processing capacity of the
controller, overload operation of the controller will lead to
network paralysis. On this basis, if the information that the
switch fails to process accumulates to a certain extent, and
there is too much information in the switch flow table items,
it will lead to its own failure and even crash. In addition to
considering the above factors, it is also necessary to con-
sider the consequences of bandwidth intrusion in the control
domain caused by the controller itself. If the controller is
attacked and fails, the attack recognition system will not be
able to operate normally, and the security policy will not be
executed in time, as shown in Figure 3.

Figure 3 shows the process of controller bandwidth intru-
sion. The attack information does not first pass through the
switch, and the attacker directly sends false information and
rules through the controller. The switch operates according
to the new false rules, generating a large number of false
information packets, leading to network congestion and even
network collapse. From this, it can be seen that traditional
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FIGURE 2. Principle of switch flow table attack.

FIGURE 3. Control domain bandwidth attack principle.

network attack recognition systems have shortcomings and
need to be optimized and improved. Research is considering
improving attack recognition algorithms and models. Opti-
mizing algorithms can not only improve the processing speed
of information, but also enhance the sensitivity of identify-
ing attack behaviors and detecting more attack behaviors.
In addition, it efficiently addresses network paralysis brought
on by the controller’s high load operation while saving
time, money, and resources. Optimize the attack recognition
system to have the ability to identify SDN specific attack
modes.This research constructs an SDN attack identification
model based on neural networks to solve the attack iden-
tification problem. The architecture of the model is shown
in Figure 4.

As shown in Figure 4, itis a traditional attack recognition
system for SDN. Based on the traditional system, an SDN-
adapted attack identification model is designed by combining
it with the specific attacks of SDN, and this model is divided
into four modules: data acquisition, inflow data preprocess-
ing, feature selection and detection. For specific network
attacks in SDN, existing intrusion detection methods are
difficult to detect them effectively. This research constructs
an SDN flow feature database [16].
By collecting flow table entry information under different

network behaviours. The NSL-KDD dataset was used to test
the proposed algorithm for this study to ensure the integrity
of the experiment. The switch flow table attack will cause
the denial of the SDN southbound channel, while the control
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FIGURE 4. SDN attack identification model.

domain bandwidth attack will cause the resource depletion of
the SDN transport layer, so both are SDN specific distributed
denial of service attacks. The primary difference between the
two is that attackers can quickly and randomly pseudocode
each target IP, enabling the switch’s requests to be processed
by the control end and leading to a more dispersed dispersion
of the target IP across the network. To cover up the attack,
attackers can randomly simulate a large number of packets.
Under normal circumstances, the traffic characteristics are
relatively stable, but when attacked, their characteristics may
suddenly change. After an attack begins, an SDN switch will
transmit a large amount of data information to the switch.
In view of this, this study will introduce features such as the
average number of flow packets, the success rate of flow table
matching, and the comparison flow.During a network attack,
the number of data streams is usually reduced to speed up the
spoofing of IPs at the source and target, so there is a difference
between the number of packets under normal conditions and
the number of packets under attack, as shown in equation (1).

APF =

FlowNum∑
i=1

packetNumi

FlowNum
(1)

As shown in equation (1),packetNumi represents the first
packet in the flow table at i and the total number of packets in
the flow table is represented by FlowNum. When data reaches
the switch, it automatically performs a seek and match action.
The influx of stream table information into the switch will
cause the switch to be overloaded with information, resulting
in a sharp drop in the success rate of stream table information
matching, as shown in equation (2).

MLR =
Match
Look sup

(2)

As shown in equation (2), the number of total stream table
information is denoted byMatch and the number of matched

result stream table information is denoted by Look sup. Dur-
ing normal operation of the network, the ratio of the number
of pairs to the number of single flows in the system is
relatively smooth. In the case of a large number of false des-
tination IP addresses, the stability of the network is severely
compromised and the ratio of the number of pairs to the
number of single flows in the system is shown in equation 3.

PPF =
FlowNum− 2 × pair

FlowNum
(3)

As shown in equation (3), the ratio of the number of pairs
of flows to the number of single flows is denoted by PPF and
the number of pairs of interactive flow tables is denoted by
pair . When a network is attacked, the number of bytes in a
packet is usually reduced, thus speeding up the rate at which
the network sends packets. Therefore, the average number of
bits of network traffic is usually a good measure in detecting
networks and is calculated as shown in equation (4).

ABF =

FlowNum∑
i=1

ByteNumi

FlowNum
(4)

As shown in equation (4), the number of packet bytes in
the flow table at i is represented by ByteNumi. The network
port growth rate is stable during normal network operation
and increases significantly during an intrusion.

PGS =
portNum

T
(5)

The new increment of the port is represented by portNum
as shown in equation (5). In the event of an attack on
the network, the number of spoofed destination IPs will
increase substantially, so the rate of increase in destination
IP addresses is also a good indicator of a network attack,
as shown in equation (6).

DIGS =
DIGSNum

T
(6)
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FIGURE 5. Flow table collection process.

FIGURE 6. Feature selection process.

As shown in equation (6), the destination IP growth rate
is represented by DIGS and the increment of destination
IP during the cycle is represented by DIGSNum. It is also
necessary to compare the analysis with the IP growth rate in
the normal state.

SIGS =
SIGSNum

T
(7)

As shown in equation (7), the original IP increment rate is
represented by SIGS and the intra-cycle IP increment is repre-
sented by SIGSNum. The SDN comes with switch flow table
attacks and control domain bandwidth attacks, and these two
types of attacks will cause changes in the traffic flow of the
southbound channel and the traffic layer of data forwarding
of the SDN. In view of this, the flow table entry information
can be used as the judgment basis for attack identification.
The flow table entry information collection process is shown
in Figure5.

As shown in Figure 5, first the SDN server sends the
capture command, then the controller periodically sends the
information to the SDN switch, and the switch responds to
the information. Finally, the flow table is redirected and the
flow table is captured. When the network is under attack, the
number of flow table entry requests will increase, so the flow
table entry increase rate can be chosen as a reference indicator

to measure the network attack.

RFB =
FlowNum

T
(8)

As shown in equation (8), the rate of increase of stream
table items is denoted by RFB and the number of stream
table requests within the period T is denoted by FlowNum.
Preprocessing of the collected data is required after data
collection, and this study chose to digitise the dataset with
symbolic features and data normalisation, with the normali-
sation formula shown in equation (9).

x∗
=
x − µ

σ
(9)

As shown in equation (9), the sample means are repre-
sented by µ, the raw data by x and the normalised data
by x∗. After preprocessing the dataset, feature selection is
required. This study used decision trees to screen the features.
The traditional decision tree algorithm selects the information
gain for feature screening, and this study also added the
gain rate to screen the features repeatedly, and the screening
process is shown in Figure 6
As shown in Figure 6,the whole feature selection process is

divided into four steps. In the first step, a decision tree is gen-
erated based on the information of the data set.In the second
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FIGURE 7. Identification module structure design.

step, pruning operation and initial screening are performed.In
the third step, the gain rate is calculated.In the fourth step, the
second screening is performed according to the gain rate and
the results are output [17]. After processing and analysing the
data with feature screening, it enters the recognition stage,
and the recognition process is shown in Figure 7.
As shown in Figure7, the collected data is first triaged

into traditional network attacks and unique network attacks
using a splitter. In the traditional network attack identification
segment, the detection result processing unit marks the raw
data and classifies the attack behaviour into five categories.
In the SDN-specific attack segment, a CNN algorithm is used
for binary classification to identify both abnormal and normal
behaviours.

B. OPTIMIZATION OF CNN-BASED SDN ATTACK
IDENTIFICATION MODEL
Bhayo J et al. believe that SDN is an effective solution to
improve network security and access control mechanisms.
Faced with DDoS attacks, a detection method based on
machine learning has been proposed. The study used deci-
sion tree and support vector machine algorithms to classify
network data packets. The structure shows that the proposed
solution can enhance the security of IoT networks and reduce
the risk of DDoS attacks. Deep learning algorithms can
compensate for deficiencies such as misuse detection in tradi-
tional attack detection models. CNN is a feed-forward neural
network with a wide range of applications in computer and
natural language processing, etc. [18]. CNNmimic the visual
mechanism of living things, extracting feature information
based on local perception, with the distinguishing feature
of having a set of neurons with equally weighted connec-
tions. The study uses CNN algorithms for the detection part
of the SDN attack recognition model, and the traditional
CNN attack recognition model training process is shown in
Figure 8.

As shown in Figure 8,The CNN attack recognition model
is first obtained after forward transmission of prediction
results by CNN, then calculating the result error, then back
propagating according to the error feedback and updating
the information parameters of the model, and finally after
several iterations. This research combines the principles of
CNN algorithms with the practical requirements in the field
of attack recognition to optimise on the traditional CNN
attack recognition model, and the optimisation steps will be
described in detail later. The main purpose of CNN pooling
layer design is to improve training speed, reduce intermediate
parameters and reduce overfitting. At the same time, pool-
ing is also a process of losing feature information [19].This
research uses pooling with mean sampling to reduce the
probability of losing feature information and reduce the clas-
sification error. The degree of parameter correction for back
propagation will be greater during neural network training
when the discrepancy between the anticipated and true values
is bigger, leading to quick convergence. The convergence
speed of the algorithm is governed by the choice of the loss
function, and this study uses the faster convergence cross
entropy as the loss function, which is calculated as shown in
equation (10).

C = −
[
y ln ŷ+ (1 − y) ln(1 − ŷ)

]
(10)

As shown in equation (10), the predicted output is repre-
sented by ŷ and the actual output is represented by y. From
this equation, it is clear that making ŷ be 0 results in NaN .
To avoid this, an extremely small value is added to the end,
as shown in equation (11).

ŷ′ = ŷ+ σ (11a)

C = −
[
y ln ŷ′ + (1 − y) ln(1 − ŷ′)

]
(11b)

Traditional CNN models are based on gradient descent,
although it has good performance. However, it still has some

87658 VOLUME 11, 2023



H. Xue, B. Jing: SDN Attack Identification Model Based on CNN Algorithm

FIGURE 8. CNN identification module training flowchart.

shortcomings. Firstly, it is difficult to choose a suitable learn-
ing rate. A lower learning rate can make the convergence of
the algorithm very poor. If the learning speed is too fast, it will
affect the normal convergence of the algorithm, leading to
oscillations at the limit point. Secondly, the same learning
rate should be used every time to update all parameters of the
model. Different learning rates should be chosen for different
features of the data, such as for rare data features, a larger
learning rate should be chosen. Then, when the objective
function is non-convex, some suboptimal problemsmay arise,
such as saddle points and local extremum points [20]. In view
of this, the adaptive learning rate is generally chosen to
optimise it, and the Adam algorithm, which has a better
optimisation effect, is chosen for this study. The stochastic
gradient descent algorithm based on the Adam algorithm is
shown in equation (12).

mt = ρ1 ∗ mt−1 + (1 − ρ1) ∗ gt (12a)

nt = ρ2 ∗ nt−1 + (1 − ρ2) ∗ g2t (12b)

m̂t =
mt

1 − ρt1
(12c)

n̂t =
nt

1 − ρt1
(12d)

1θ = −
m̂t√
n̂t + δ

∗ η (12e)

θt+1 = θt + 1θ (12f)

As shown in (12), the gradient is denoted by gt , the
first-order moment estimates and second-order moment esti-
mates in the gradient are denoted by mt and nt , respectively,
the corrected moment estimates are denoted by m̂t and
n̂t , δ represents the minimal constant, which can prevent the
denominator from being 0, and the learning rate is denoted
by η [21] This study improved the structure of the CNN

attack recognition model based on the properties of the attack
recognition feature vector, as shown in Figure 9.
In the field of image recognition in CNN, the input data is

fed directly into the image, followed by the pooling instruc-
tion after convolution, as a means to minimise the number
of intermediate parameters, as illustrated in Figure 9. The
bottom side is the modern pooling process [22]. However,
because its feature information is easily expressed, a large
number of pooling operations for attack recognition in the
networkmay result in muddled feature information.To reduce
the pooling operation, this study performs a pooling oper-
ation after two convolutions, as shown at the bottom of
Figure 9, which is an improved model flowchart with an
improved optimisation of the connection between the con-
volution and pooling layers by adding a classifier with the
soft max function after the fully connected layer, which trans-
forms the multi-category result values into readily compa-
rable and understandable relative probabilities with the fun
function [23].

Si =
eVi∑C
i e

Vi
(13)

As shown in equation (13), the total number of categories
is represented by C , the category index is represented by i,
the output of the prepole unit is represented by Vi and the
ratio of the present element index to the index of all ele-
ments is represented by Si. Because the ReLU function is
computationally small in error calculation, it helps to train
the neural network during operation and there is no loss
of information; the assignment to 0 also avoids overfitting
conditions when the neurons perform their output [24]. The
main purpose of the classifier is to prevent the occurrence
of overfitting conditions by introducing random deactivation
techniques into the classifier. This technique uses the method
of randomly setting some of the weights or outputs of the

VOLUME 11, 2023 87659



H. Xue, B. Jing: SDN Attack Identification Model Based on CNN Algorithm

FIGURE 9. CNN attack identification model.

hidden layer to zero in order to reduce the correlation between
the nodes, which in turn leads to the regularisation of the
neural network, thus solving the problem of gradient disap-
pearance and overfitting. The process of calculating neurons
in a conventional network is shown in equation (14).

c(l+1)
= w(l+1)a(l) + b(l+1) (14a)

a(l+1)
= f (c(l+1)) (14b)

As shown in equation (14), the total number of layers in
the output layer network is represented by L, a(l+1) represents
the output of l + 1 layer,l + 1 input weighting and vector is
represented byc(l+1), l + 1 layer weights are represented by
w(l+1), b(l+1) is the l + 1 layer bias and f (x) is the excitation
function [25]. After using random deactivation, the improved
formula is shown in equation (15).

r (l) ∼ Bernoulli(p) (15a)

ã(l) = r (l) ∗ a(l) (15b)

c(l+1)
= w(l+1)ãl + b(l+1) (15c)

a(l+1)
= f (cl+1) (15d)

As shown in equation (15), the selected neurons are
denoted by ã(l) and the subset of samples satisfying the
Bernoulli distribution with probability p is denoted by r (l).

IV. RESULTS AND DISCUSSIONS
This study conducted performance testing on the constructed
CNN-basedSDN attack recognition model, and validated the
CNN algorithm-based SDN attack recognition model. The
traditional CNN model and KNN-PSO model were intro-
duced to compare and analyze their performance to verify
the performance of the CNN-based SDN attack recognition
model.

A. PERFORMANCE TESTING OF CNN-BASED ATTACK
RECOGNITION MODELS FOR SDNS
Performance evaluations of the built CNN-based SDN attack
identification model are conducted in this study. The study
employed the same computer device for performance testing
with an Intel(R) Core(TM) i5-10210U CPU, 20GB RAM,
and Windows 10 Home operating system with 16G RAM
to prevent mistakes brought on by various devices. Google’s
human-computer intelligence technology was selected util-
ising Linux as the platform. Python was utilised to
create the algorithms, with Tensorflow serving as the
foundation.

This study used the NSL-KDD dataset and the MIT LL
DARPA dataset, among which the NSL-KDD dataset is a
classic dataset in the field of attack recognition and is opti-
mized based on the KDD-CUP99 dataset. The NSL-KDD
data and MIT LL DARPA dataset remove duplicate infor-
mation, avoiding classifier bias and making detection rates
more accurate. NSL-KDD data records abnormal and normal
information, which can be divided into four categories: Dos,
Probe, R2L, U2R. The MIT LL DARPA dataset records
abnormal information, which includes five categories: Dos,
Probe, R2L, U2R, and Date. The study selected the same
classification of Dos, Probe, R2L, and U2R from two types of
data for testing.During the process of collecting and labeling
datasets, some experimental biases may arise due to irregular
data collection and subjective judgments.

The study employed the Friedman test to take into account
the disparate knowledge held by various individuals and
increase testing effectiveness. The Friedman test critical value
database was queried following a Friedman rank analysis of
variance. There were notable variances between the data, and
the critical value exceeded the estimated statistic. Testing the
training dataset led to the selection of feature vectors with
various dimensions as input, as illustrated in Figure 10.
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FIGURE 10. Accuracy under different dimensions.

As shown in Figure10, as the number of dimensions of the
feature vector increases, the accuracy of all four attack modes
shows an upward trend in the range of 5 to 20 dimensions.
When the number of dimensions is greater than 20, the fluc-
tuation amplitude of the curve decreases sharply and tends to
a horizontal state. As a result, the accuracy of the four attack
modes no longer increases and tends towards a stable state.
Among them, the U2R detection accuracy is between 88.2%
and 89.5%, the R2L detection accuracy is between 93.3% and
93.6%, the Probo detection accuracy is between 98.7% and
98.9%, and the DOS detection accuracy is between 99.5%
and 99.9%.From this, it can be shown that the research model
has the lowest accuracy in U2R and the best accuracy in
identifying DOS attacks. The effects of various dimension
numbers on training time must also be taken into account in
addition to their effects on accuracy, as shown in Figure 11for
various dimension numbers.

As shown in Figure 11, the training time increases as
the number of dimensions increases. When the number of
dimensions is 20, the average training time of the four attack
recognition is 82.32s; when the number of dimensions is 40,
the average training time of the four attack recognition is
higher, 239.78s, and the training time of 40 dimensions is
more than the training time of 20 dimensions by 157.46s.
And as can be seen in Fig. 10, the change of the accuracy
rate between dimensions 20 and 40 is not obvious, while
the training time is increasing extremely fast. Therefore,
20 dimensions will be chosen as input features in the later
test experiments. In the method part, the CNN algorithm is
optimised from different aspects. In the performance test, the
selection of the activation function, the gradient optimisa-
tion, the pooling layer and the overfitting are analysed and
compared. Figure 12shows the change in accuracy and loss

values of the two activation functions with the number of
iterations.

Figure 12(a) shows the change of the accuracy of the two
activation function with the increase of iteration number.
It can be seen that the accuracy of the function increases
with the increase of iteration number. The fluctuation ampli-
tude of the curve reduces, no longer grows, and tends to
be horizontal when the iteration number is 100. ReLU, the
activation function utilised in this work, has a considerably
greater accuracy rate than sigmoid. ReLU function accuracy
is 98.92%, sigmoid function accuracy is 87.69%, and ReLU
function accuracy is 11.23% greater than sigmoid function
accuracy.The change in the loss value of the two activation
functions with more iterations is depicted in Figure 12 (b).
The ReLU function is more stable when the iteration number
is 100 because the loss values of the two activation functions
reach their lowest points, the ReLU function curve declines
more quickly, and the curve volatility after convergence is
reduced. It is evident that the activation function chosen for
this study has a better impact on the model for recognising
SDN attacks.

Figure 13indicates that as the number of iterations rises,
Figure 13 (a) demonstrates the accuracy of the four gradient
optimisation strategies. It can be seen that as the number
of iterations increases, the accuracy of the four gradient
optimization algorithms increases. When the iteration num-
ber approaches 100, the fluctuation amplitude of the curve
decreases, no longer increases, and tends to be horizontal. The
accuracy of the Adam algorithm used in this study is signifi-
cantly higher than other algorithms. The Adam algorithm has
an accuracy of 99.62%, the RMSP algorithm has an accuracy
of 80.52%, and the ReLU function has an accuracy of 19.10%
higher than the RMSP algorithm. Figure 13(b) shows the
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FIGURE 11. Training time under different dimensions.

FIGURE 12. Comparison of activation functions.

changes in the loss values of the four gradient optimization
algorithms as the number of iterations increases. When the
number of iterations is 100, the loss values of the four gradient
optimisation algorithms fall to the lowest point. It can be seen
that the curve of the Adam algorithm decreases faster and the
curve amplitude is smoother during convergence, indicating
that the Adam algorithm is more stable. This indicates that
the algorithm selected in this study has better performance in
SDN attack recognition models.

Figure 14 illustrates that as the number of iterations rises,
Figure 14 (a) displays the accuracy of the three pooling
approaches. It is clear that the accuracy of the three pooling
approaches grows with the number of rounds. When the
iteration number approaches 100, the fluctuation amplitude
of the curve decreases, no longer increases, and tends to
be horizontal. The accuracy of the mean pooling method
used in this study is significantly higher than other methods.
The accuracy of the mean pooling method is 98.87%, and the
accuracy of the multi-pooling layer method is 85.46%. The
accuracy of the mean pooling method is 13.41% higher than
that of the multi-pooling layer method. Figure 14 (b) shows

the changes in the loss values of the three pooling methods
as the number of iterations increases. When the number of
iterations is 100, the loss values of the three pooling methods
drop to their lowest point. It can be seen that the mean
pooling curve decreases faster, and the fluctuation amplitude
of the curve after convergence is smoother, indicating that the
Adam algorithm is more stable. This indicates that the mean
pooling chosen in this study is more effective for SDN attack
recognition models.

As the number of iterations rises, Figure 15’s Figure 15 (a)
illustrates the accuracy of the fully linked layer and random
inactivation approaches. It is clear that the accuracy of the
random inactivation and fully connected layer approaches
grows with the number of iterations.As the iteration num-
ber approaches 100, the fluctuation amplitude of the curve
decreases, stops increasing and tends to be horizontal. In this
study, the random deactivation technology was used to opti-
mise the overfitting, and the accuracy rate of this method
was significantly higher than that of the full connection layer.
The accuracy rate of the random deactivation technology was
99.23% and the accuracy rate of the full connection layer

87662 VOLUME 11, 2023



H. Xue, B. Jing: SDN Attack Identification Model Based on CNN Algorithm

FIGURE 13. Comparison of gradient optimization algorithms.

FIGURE 14. Comparison of different pooling methods.

was 90.02%.The accuracy rate of the random deactivation
was 9.21% higher than that of the multi full connection layer.
Figure 15 (b) shows the variation of the loss value with
increasing iteration number using random inactivation and
fully connected layers. When the iteration number is 100,
the loss value drops to the lowest point using the random
inactivation and fully connected layers method. It can be
seen that the random inactivation curve decreases faster, the
convergence effect is faster and the fluctuation amplitude of
the curve after convergence is smaller. It can be seen that

the random deactivation optimisation overfitting condition
selected in this study is more effective for the SDN attack
recognition model.

B. PERFORMANCE COMPARISON OF CNN-BASED SDNS
FOR ATTACK RECOGNITION MODELS
This study uses the NSL-KDD dataset to validate the SDN
attack identification model based on the CNN algorithm,
introducing the traditional CNN model and the KNN-PSO
model to compare and analyse their performance. The attack
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FIGURE 15. Comparison of overfitting optimization methods.

TABLE 1. Performance comparison of different attack identification models.

identification evaluation metrics used in this study are Accu-
racy (AC), Recall, False Positive Rate (F False Positive
and FP).

From Table 1, it can be seen that in terms of SDN attack
recognition performance testing, the attack recognitionmodel
designed in this study has an AC of 98.25%, a Recall of
99.13%, and a FP of only 1.55%. The CNN model was
not improved, with AC of 97.13%, Recall of 94.67%, and
FP of 3.45%. The KNN-PSO model has an AC of 85.32%,
a Recall of 86.25%, and a FP of 2.64%.The AC of the attack
recognition model developed in this study is 1.12% higher
than thetraditional CNN model, Recall is 4.46% higher than
thetraditional CNNmodel, and FP is 1.90% lower than thetra-
ditional CNN model. This study proposes that the model

AC is 12.93% higher than the KNN-PSO model, Recall is
12.88% higher than the KNN-PSO model, and FP is 1.09%
lower than the KNN-PSOmodel. Compared to the KNN-PSO
model, this study also shows good performance in tradi-
tional attack recognition, with recalls of 98.25%, 99.89%,
97.56%, 98.24%, and 94.88%, respectively. The KNN-PSO
model has recalls of 92.45%, 83.76%, 82.86%, 79.24% and
80.89% respectively. The model in this study has higher
recalls than the KNN-PSO model in all five attacks. The FP
of the five types of attacks developed in this study are 1.25%,
1.04%, 3.52%, 5.44%, and 7.25%, respectively. The FP of
the KNN-PSO model is 1.55%, 1.26%, 3.87%, 8.57% and
8.47% respectively.The FP of the five attack types designed
in this study is lower. The accuracy of the model in this study
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reached 98.25%, which is 13.7% higher than the KNN-PSO
model. In terms of running time, the model designed in this
study was significantly lower than the KNN-PSO model and
the traditional CNN model with a running time of 1.48 sec-
onds. The traditional CNN ran for 5.78 seconds, while the
KNN-PSO model ran for 17.28 seconds. Compared to the
KNN-PSO model, the running time decreased by 91.44%,
and compared to thetraditional CNNmodel, the running time
decreased by 74.39%. Overall, the CNN-based SDN attack
identification model is more accurate, more generalizable,
and runs more quickly. It not only exceeds competing recog-
nitionmodels in the performance of traditional network attack
recognition, but it also has a high recognition rate in the spe-
cific attack recognition of SDN, demonstrating the model’s
superiority.

V. CONCLUSION
To address the security risks of SDN, the study designed
an SDN attack recognition model based on improved CNN
algorithm, which is expected to improve the model attack
recognition rate and thus enhance the security performance of
SDN. The experimental results of the performance test show
higher accuracy and faster convergence when 20 features
are selected as input features, i.e., dimension 20 is selected.
In terms of algorithm optimization, the accuracy rate of ReLU
function used in this study reaches 98.92%, and the accuracy
rate of ReLU is significantly higher than that of sigmoid; the
accuracy rate of Adam algorithm used in this study reaches
99.62%, and the accuracy rate of Adam algorithm is signifi-
cantly higher than that of other algorithms; and the accuracy
rate of Mean Pooling method used in this study reaches
98.87%, and the accuracy rate of Mean Pooling is signifi-
cantly higher than that of other methods. The accuracy rate of
the method using random deactivation technique is 99.23%,
which is higher than the accuracy rate of the fully connected
layer. For the validation experiments on model performance,
comparing the traditional CNN model with the KNN-PSO
model, the results show that the proposed model in this
research has a 98.25% AC, 99.13% Recall and only 1.55%
FP on SDN attack recognition, which is significantly better
than the traditional CNN model. It also shows high accuracy
in traditional attack recognition with 98.25%, lower FP and
higher Recall in all five attack types, and its performance
is significantly better than the KNN-PSO model. In terms
of running time, this research design model is significantly
lower than the KNN-PSO model and the traditional CNN
model, only 1.48 s. Overall, the attack recognition model
based on CNN for SDN has higher accuracy, better gener-
alization ability, faster running speed, and higher recognition
rate in terms of recognition of unique attacks for SDN, which
is better than other models. However, due to the limitation
of experimental conditions, this study still has deficiencies,
itdoes not make full use of the advantages of the parallel
design of CNN algorithm.In the next step of the study, the
advantages of the parallel design of CNN will be taken into

account to further improve the model, and to enhance the
efficiency of the analysis and processing of data.
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