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ABSTRACT Responding to the global call for sustainable renewable energy sources amidst growing energy
demands, exhaustion of fossil fuels, and increasing greenhouse gas emissions, this study introduces a
multi-objective optimization of an islanded green energy system. The focus is on the implementation of a
sophisticated hybrid metaheuristic approach in a Hybrid Renewable Energy System (HRES) specifically
designed for a university campus in Turkey. The developed HRES combines an array of technologies,
including Photovoltaic (PV) panels, wind turbines, batteries, diesel generators, and inverters. One of the
novel aspects of our work is the deployment of a rule-based Energy Management Scheme for effectively
orchestrating the power flow between different system components. We employed various algorithms,
namely Genetic Algorithm (GA), Firefly Algorithm (FA), Particle Swarm Optimization (PSO), and a novel
hybrid of the Firefly and PSO algorithms (HFAPSO) to ensure optimal sizing of HRES. This proves
critical for achieving a cost-effective system that can meet specific load demands and adhere to techno-
economic indicators. Our study employed four distinct scenarios, with the optimal scenario being met
through PV/Battery components. Our approach effectively addressed the high Total Gas Emissions (TGE)
observed in scenarios 3 and 4, leading to uninterrupted annual load coverage with zero TGE and 100%
renewable energy, akin to scenario 1. The simulation results demonstrate the supremacy of the HFAPSO
algorithm in sizing HRES. This approach proved more effective than the HOMERPPro software tool,
as well as the GA, FA, and PSO algorithms. In addition, a comparative analysis of the time performances of
these algorithms highlighted the superior performance and convergence of HFAPSO. The application of the
HFAPSO algorithm in the most efficient system configuration resulted in 2787.341 kW PV and 3153.940 kW
Battery. This led to an annual system cost (ACS) of $479340.57, a net present cost (NPC) of $7777668.32,
and an energy cost of $0.2201 per kWh. The system, entirely covered by solar panels, achieved a Renewable
Energy Fraction (REF) of 100%.This study highlights the potential of efficient utilization and management
of renewable energy sources through multi-objective optimization. Our method provides a valuable solution
for reliably meeting energy demands and minimizing the annual cost of energy systems. The optimization
was programmed using the MATLAB simulation package.

INDEX TERMS Energy management, microgrid sizing, hybrid energy system, hybrid firefly particle swarm
optimization algorithms, renewable energy, techno economic optimization.
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Cost of energy($/kWh).

Capital recovery factor.

Cycle charging.

Diesel generator.

Depth of discharge (%).

Energy management system.
Genetic algorithm.

Gray wolf optimization.

Gravity search algorithm.

Hybrid firefly particle swarm
optimization.

Firefly algorithm.

Hybrid renewable energy systems.
Levelized cost of energy($/kWh).

Loss of power supply probability (%).

Load following.

Net present cost ($).
Photovoltaics.

Renewable energy sources.
Particle swarm optimization.
Renewable energy.

Renewable fraction (%).

State of charge value (%).

State of charge (max value) (%).
State of charge (min value) (%).
Wind turbine.

Output power of WTs at time t (kW).
Output power of PVs at time t (kW).
Load energy demand (kW).

The total energy from renewable
sources (kW).

Power available for battery

charging (kW).

Energy charged to the battery (kWh).
Discharge battery power (kW).
Energy is discharged from the
battery (kWh).

Minimum battery energy (kWh).
Maximum battery energy (kWh).
Energy of battery (kWh).

Energy dumped/wasted (kWh).
Energy of wind turbine (kWh).
Energy of photovoltaic panel (kWh).
Diesel generator is running at time t.

The power produced by diesel generator.

(kW)
Operation and maintenance($).
Time.

The self-discharge rate of the battery.
Battery discharging efficiency (%).
Battery charging efficiency (%).

The efficiency of an inverter (%).

I. INTRODUCTION

In the world that has changed rapidly in the last decade,
population growth and developments in digital technology,
especially in developing countries, rapidly increase the elec-
tricity demand. Today, energy production is mainly relying on
fossil fuels with finite resources such as natural gas, coal, and
oil. Fossil fuels are an unsustainable source of emissions by
greenhouse gasses that have negative effects on the ecosys-
tem. Therefore, the popularity of renewable energy sources
(RES) is increasing today [1].

Wind and solar energy systems are fast-growing, green,
and renewable thanks to their low-cost construction. In addi-
tion, since they are sustainable and environmentally friendly
domestic resources, they are also very important in terms of
reducing external dependence [2].

Studies confirm that Turkey has a great potential for
electricity generation using wind and solar energy. Unlike
traditional energy sources, a renewable energy source is gen-
erally unstable and volatile [3]. In terms of solar and wind
energy sources, the values of meteorological conditions and
air velocity can vary greatly depending on the hour or day.
This shift introduces a hard-to-estimate unpredictability that
causes problems in regard to the reliability and stability of
an energy system. There are unknowns caused by the vari-
able properties of these green sources of energy, and these
necessitate the use of storage (i.e., batteries) and backups
(e.g., generators work on fuel). We, however, can mitigate
these uncertainties through evaluating quantitative informa-
tion of these renewable sources of energy, as well as planning
appropriately, and optimizing and efficiently managing the
systems of production. The fundamental and primary answer
to these complexities is to use multiple renewable energy
sources, which are called Hybrid Renewable Energy System
(HRES). Within such a system, an increase in the quantity
of energy sources allows for lower-cost energy production
than a single renewable energy source for the hours and
seasons needed. However, because of the variable properties
of energy sources, the difficulty in calculating an effective
cost estimate, and the lengthy in-process processes of the
optimizers used in ideal sizing, recalibrating the most suitable
shape and size for the load demand in a particular region is
often difficult [4].

In the literature screening on hybrid renewable energy sys-
tems, various studies focusing on various properties of such
systems have been found. Out of these, power management of
HRESs and optimization methods for sizing draw attention.
Various components are combined and used along with each
other to create a hybrid system in renewable energy systems
with grid-connected or off-grid structures. In hybrid systems,
the power management and the size of each component
should be optimally adjusted to ensure the system’s cost-
effectiveness and reliability [5]. Wind/solar/battery/diesel
generator renewable energy components can be combined in
various ways.
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HOMERPro software has been used in several studies to
determine the best operating parameters for systems that are
grid-connected and/or off-grid, based on PV, Wind Turbine
(WT), Diesel Generator (DG), and Battery (BS) elements
[6], [71, [8], [9], [10]. In addition, optimization studies are
using traditional and metaheuristic algorithms. For similar
systems, Das et al. optimized the HRES for an island com-
munity in Bangladesh to provide reliable electricity services
along with fresh water, and this HRES was not shared by
the national grid. Genetic Algorithm (GA), Particle Swarm
Optimization (PSO), as well as a hybrid of them were used in
the optimization process [11]. In the study by Mokhtara et al.,
HRES with PV/WT/DG/BS components was conceptualized
in an optimal setting for rural dwellings. The PSO algorithm
was used to investigate the effect of the structure’s climate
variability and energy efficiency on the optimal HRES sizing
[12]. In the study by Dehaj et al., an HRES was modeled and
optimized for different wind, sun, and ambient temperature
conditions of various cities in Iran. The two chosen simul-
taneous objective functions were total annual cost and fuel
ratio. PSO was used to determine the optimal value for the
design parameter [13].

Zhu and colleagues developed an island-based HRES,
composed of tidal current and wind turbines along with bat-
tery storage systems. This system was specifically designed
for autonomous marine applications, taking into account
the essential factors of climate resources and valuable land
resources. To minimize the probability of power supply loss,
energy discharge probability, and energy costs, a revised ver-
sion of the multi-objective Gray Wolf Optimizer (GWO) has
been proposed, grounded on the Halton sequence and social
motivation strategy [14]. Javed et al. conceptualized hybrid
solar-wind energy system optimization with storage, with
a mathematical model using the GA. The analysis spanned
across four different states, and the results were compared
using the commonly utilized HOMERPro software. The com-
parison revealed that the Genetic Algorithm (GA) method
could deliver a more optimal system concerning reliability
and cost-effectiveness than HOMERPro [15]. In the context
of a rural location within Namibia’s Namib Desert, Chen and
his team have proposed an optimal hybrid system dedicated
to meeting energy load demands. To ensure minimum levels
of CO2 emissions, annual costs, and the potential for system
loss, an e-constraint technique was employed alongside an
enhanced Crow Search Algorithm. The effectiveness of the
proposed algorithm was later validated. The optimization of
the system was compared with both HOMERPro and methods
based on PSO, underlining the efficiency of the proposed
method [16]. Saraswat and Suhag, focusing on a community
in Kurukshetra, India, conducted an investigation into the
optimal economic sizing of an autonomous HRES, consisting
of PV/WT/DG/BS components. It was found that the Whale
Optimization Algorithm provided a solution that was superior
in terms of Levelized Cost of Energy (LCOE), Net Present
Cost (NPC), and payback time when compared to solutions
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offered by the PSO, Gravity Search Algorithm (GSA), GWO,
and hybrid PSO-GSA algorithms [17]. Elsewhere, Das and
his colleagues concentrated on assessing the technical, eco-
nomic, and environmental facets of hybrid renewable energy
systems on an isolated island in Bangladesh. They engineered
a hybrid energy system, which amalgamated several renew-
able energy sources, including wind, solar, and hydraulic
power, using a multi-objective genetic algorithm. Subse-
quently, the team analyzed the technical, economic, and
environmental performance of this system [18]. In addition
to these studies, a variety of methodological approaches
have been proposed to enhance the optimization of hybrid
energy systems. For instance, Liu and his team introduced a
deep learning-based optimization strategy aimed at managing
home energy. This innovative approach aids homeowners in
reducing their energy bills by optimizing their home energy
consumption through the use of deep learning algorithms
[19]. Foruzan and his colleagues, on the other hand, sug-
gested a power learning approach aimed at achieving optimal
distributed energy management in a microgrid. The goal
of this approach is to reduce energy costs while enhancing
system stability [20]. Morteza and his colleagues introduced
a deep learning framework to evaluate the flexibility of
energy transmission lines. The objective was to gather more
information on the flexibility of the energy transmission
infrastructure to devise more effective energy management
strategies [21]. In another study, a deep learning-based pre-
dictive model was utilized for energy management within
a microgrid, and a predictive energy management strategy
was proposed. This novel approach utilized deep learning
algorithms to anticipate energy consumption, providing a
more in-depth understanding of the grid’s energy needs [22].
The considerable extent of research underscores the vital
role of renewable energy systems in considerably curbing
greenhouse gas emissions, thus aiding in achieving global
sustainability objectives. One such study by Ahmet et al.
underscores the critical role of hybrid renewable energy sys-
tems in significantly mitigating carbon emissions, setting a
course towards a greener and more sustainable future [23].
Furthermore, an extensive exploration by Lu et al. highlights
the benefits of deploying a sophisticated hybrid metaheuris-
tic approach in energy systems, leading to an optimized
and more energy-efficient system and an overall decrease in
emissions [24]. Moreover, Ahmed et al. have examined the
influence of environmental initiatives in promoting corporate
entrepreneurship and green innovation [25]. They stress the
crucial role of green value co-creation as a mediator. Sim-
ilarly, Alvi et al. have conducted a comprehensive analysis
of photovoltaic power systems from technological, financial,
and ecological perspectives, using the RETScreen®) tool
in a case study in Khuzdar, Pakistan [26]. This research
exemplifies the practical use of RETScreen(®) in renewable
energy ventures. Mirzahosseini and Taheri, meanwhile, have
carried out a feasibility study of solar power plants from envi-
ronmental, technical, and financial angles using RETScreen,
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demonstrating how economic and policy elements overlap
with the implementation of renewable energy in Iran [27].
In another vein, Psomopoulos et al. offered a comparative
analysis of various software for assessing photovoltaic elec-
tricity production, emphasizing the importance of suitable
tool selection for energy project evaluation [28]. Ahmed et al.
and Basu have significantly contributed to the evolution of
optimization methods for power dispatch issues [29], [30],
[31], [32]. These investigations have unveiled various facets
of multi-area economic emission dispatch for large-scale,
multi-fueled power plants, contemplating interconnected grid
tie-lines power flow limitations, and multi-county combined
heat and power dynamic economic emission dispatch incor-
porating an electric vehicle parking lot. Ahmed et al.’s work
on a dynamic optimal scheduling strategy for multi-charging
scenarios of plug-in electric vehicles over a smart grid pro-
vides novel insights into managing EV charging within the
framework of smart grids [33].

Building upon these and other studies, researchers have
traditionally turned to conventional and metaheuristic opti-
mization techniques for performance analysis within software
tools. Yet, these tools exhibit substantial limitations, includ-
ing a higher demand for core hours compared to existing
optimization techniques. A wide body of research on hybrid
systems proposes a range of traditional and evolutionary algo-
rithms for determining optimal component sizing. A myriad
of metaheuristic evolutionary algorithms have been devel-
oped to tackle the pervasive problem of traditional techniques
falling into local minima, particularly in grid-independent
frameworks using PV/WT/DG/BS components [34].

In contrast, this study aims to design an optimized HRES
that provides reliability, cost-effectiveness, and reduced pol-
lution for a selected area. To accomplish this, the study
employs meteorological parameters to estimate the power
output of wind turbines and PV panels. The study minimizes
the Annual Cost System (ACS) value of the HRES using var-
ious methods, including PSO, GA, Firefly Algorithm (FA),
and Hybrid Firefly Particle Swarm Optimization (HFAPSO).
The optimal dimensions of the system’s components are
determined through a comparative analysis of the results of
each algorithm using multiple metaheuristics. The HFAPSO
algorithm proved particularly efficient in tackling the HRES
sizing issue, showing superior speed compared to other com-
monly used algorithms and the HOMERPro software. This
study addresses a problem set intrinsic to HRES. These
systems exhibit a high degree of complexity due to factors
such as the expansion of the search space, the presence of
intricate constraints, the inherent variability of renewable
energy sources, and challenges related to energy storage sys-
tem sizing and the harmonious operation of diverse energy
production sources. Traditional mathematical optimization
techniques are found to be inadequate in this scenario, leading
to the adoption of the HFAPSO algorithm for this study. This
hybrid algorithm demonstrates its robustness in achieving the
global optimum solution and managing the complex con-
straints associated with HRES. The amalgamation of FA and
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PSO techniques contributes to a comprehensive and efficient
search space, thereby presenting a significant advantage in
the problem-solving process.

This paper is structured into five sections. Chapter 2
describes the modeling of the hybrid energy system and
its renewable energy components. Chapter 3 outlines the
methodology, including system modeling, energy manage-
ment strategy, load demand, optimization algorithms, and
process. Chapter 4 presents the simulation results and discus-
sions for the HRES.

Il. MATERIAL AND METOD

This section provides a detailed description of the hybrid
energy system modeling, including the specifics and math-
ematical modeling of the components. It delves into the
evaluation of renewable energy sources, load demand, and
economic calculations, as well as cost optimization and
techno-economic constraints. The techniques used in the opti-
mization process and the execution steps are also discussed.
The primary objective is to meet the electrical load demand
at the lowest possible cost by employing the most efficient
design of an off-grid hybrid energy system. In this study,
the micro energy system is optimized using the Hybrid Opti-
mization of Multiple Energy Resources (HOMER) software,
in conjunction with four different metaheuristic algorithms.
Figure 1 presents a block diagram illustrating the research
methodology.

A. MODELING OF HYBRID RENEWABLE ENERGY

The standalone microgrid outlined in this paper is built using
wind turbines, battery components, diesel generators, and
solar panels. Figure 2 shows a schematic of the planned
standalone hybrid PV/WT/BS/DG energy system. Before
determining the optimal size of the HRES, modeling of sys-
tem components is a prerequisite. Consequently, a thorough
model of the system’s parts is provided below.

B. MODELING OF PHOTOVOLTAIC SYSTEM

Photovoltaic panel power generation refers to conversion of
sun light to electricity. The PV system is assumed to have
Maximum Power Point Tracker (MPPT), so that highly effi-
cient maximum power is obtained from PV system. In this
study, a simplified model that consider solar irradiance and
ambient temperature is used, as shown in the following
Equation (1) [35].

X 40} x [1+ e (T,
1000 F A amb

+ (0.0256 x G1))) — Trer ] (1)

vaout (t) = PPVm,ed

Here, Py, (t) represents the PV module output power
(W), G represents the value of solar radiation (W/m2),
P (PV,,.q) T€PTEsents nominal PV power under standard condi-
tions, o, represents the coefficient of temperature calculated
by (=3.7 x 1073 (1/°C)), Tref = 25°C is the reference
temperature under standard conditions, 7T, is the ambient
temperature (°C).
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C. MODELING OF WIND TURBINE

The best model should be used to calculate the output power
of a wind turbine. The Equation (2) is often used to calculate
the power output of a wind turbine [36]. In meteorological
stations, the normal height for measuring wind speed with an
anemometer is 10 m.

0 V() < Veur—in0rv (t) = Veur—out
V() = Veur—in
Pyr =1 P x ————— Veut—in < V() < vy
Vr — Veut—in
P, Ve V(1) = Veur—our
2
103048

Diesel generator

Here, the following are the corresponding parameters of
the wind turbine: P, (kW) is the nominal power, and the speed
parameters for the following are as follows: v () (m/s): wind,
Veut—our (M/8): cut-out, v, (m/s): nominal, and v, (m/s):
cut-in.

Since wind speed is usually measured at a certain position,
wind speeds at higher or lower locations can be predicted
using the power exponent (ay) in Equation (3).

H, \“
V=V (H—m) 3)
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In Equation (3), the following are the corresponding
parameters of the wind turbine: H, represents the wind tur-
bine hub height, Hy, represents the reference height, V,,
(m/s) represents the reference wind speed measured at Hp,,
Vi (m/s) represents the wind speed measured at the hub’s
level H;, while aj, represents exponential power law’s value.
The exponent a;, depends on the topography and site climatic
conditions. The numerical value of a;, depends on the sur-
face roughness and environmental stability, and falls between
0.05 and 0.5. gy, is assumed to be 0.14 in the chosen locations.

D. MODELING OF BATTERY

It is critical to accurately model the battery to keep up with
the load demand, especially when you consider that the pro-
cedure of battery storage is stochastic given the nature of the
outputs of PV cells and WTs. The batteries are charged when
the energy generated by renewable energy resources exceeds
the total load demand. However, when the load demand
exceeds the generated power, the batteries are discharged to
close the energy gap. Equations (4) and (5) are used to eval-
uate the charging and discharging processes of the batteries,
respectively [37].

Ecp(t) =Eps(t—1) x (1 -0)

E 0a
+ [(EWT (t) /nim) + Epy (1) — M}

Ninv

x npc,Charging mode “)

In the opposite case, that is, when the load demand is
not met by the total power produced by various sources, the
battery storage bank will take the control and supply the
needed energy, and thus the battery storage bank starts to be
discharged. As a result, Equation (5) shown below can be
used to represent the available battery storage bank capacity
at hour 1 of the discharge.

Egen 1) = Egs (1 — 1) x (1 — o)

E 0
+ [M — (Ewr (t) /1) + Epy (r))]

Niny

x npp, Discharging mode 5)

Here, Egs (t) is the energy stored in battery at hour t (kWh),
Egs (t — 1) is the energy stored in battery at hour (t-1) (kWh),
o represents the battery storage bank rate of self-discharge,
Epy represents the energy production of the PV-module at
hour t (kWh), Ewr represents the energy production of the
wind turbine at hour t (kWh), Ej, stands for the load demand
at hour t (kWh), npc is the battery charging efficiency, npp
is the battery discharging efficiency, and 5,y represents the
efficiency of the inverter. The npc and npp values given
above, will vary depending on the charging current at each
stage. For the purposes of this study, the charging efficiency
was considered to be constant at 90%.

When renewable energy sources generate a surplus of
power, it is stored in battery banks. However, Battery capacity
should be limited. The battery storage bank is incapable of
storing large amounts of energy. The maximum allowable
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depth of discharge (DOD) is displayed in percentages. It is
not possible to discharge a battery completely. In this study,
it was assumed to be 80%. Equation (6) was used to calculate
the minimum battery storage capacity [38].

EBsmin = (1 - DOD) X EBsmax (6)

Additionally, the battery bank capacity restriction at any
hour was expressed by Equation (7). The dump load will draw
excess energy produced by the renewable energy sources but
unused when the load does not need all the energy and the
battery bank storage has reached its maximum capacity and
cannot store more energy.

Egsmin < Eps (t) < EBsmax @)

In the equations, the maximum acceptable battery dis-
charge as a percentage is represented by DOD, and Epsyax
and Epgin are the max. and min. permissible storage capac-
ity, respectively.

E. MODELING OF DIESEL GENERATOR

A diesel generator compensates for the absence of adequate
power output by the resources such as PV or Wind and a
battery bank in a hybrid system. A diesel generator adds
reliability in a hybrid system. Regular repair and maintenance
is always recommended to enhance the life span of the gen-
erator. The fuel spent by a diesel generator is defined by
Equation (8) and is entirely predicated on the power output
of the generator.

F() = angPDG(t) + bngPr )

Here, the following are the corresponding parameters of
DG are as follows: Ppg(t) represents the generation of power
at hour t (kW), F(¢) represents the consumption of fuel (L/h),
P, represents the average power, while ag, and bye (L/KW)
represent values that are constants and symbolize the stan-
dardized parameters for fuel consumption, that are 0.246 and
0.08415, respectively [39].

F. MODELING OF INVERTER

For any hybrid energy system to function properly, it is com-
mon that one or more power converter to be incorporated into
the system. Inverters are pieces of electronic equipment that
convert direct current to alternating current. Here converter
is used which can work both as an inverter and rectifier
depending on the direction of flow of power. Equation (9)
can be used to calculate the inverter’s input power (P;,,) [39].

Pin(t) = PL" O/, ©)

my

Here, Pj"™(t) represent the peak power demand which
is the maximum power required by the load at time t. 9,
represents the efficiency of the invert. Data regarding the
inverter are presented in Table 1.
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TABLE 1. Economical and technical parameters of microgrid components.

Description Parameter Value Unit
Solar panel-rated capacity 0.345 kW
Solar panel temperature -0.390
coefficient
Operating temperature 44 °C
i 17.8 9
A Photovoltaic Efficiency %
* Panel Panel lifespan 20 Year
Capital cost of PV 650 $/kW
Replacement cost of PV 650 $/kW
Maintenance and Operation 50 $/year
cost
Turbine rated power 1 kW
Hub height 17 m
Installation cost 2000 $kW
B Wind
* Turbine Replacement cost 2000 $/kW
Maintenance and Operation 200 $/year
cost
lifespan 20 Year
Rated voltage 600 \Y
Rated capacity 100 kWh
Battery Capacity(max) 167 Ah
C.  Storage Round-trip efficiency 90 %
Bank
Battery charging current 167 A
(max)
Battery charge status (min) 20 %
Discharge current (max) 500 A
Lifespan 10 Year
Capital cost 550.00  $/kW
Replacement cost 550.00  $/kW
Capacity 1000 kW
Replacement cost 175 $/kW
D Diesel O&M cost 30 $/kWh
Generator Capital cost 175 $/kW
Fuel price 1 $/L
Lifespan 10 Year
Capacity 1 kW
O&M cost 50 $/year
. Capital cost 300 $/kW
E. Inverter
Replacement cost 300 $/kW
Efficiency 95 %
Lifespan 15 Year
Rate of interest in Turkey 19 %
. Economic Rate of inflation in Turkey 16.59 %
" Parameters  Rate of discount in Turkey 8 %
lifespan 20 Year
103050

G. DATA ON THE ECONOMIC PARAMETERS OF THE
ENERGY SYSTEM

The impact of sensitive variables affecting the feasibility of
a hybrid-energy system should be considered for financial
analysis. The working economic parameters in the study were
set at a 19% real interest rate, a 16.59% inflation rate, and a
8% discount rate. The hybrid energy system is expected to last
20 years. The manufacturers provided the actual cost pricing
of the HRES components, which were used in the simula-
tions. Table 1 shows the specifications for the economic and
technical facets of the microgrid elements.

H. LOAD ASSESSMENT OF THE STUDY AREA

The research site for the study is the university campus,
situated at latitude 40°39.2’N and longitude 29°13.2°E. The
General Directorate of State Meteorology provided meteo-
rological data for the study area for 2022, and wind speed
(per hour), solar radiation, the temperature of the ambi-
ent, and load curves were drawn for the entire year. The
maximum load per hour at the university was approxi-
mately 1007.6 kW/year, while the minimum demand was
248.59 kW/year. The average daily consumption of electricity
was 5966.00 kWh. Figure 3 depicts the load profile for a
one-year cycle in the chosen case study (8760 hours). Actual
load values for the study region were used in this research.

I. CLIMATE DATA

The suggested HRES’s sizing optimization problem was
solved using HOMERPro and MATLAB tools, which also
helped to identify the best configurations for the cho-
sen location. Many applications use MATLAB software to
solve multi-objective optimization problems in hybrid energy
sytem using a variety of strategies and algorithms. Before
beginning the calculation, MATLAB needs the load profile
for the chosen location, the economic and technical parame-
ters of the hybrid energy system components, and the hourly
time step of the region climate data. The hourly profiles of
wind speed, solar radiation, and ambient temperature over a
year are depicted in Figures 4, 5, and 6, respectively.

ill. METODOLOGY

This chapter describes the methods used to find answers
to the study’s research questions. The subsections explain
the HRES sizing, strategy for energy management, objective
function, as well as optimization algorithms utilized in the
methodology.

In this work, a renewable standalone solar panel/wind
turbine HRES employing battery banks and diesel generator
unit is optimized first with the help of HFAPSO Algorithm
considering the ACS analysis. Size optimization of the above
hybrid energy system is the main objective of the work.
The site of the hybrid system is situated at Turkey. Solar
and wind are the main renewable sources in the system and
batteries and diesel generator unit or are the supplementary
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FIGURE 3. Annual load profile for the campus.
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sources. System modelling is the most important part of any
optimal sizing process. The different component model, like
PV module, wind turbine model, battery model and generator
model, is described in the earlier chapter. Power equations are
used as a function, which will give power output depending
on different values of solar irradiance and wind speed. The
produced power from the different models is used in system
simulation. Depending on the value of produced primary
energy (solar and wind power), the battery bank and the diesel
generator unit will operate.
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A. ENERGY MANAGEMENT STRATEGY (EMS)

A robust EMS is a critical component that needs to be care-
fully planned during the process of planning microgrids. EMS
manages the power flow between different components [40],
and while reducing degradation of the battery, it maximizes
Renewable energy system usage and minimizes the fuel con-
sumption. Furthermore, system efficiency is improved, as a
result, EMS provides valuable savings on the expenses on
costs and energy. Focusing on a rule-based method, the EMS
controller used within the current research was created with
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“if, else, and then” commands. Because the EMS controller Case no.3: Renewable energy resources generate insuffi-
used the cycle charging approach, it functioned under the cient energy to meet the demand. (Epat (t) > EBatt_min ().
criteria mentioned below: The batter bank uses the stored energy to compensate.

Case no.1: Renewable energy resources generate enough Case no.4: Renewable energy resources generate insuf-
energy to meet the energy-load requirement. The surplus ficient energy to meet the demand; the battery is depleted
energy is set aside to charge the battery bank. (Eps (t) < (Es (t) < Epgsmin (t)). The DG is then run with the
EBssmax (1)) purpose of meeting the load demand, then the battery

Case no.2: Renewable energy resources generate more bank is recharged. The DG turns off the energy supply
energy than the requirement. A dump load consumes the once the renewable energy resources have resumed power
surplus. (Egs (t) = EBsmax (1)) production.
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FIGURE 7. Chart of the operating strategy of the proposed hybrid energy system.

The flow algorithm of the specified hybrid-energy con-
trol framework is depicted in Figure 7. The diesel generator
and battery bank are positioned in the organizational plan
of this optimization technique as wind-based and solar ele-
ments’ fail-safe. The operational strategy’s marks such as
load demand, solar energy, and wind energy are initially vali-
dated. The volume of renewable energy generated is weighed
against the load demand.

B. OBJECTIVE FUNCTION OF HYBRID ENERGY SYSTEM

An economic analysis is required to determine the optimum
cost and benefit ratio of HRES. These systems generally
require high capital investment, even though they have low
operation and maintenance costs and less fuel costs in

VOLUME 11, 2023

comparison with systems relaying only on fossil fuels. In lit-
erature, many economic based sub-models to evaluate HRES
can be found in. In this study, the ACS, NPC, and the LCOE
are considered as the economic criteria to evaluate the fea-
sibility of this hybridized system configuration. The three
main decision factors for the optimal configuration are the
number batteries, WT power, and PV power. According to all
other parameters and constraints, the result with the value of
lowest ACS, NPC, LCOE for the Techno-Economic analysis
is optimal. Total capital and replacement costs, as well as cost
of operation, and cost of maintenance comprise the objective
function used here. Installation and construction costs are
included in the component capital costs. ACS, LCOE, TNPC,
PV, WT, DG, BS capacity, and inverter capacity are decision
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variables. Equation (10) defines the objective function.
OF = Min(ACS, LCOE, NPC) (10)

The LCOE is NPC-dependent, and it includes the costs
of O&M and replacement [41]. Here, the PV, WT, BS, and
DG component costs are taken into account. Below equations
help calculate the LCOE to be minimized.

1+d" -1
CIPV = NPV (Cgv + C(’;XLM X (— (11)

i(1+ 0"
' — Ny (CEVT + Codm X (%)) -
CBS = Bt 4 B, x (%) o
T (i) w
CcP6 = cRY 4 ch¢,, x (%)

T 1
+ CI?GX Z]_(=1G ) (1 + m) (14)

Equation (15) written below is used to calculate NPC:
TNPC = CPV + e + B+ cPl+ ¢l as)

Here, Npy and Nyr respectively indicate the number of
photovoltaic power systems and the number of wind turbine
power systems. Cgv, CEVT, Cgs, CIC)G, and ng represent
PV, WT, BS, DG, and investment costs of components of the
inverter in that order. C, Iogch’ C (‘;V ;M, C gi M and C ([))gM are PV,
WT, battery storage bank and diesel generator components’
O&M costs. C}?S and CIIQ)G represent the battery and diesel
generator components’ replacement costs. i represents the
annual interest, n represents system’s lifecycle, while ngg and
npg stands for the lifetime of the components of the battery
and diesel generators.

LCOE is a well-known and widely used parameter for
determining the economic viability of microgrid systems
[42]. It is expressed in Equation (16).

TNPC

8760
=1 Pioad(t)

Pioaq denotes the load’s power consumption per hour.
Equation (17) can be utilized to calculate the annual capital
cost by dividing the initial cost by the annual capital cost.
CREF stands for capital recovery factor.

[ir x (1 +i,)"]
[+ = 1]

HRES’s project life cycle is represented here by n (years),
real interest (%), and i,.

LCOE($/kWh) = x CRF (16)

CRF (iy, n) = (17

C. LOSS OF POWER SUPPLY PROBABILITY (LPSP)
When evaluating a microgrid setup’s reliability, the LPSP
value is often used. The probability of a power supply failure
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to satisfy the energy demand is indicated by the LPSP reliabil-
ity index. The value of LPSP is calculated by the division of
the total energy deficit in the system by the total load over the
operational period (T), that is usually a year. Equation (18), as
shown at the bottom of the next page, is used to measure LPSP
[43]. where, Pwr (t) represents wind turbine’s power output
at time step t, Ppy (t) represents PV system’s power output at
time t, Ppg (t) represents diesel generator’s power output at
time step t, Pjoaq (t) represents the power consumed at time
step t, and Epgyin, (t) represents the battery storage system’s
minimum allowable storage capacity.

Moreover, the state depicted in Equation (19) is utilized in
the reliability assessment.

P(t)loaa' > P(t)genemlion (19)

LPSP has a value between O and 1; here, O indicates a
fulfilled energy demand, while 1 represents an unfulfilled
energy demand [44]. In this case, the simulation is run with
the LPSP value set to zero.

D. RENEWABLE ENERGY FACTOR (REF)

To assess the contribution of renewable energy sources to
the hybrid system, a variety of indices are used. REF was
chosen to reduce the use of nonrenewable energy sources.
Equation (20) below can be used to calculate the REF value
when HRES is a diesel generator.

8760
REF (%) =1 - =1 Pp6(®)
>80 Py (1) + Pwr (1)

Here, Ppg(t) represents the energy produced by the diesel
generator, while Ppy (t) + Pwr (t) represents the energy
supplied to the load at time step t.

REF is maximized by minimizing the second side of the
equation. This is a limited value that cannot exceed 100%.
As aresult, as shown in Equation (21), the REF should always
be less than the desired value ¢ REF) during the optimization
process [45].

) x 100 (20)

REF (%) < eRer 21

E. GREENHOUSE GASES EMISSION OPTIMIZATION
MODEL
Greenhouse gas emissions (GHG) from a hybrid renewable
energy system are an important factor to consider. The more
greenhouse gases emitted by the system to be installed, the
greater the environmental damage. The Diesel generator,
which emits three different gases, is the main component of
the system responsible for this gas emission. These gases
are CO,, SO, ve NO,. The total gas emission (TGE) of the
system is calculated using Equation (22):

The emission factors 697, 0.5, and 0.22 are used in the
study for CO,, SO, ve NOy, respectively [34].

8760
TGE = thl ((aco, +aso, + ano,) x Ppc(1)) (22)
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F. DUMP ENERGY EVALUATION

Another minimization target of algorithms used in the opti-
mization process is Dump Energy. The discharge process
occurs when there is an excess of renewable energy gener-
ation and the battery reaches its maximum state of charge,
which is not desirable because it wastes energy. To avoid
this, the unloading energy can be consumed by the unloading
load, campus irrigation, pumping systems, and the use of
a three-phase resistor. The discharge energy is minimized
in this study by employing an efficient hybrid HFAPSO
algorithm-based optimal system design. The total Dump
energy over the system’s life cycle is also calculated using
Equation (23):

8760 Ejoqa(t)
Dial = ., Ewr (1) + Epy () — == (23)

Ninv

G. DESIGN VARIABLES

Equation (24) shows the decision variables’ lower and upper
bounds, that are established as solar panel power, wind tur-
bine power, and number of batteries.

1kW < Rwr < 10000kW
1 kW < Rpy < 10000kW (24)
1 < Rps <5000

Decisonvariables =

Here, Rwr is the wind turbine power, Rpy is the solar
panel power, and Rpg is the number of batteries. The deter-
mination of the boundary values of the optimization decision
variables is largely problem-dependent due to the number of
variables and the complexity of the search space. Although
these values were determined by trial and error in general,
limit values were revealed in this study’s simulation using
the HOMERPro software. As a result, the values in Equation
(24) were used to allow the algorithms in the MATLAB
environment to converge to the optimal solution as quickly
as possible.

H. OPTIMIZATION TECHNIQUES
Each optimization algorithm carries distinct strengths and
weaknesses within the complex realm of optimization.
Appreciating these nuances and strategically implementing a
hybrid approach could potentially provide a greater degree of
robustness and flexibility. This attribute becomes especially
beneficial when addressing multifaceted design problems.
In this section, our focus is on a hybrid algorithm initially
proposed by Aydilek. This algorithm effectively combines
the firefly algorithm and particle swarm optimization [46].
Inspired by the social behavior of fireflies, the firefly
algorithm, along with the particle swarm optimization mod-
eled after the movement and behavior of a flock, are robust

techniques that have shown effectiveness in maneuvering
complex optimization landscapes.

Our first objective is to delve into the core principles and
mechanisms of these individual algorithms. This exploration
will offer a comprehensive understanding of their operational
dynamics, inherent strengths, and potential limitations. Once
these foundational elements are understood, we then transi-
tion to a discussion on the integration of these two potent
techniques into a unified hybrid model.

This convergence could potentially create a synergy, mar-
rying the beneficial aspects of both methods. This union could
possibly pave the way for exploring more efficient and effec-
tive solutions to intricate design problems. As we journey
from understanding the fundamentals to conceptualizing a
hybrid model, we aim to shed light on how optimization
techniques can be innovatively adapted to meet specific chal-
lenges in design and planning. We hope to share these insights
in this section.

I. OPTIMIZATION OF HRES WITH HOMER PRO SOFTWARE
HOMER Pro, often referred to as a hybrid optimization pro-
gram, is a robust tool extensively employed for the sizing
and optimization of diverse energy sources. The software
is pivotal in executing a preliminary feasibility examination
of a range of renewable energy configurations in various
scales, and conducting sensitivity analyses for a spectrum of
desired energy system configurations. Originated by the U.S.
National Renewable Energy Laboratory (NREL), it caters to
both on-grid and off-grid applications. The software oper-
ates on a Windows platform and is developed using C++
[47].The process of designing and structuring a microgrid
presents a formidable challenge involving essential decision-
making, including component sizing, design specifics, and
the identification of an optimal location. Critical economic
and technical data, such as inflation and interest rates and
the technical characteristics of chosen components, form the
cornerstone of these hybrid energy systems’ cost appraisal.

Decision-making in this realm can be a complex task due
to the array of technological possibilities and the varying
accessibility of energy sources. HOMER Pro incorporates
optimization and sensitivity algorithms to aid this evaluation
process. The optimal solution generated by HOMER Pro is
compliant with all user-defined limitations and achieves the
minimum NPC. Moreover, HOMER Pro conducts an energy
balance evaluation of the system, eliminating unviable system
designs and demonstrating configurations that could poten-
tially be utilized.

The simulation executed by HOMER Pro scrutinizes the
technical feasibility of a system presumed to fulfill both elec-
trical and thermal load needs, beyond various user-imposed

LPSP (%) =

S 870 Ploaa (1) — Ppy (1) — Pwr (t) + Ppe (1) + Egsmin(t)
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constraints. Simultaneously, it examines the system’s NPC,
inclusive of installation and maintenance expenses. HOMER
Pro conducts an exhaustive simulation of the hybrid energy
system over 8760 hours (equivalent to a year) and proffers
results in a tabular form. Each result set encompasses a
selection of graphs and tables that elucidate their technical
and economic virtues, thereby facilitating the comprehension
and analysis of their techno-economic behavior and enabling
a comparative study of different hybrid energy system con-
figurations. These results can further be exported for more
in-depth analyses.

The optimization procedure involves decision variables
such as photovoltaic (PV) size, the quantity of wind turbines
and batteries, converter size, presence of renewable energy
sources encompassing PV and wind turbines, generator size,
and a dispatch strategy dictating the system’s operational
methodology.

In the combined setting of HOMER Pro and MATLAB
2022b, the climatic and load data for a period of 8760 hours
were employed, while ensuring the technical and economic
parameters of the components remained at constant val-
ues. Concurrently, the decision variables specified in our
objective function were optimized, adhering to the same
values accepted within the MATLAB software. Figure 8
illustrates a single-line diagram representing the Hybrid
Renewable Energy System (HRES). Furthermore, a detailed
flowchart of the HOMER Pro simulation process is provided
in Figure 9, offering an in-depth explanation of each step in
the simulation.

J. PARTICLE SWARM OPTIMIZATION (PSO) ALGORITHM
Eberhardt and Kennedy proposed the stochastic and popu-
lation based PSO algorithm depending on the global opti-
mization technique in 1995, inspired by nature and developed
according to the directions of the behaviors of swarms of
birds [48]. PSO allowed the combination of the experiences
of individuals and the experiences learned while working as
a group, having obtained a simple model to solve challenging
problems easily. The original PSO technique starts with a ran-
domly initiated population, where the positions are updated
via a velocity vector that contains the local and global best
positions. The local best solution is the solution referring
to the best fit value experienced by the particle. The global
best solution the best fit value discovered by the aggregation
of the particles in the swarm. Figure 10 presents the PSO
algorithm’s pseudo-code.

VT =l 4o X x (pbest (1) — x}) + c2xr
X (gbest(t) — xl’) (25)
X = x4t (26)

For every time step, the goal of PSO is to accelerate
each particle towards its optimal position using an arbitrarily
weighted velocity factor. Each particle attempts to change
its coordinates using equations and parameters. The present
position, present velocities, proximity between the current
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position and pbest, proximity between the current position
and gbest, the variance of velocity, and position of the par-
ticle can all be defined mathematically using Equations (25)
and (26).

Here, X; () is instantaneous particle position, X; (r + 1) :
next particle position, V; (¢): instantaneous particle velocity,
Vi (t + 1): velocity of the next particle, w: inertia weight
value, pbest;(t): best “recalled” position, ¢ and c¢;: scaling
factors, and finally 7| and r, are random numbers ranging
from O to 1.

K. FIREFLY ALGORITHM (FA)

This algorithm is a metaheuristic optimization algorithm
developed by Yang [49] in 2008, who is a mathematician.
It was inspired by the fascinating light blinking behavior pro-
duced by some firefly species’ bioluminescence. Although
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1.for each particle

2 Initialize

3.end for

4.

5.for each particle

6. fitness value

7. if the fitness value is better than the best fitness value »»t in history

8. Set current value as the new pbest

9. end

10. the particle with the best fitness value all the particles the svest
11.for each particle

12. particle velocity according ' following equation (25)

2 * particle position according ' following equation (26)

14.

15.While maximum iterations or minimum error criteria is not attained

FIGURE 10. PSO algorithm pseudo-code.

there are many similarities between this algorithm and other
swarm intelligence-based algorithms, it is simpler in con-
cept and implementation. The primary purpose of a firefly
blinking its lights is to use it as a signaling system to attract
other fireflies. Researchers suppose that flashing lights assist
fireflies in finding possible mates, attracting preys, and guard-
ing themselves from predatory animals. This algorithm was
named after the fireflies that were used in its modeling. The
point that fireflies are one sole specie and attract each other
forms the basis of the algorithm.

In the FA, in order to obtain efficient optimum solutions,
the objective function of a given optimization problem is
related to the blinking light or light intensity that help the
firefly swarm to navigate to brighter and more attractive
places. All fireflies are considered a single genus. Therefore,
male and female fireflies are no distinct, and all fireflies
can attract each other. The brightness of fireflies is directly
proportional to their desirability. As a result, the brighter a
firefly is, the more appealing it is to other insects. As the
distance between fireflies increases, so does the attraction.
If one firefly in the environment is brighter than another, this
firefly will move towards the brighter one [50]. They will
move in random directions if there are no brighter fireflies
nearby. Figure 11 summarizes the pseudocode of the FA.

The FA use two important criteria, these are light inten-
sity and attractiveness. For simplicity, it is assumed that
the brightness of a firefly determines its attractiveness. The
variation of light intensity /, by distance can be approximated
using the Gaussian form below.

L=Ihxe” 27)

I, represents the light intensity, r represents the proximity
of two fireflies, Iy represents the initial light intensity, y
represents the coefficient light absorbance. Attractiveness of
a firefly B(r) could be determined since it is directly linked
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Begin
Objective function , /(x) x=(x,,.....x;)” d is the number of variables
Generate initial population of n fireflies x, j=1,2,....,n
Light intensity /, at x, is calculated by f(x))
light absorption coefficient y

While (t < Maximum Generation) or (stopping criterion)
For j = 1: n all n fireflies
Fork = 1:1all n fireflies
If (I,<I).

firefly k towards j in n-dimensions
End if
Attractiveness varies with distance r via exp[—y r]
Evaluate
End for k

and update light intensity

End for j
Rank the solutions and find the current best
End while

results and visualization

FIGURE 11. FA algorithm pseudo-code.

to the emitted light’s intensity.

Br=Ppoxe (28)

where f is the initial attractiveness defined at r= 0. The dis-
tance between any two fireflies i and j at x; and x; respectively
is given by the Euclidean distance Equation (29).

d
= =] =2 a0

Here, x;; represents i" firefly’s k™ component for its
spatial coordinate x;. When a firefly (i) is attracted to another
(j), its movement is determined using

Xit+l — Xit + Bo x e—)’rz (th — X’.t) + Ol,XSi (30

where X! is the current position of the i firefly, fire-
fly’s attractiveness is denoted by second term. The third
term is randomization, which has a randomization parameter
called o4.

The following steps are involved in the implementation of
the firefly algorithm for solving the constructed hybrid energy
system design concept in this manuscript.

I. Reading (a) solar radiation, ambient temperature, wind
speed data, and load demand (b) economic and techni-
cal details of the hybrid energy system components (c)
parameters of the firefly algorithm and stopping criteria
is the first step.

II. Create the firefly population at a random location in the

n-dimensional search space (X;). Define the coefficient
of absorption, y.

III. Using the defined objective function, compute each
firefly’s the light intensity, /;.
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IV. Make a comparison of each firefly’s light intensity (X;)
with others (Xj).
V. Inthe case I; < I;, move X; towards (X ;) by implement-
ing Equation 30.
VI. Calculate the new objective function values for every
firefly and adjust the intensity of light.
VII. Rank the fireflies to find the best one.
VIII. Repeat steps III through VII until you reach the criteria
to stop.

L. HYBRID FIREFLY-PSO ALGORITHM (HFAPSO)
ALGORITHM

A part of PSO is used in this section to improve FA conver-
gence and also to improve the ability to not fall into local
minima. Therefore, in the FAPSO method, local search is
performed by a modified computation of mixed PSO prop-
erties as shown in Equations (31), (32) and (33). HFAPSO
follows the same steps as FA, with the exception that FA’s
position vector is changed as follows: In HFAPSO, the dis-
tance between X; and pbest; is the Cartesian distance.

d

Fox = \/ ijl (pbest;; — Xi))’ 31)
d

Fex = \/ >, (gbest = X;j)° (32)

Xi(t+ 1) =wX; (t) + x e (pbest,- —X; (t)) + ¢

x e % (gbest — X; (1)) + o X & (33)
w=w; — ((w,' — wf) /itemtionmax) X iteration
(34
Fln= true, if fitness (particleﬁ) < gbestt_1
S false, if fitness (particlef) > gbesz"_l
(35)
—yr? t—1
Xi(t+1)=X; (1) + Boe "' (Xi (t) — gbest ) +ag;
(36)
Vit +1) =Xi(t + 1) = Xi_temp (37)

A PSO operator transforms each particle’s light intensity
attraction step in the proposed method. In this step, each
particle is drawn at random to the best position in the popula-
tion. The modified attraction step of the HFAPSO algorithm
performs local search in separate regions. The primary goal of
the HFAPSO feature selection stage is to reduce the problem’s
features prior to supervised neural network categorization.
Between all of the wrapper algorithms being used, HFAPSO,
which solves optimization problems using methods based
on the behavioral responses of fireflies, has emerged as an
attractive algorithm.

It is already demonstrated that the PSO algorithm con-
verges faster than others in certain problems. It is already
demonstrated that the PSO algorithm converges faster
than the others in some problems. Nevertheless, while it
approaches the global optimal point, it tends to slow down.
While the algorithm adapts itself to the global optimal posi-
tion at every iteration, the danger of becoming trapped in the
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Input: ¢, c; : Acceleration coefficients.

w :Inertia weight.

wy, wy: Initial and final values of linear decreasing inertia weight.
random: Random number generate function.
fitness: Fitness value calculate function.

phest, gbest: Personal and global best positions.
X:Cwrrent positions of the particle.

X in: Minimum search range limit.

X ax: Maximum search range limit.

V:Current velocities of the particle.

Vinin: Minimum velocities limit.

Vinax: Maximum velocities limit.

Pop:Size of the swarm.

D: Dimension of the particle.

t: Number of the current iteration.

iteration,, ., : Number of the maximum iteration.
Output : gbest particle and its fitness value

1.Initialize and assign input parameters
(cl, 2 Wi, Wg, Xomin, Xmaxs Vimin, Vimax, D, Pop, iter‘ationmu)
2.Randomly initialize position X[Pop][D] matrix in the search
range XminuXma)(

3.Randomly initialize velocity V[Pop][D] matrix in the velocity
range Vmin; Vm ax

4. pbest and gbest values

5.While Maxmmum Fimess Evaluations (MaxFES =
iteration,, ., x pop) limit is not reached do

6.for i:=1to Pop do

7.if particle has an improvement in its fitness value in the last
iteration according to Eq. (35) then

8.Save current particle position (X;(t)) in a temp variable X; ;om
9. Update particle position according to Eq.(36)

10. Update particle velocity according to Eq.(37)

11. else

12. Update intertia weight (w) according to Eq.(34)

13. Update particle velocity according to Eq.(25)

14. Update particle position according to Eq.(26)

15. endif

16. Check position and velocity range limitations

17. Calculate new particle fitness function value

18. ifnew particle fitness function value smaller than pbest then
19. assign new pbest

20. endif

21. if new particle fitness function value smaller than gbest then
22. assign new gbest

23. endif

24. end for

25. end While

FIGURE 12. HFAPSO algorithm pseudo-code.

local optimum rises. The PSO algorithm’s reliance on search
criteria is yet another drawback. Diverse input parameters can
result in varying convergence rates [51]. There are many ver-
sions of PSO algorithm introduced to improve performance.
The key objective is to balance the aspects of exploration
and exploitation. These include changes in evolution strategy,
adjustment of parameters, changing update rules, as well as
implementing stronger evolving strategies.

In the subsequent stage of the approach outlined in this
paper, the velocity calculated utilizing Equation (25) will be
replaced with the one calculated utilizing Equation (26) to
update the particles’ positions. In the case of this velocity
being too low or too high, it could cause problems such
as oscillation around the solution, causing the convergence
rate to slow down. To resolve this, we must first set the
inertia weight w and the acceleration coefficients (c1, ¢3),
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TABLE 2. The optimization results obtained with the HOMERPro software
tool for the hybrid energy system.

Sceneraiol ~ Sceneraio2  Sceneraio3  Sceneraio4
Solar 3067 3334 2540 2422
Panel(kW)
Wind - 1 1 -
Turbine(kW)
Diesel - - 1200 1200
Generator
(kW)
Battery (kW) 3601 3334 4489 4669
Converter 845 803 1128 1130
(kW)
Net Present 9.69M 9.72M 10.4M 10.4M
Cost
(NPC)($)
Cost of 0.274 0.275 0.293 0.294
Energy
(COE)(¥)
Operating 335485 336703 349972 350795
Cost ($/
Year)
Initial 4.24M 4.25M 4.68M 4.70M
Cost($)
5 X 10° S R
[ Solar

Output Power(kW) and Load(kW)
[ %) w £ w (=)

0
J X 3
> Q%Q’@Pg”?s@\\’v\?g \\5@3’\\)\) R <t O o

FIGURE 13. The monthly average power generated by the components of
the PV/WT/DG/BS HRES in comparison with consumption.

and later measure the velocity using Equation (25). These
modifications are difficult: Although FA does not incorporate
velocity in its algorithm, it has been demonstrated to be quite
more efficient and successful in multimodal problems when
compared to PSO [52]. The hybrid firefly and particle swarm
optimization algorithm (HFAPSO) outlined by Aydilek is
intended to capitalize on the strong points of both algo-
rithms. The FA will handle local searches, whereas the PSO
algorithm will aid in discovery. In the meantime, the inertia
weight will be updated dynamically. The HFAPSO algorithm
begins by initializing all of the parameters. The initialization
of the particle positions and velocities will then be carried
out at values that are random, in predetermined intervals.
Fitness, global best (gbest), and personal best (pbest) will be
calculated after that. The particle’s fitness at this stage will
then be evaluated by comparing it to the last iteration using
Equation (35). If the particle’s fitness value is not altered
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FIGURE 14. HRES Energy balance analysis (a) 3rd week of May, (b) 2nd
week of January.

or increased, the FA assumes charge and a local search is
launched; or else, the PSO algorithm follows Equations (25)
and (26). When the FA algorithm is initiated, the position and
velocity are determined using the Equations (36) and (37)
respectively. The current position gets designated to a tem-
porary variable described as (X;_remp). The ranges of position
and velocity of all fireflies and particles are then investigated
in the subsequent stage. The position and velocity ranges of
all fireflies and particles are then examined in the subsequent
phase. The algorithm then gets stopped and the outcome
becomes the output if the target value is met by the fitness
value. Figure 12 presents the pseudocode used for the hybrid
firefly-particle swarm optimization (HFAPSO).

IV. THE RESEARCH FINDINGS AND DISCUSSION

The optimization results obtained for a hybrid energy sys-
tem composed of PV, wind, diesel, and battery components
to meet the electrical load demand of the university cen-
tral campus independently of the grid are evaluated using
the methodology shown in Chapter 2. The research is car-
ried out in four different scenarios. Despite the HOMERPro
software results, the system is designed in the MATLAB envi-
ronment using metaheuristic algorithms. The components
are created differently in the scenarios proposed during the

design stage. The 1st, 2nd, 3rd, and 4th scenarios are as
follows:
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TABLE 3. Sizing and cost results of optimum HRES obtained with PSO, GA, FA, and HFAPSO algorithms in different scenarios.

Total Gases

Renewable

Wind

Total DG Energy

. Optimization ~ ACS NPC LCOE . . . Solar Power . Battery
Scenarios techniques ) ) s /kWh)Emlssmns Fraction turbine (W) Generation Units
(kg/year) (%) (kW) (kWh)
PSO 480302.96 7793299.10 0.2205 - 100 - 2460.4289 3579.2674
Scenariol GA 484625.02 7863495.81 0.2225 - 100 - 3226.8322 2674.2066
FA 481617.90 7814655.59 02211 - 100 - 3072.0781 2827.0878
HFAPSO 479340.57 7777668.32 0.2201 - 100 - 2787.3411 3153.9405
PSO 484857.71 7867275.10 0.2226 - 100 1 3300.0424 - 2579.5634
Scenario2 ~ GA 485029.90 7870071.71 0.2227 - 100 1 3226.8322 - 2674.2066
FA 482123.53 7822867.88 0.2213 - 100 1 3081.7097 - 2816.3635
HFAPSO 480226.03 7792049.58 0.2205 - 100 1 2807.3194 - 3127.4924
PSO 521514.52 8462637.15 0.2394 691240.2 99.95 - 2965 990.7129 2935
Scenario3  GA 521892.41 8468774.61 0.2396 670347.6 99.95 3005 960.7687 2890
FA 513575.46 8333694.71 0.2358 450957.3 99.97 - 3000 646.3299 2900
HFAPSO 513410.63 8331017.58 0.2357 587987.4 99.96 - 2997.6213 842.7268 2900
PSO 616633.78 10007517.76 0.2831 2057958.2 99.85 21.7634 3400 2949.5473 2450
Scenario4 ~ GA 616644.59 10007693.250.2831 2057986.8 99.85 21.7599 3400 2949.5884 2450
FA 625965.38 10159077.03 0.2874 2057493.5 99.86 45.8636 3395.2677  2948.8813 2450
HFAPSO 604794.71 981523336 0.2777 1464149.3 99.89 93.2842 3400 2098.4769 2450
TABLE 4. Energy and cost results of optimum HRES obtained with PSO, GA, FA, HFAPSO algorithms in different scenarios1 and scenarios2.
Scenario 1(PV+Bat) Scenario 2(PV+WT+Bat)
Description
PSO GA FA HFAPSO PSO GA FA HFAPSO
Total Wind Energy (kWh) - - - - 125.57 125.57 125.57 125.57
Total Solar Energy (kWh) 3564111.2  4674302.5 4450129.9 4037667.6  4780352.8 4674302.5 4464082.0 4066607.64
Xf;;e)d Energy 1412303.8 24529238 22415049 18537585 25530614 24530472 22547784 18808528
Total Load Demand(kWh) 2177615.49 2177615.49 2177615.49 217761549 2177615.49 2177615.49 2177615.49 2177615.49
BS input Energy (kWh) 1321116.61 1350261.96 1344364.96 1333852.5  1353131.8 1350204.5 1344668.5 1334677.5
BS output Energy (kWh) 1461325.1 1420899.1 1427755.9 1441959.3 1417724.3 1420833.0 1427248.8 1440811.9
WT REF (%) - - - - 0.003 0.003 0.003 0.004
PV REF (%) 100 100 100 100 99.997 99.997 99.997 99.996
Wind Cost($) - - - - 6575.90 6575.90 6575.90 6575.90
Solar Cost($) 3597333.1  4717872.7 44916104 4075303.5  4824911.5 4717872.7 4505692.6 4104513.3
Diesel Generator Cost($) - - - - - - - -
Battery Cost ($) 4153818.3 31034754  3280897.4 3660217.1  2993639.99 3103475.42 3268451.65 3629523.53
Inverter Tcost ($) 42147.6 42147.6 42147.6 42147.6 42147.6 42147.6 42147.6 42147.6
TABLE 5. Energy and cost results of optimum HRES obtained with PSO, GA, FA, HFAPSO algorithms in different scenarios3 and scenarios4.
Scenario 3(PV+DG+Bat) Scenario 4 (PV+WT+DG+Bat)
Description PSO GA FA HFAPSO PSO GA FA HFAPSO
Total Wind Energy(kWh) - - - - 2732.9 2732.4 5759.3 11714.1
[Total Solar Energy(kWh) 4295019.4 4352962.3 4345719.5 4342273.8 4925148.7 4925148.7 4918293.7 4925148.7
(Wasted Energy(kWh) 2095609.8 2150112.8 2143300.2 12140059.2  [2694022.7 2694022.3 2690486.8 2702990.8
[Total Load Demand(kWh)  [2177615.49 217761549 217761549 217761549 217761549 217761549 217761549 [2177615.49
BS input Energy (kWh) 1340227.4 1341737.4 1341545.7 341454.8 1354266.1 1354266.2 1352753.57 |1350136.4
BS output Energy (kWh) 1431843.1 1429943.1 1430496.2 1430413.5 1409332.7 1409332.9 1407957.7 1405578.5
IWTREF (%) - - - - 0.05 0.05 0.12 0.23
PV REF (%) 99.95 99.95 99.97 99.96 99.80 99.80 99.74 99.66
Wind Cost ($) - - - - 143114.0 143091.3 301594.9 613428.2
Solar Cost (%) “4335054.1 4393537.2 4386226.8 4382749.1 1#971057.1 4971057.1 4964138.1 4971057.0
Diesel Generator Cost($) 679303.4 679181.3 539806.6 540607.2 2007920.2 2008118.4 2007917.5 1345321.6
Battery Cost ($) 3406131.8 3353908.3 3365513.6 3365513.6 2843278.7 2843278.7 2843278.7 2843278.7
Inverter Tcost ($) 42147.6 42147.6 42147.6 42147.6 42147.6 42147.6 42147.6 42147.6

eScenario 1: It is carried out with solar panels and battery

banks. (PV+BS)
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eScenario 2: It is carried out with wind turbines, solar
panels, and battery components. (PV+WT+BS)
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FIGURE 15. (a) PV array’s power output. (b) WT's power output
(c) Renewable energy sources’ energy surplus.

eScenario 3: It is carried out with solar panels, diesel
generators, and battery banks. (PV4+DG+BS)

eScenario 4: It is carried out with solar panels, wind tur-
bines, diesel generators, and batteries (PV+WT+ DG+BS)

Table 2 shows that the optimal configuration achieved
through HOMERPro software optimization involves 3067 kW
solar panels, 3601 kW batteries, and 845 kW inverters. This
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FIGURE 16. (a) The monthly average SOC (%) of the optimized system
(b) Annual battery energy balance(kWh).

0 1000 2000

configuration results in a NPC of 9.69 million dollars and
a unit energy cost of 0.274 ($). Tables 3, 4, and 5 show
the optimal results obtained by the proposed HFAPSO in
comparison to the previously mentioned PSO, GA, and FA
algorithms. After the comparison of these four different
scenarios, it is clear that scenario 1’s 2787.3411 kW PV and
3153.9405 kW battery provide the best configuration to meet
the load demand of the proposed HFAPSO. The ACS for
this configuration is $479340.57, the NPC is $7777668.22,
and the LCOE is $0.2201 kWh. PSO comes in second with
an LCOE of $0.2205 kWh, and FA comes in third with
$0.2211 kWh. The worst approach, on the other hand, is GA,
because a 3226.8322 kW PV panel with a $0.2225 kWh
LCOE requires a 2,674.2066-kW battery. These findings
support the proposed HFAPSO’s superiority in determining
the optimal size of the hybrid RES integrated microgrid.
Figure 13 depicts annual demand as power generated by
each component of the approaches used. When PV panels
produced less power in January, November, and December,
batteries were introduced to meet the power demand. More
solar energy was produced in the remaining months as natural
resources became more abundant. Because energy resources
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became more plentiful during the rest of the period, more
solar energy was generated. In addition, because less power
is drawn in the summer, there have been a decrease in the
use of battery banks. Provided graph also shows an excess of
energy. It is clear that all approaches were able to withstand
the strain. The proposed HFAPSO, on the other hand, reveals
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FIGURE 20. LCOE convergence for scenarios (1-4).

the preferred economic nature of the microgrid because it
does not have a large excess of power like other approaches.
This validates the dependable microgrid to ensure safe and
cost-effective operation. Figure 14 (a)—(b) depicts the weekly
balance of power obtained via HFAPSO when the load
is lower in the 3rd week of May and higher in the 2nd
week of January. Because the power generated by renew-
able energy sources is low in January, SOC of the battery
approaches SOCmin, and it is at SOCmax in May because
the power generation is high. As a result, it is concluded that
the proposed approach falls within certain parameters that
allow it to be properly dimensioned. This proposed approach
should be investigated in various RES configurations. As a
result, sensitivity analysis is presented, and the proposed
approach is tested on microgrids with various architectures.
Scenario 1 (PV+BS), Scenario 2 (PV+WT+BS), Scenario 3
(PV+DG+BS), and Scenario 4 (PV4+WT+BS+DG) were
investigated. Due to their performance, these systems are
optimized using the proposed PSO, FA, and GA compared
to other approaches reported outside of HFAPSO.
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FIGURE 21. The convergence time of HFAPSO compared to the GA, FA, PSO metaheuristic techniques a) ACS b) LCOE c) NPC.

Scenarios 1 and 2 have the lowest TGE emissions, how-
ever, due to the use of 100% renewable energy sources, hybrid
systems in scenarios 3 and 4 produce the highest amount of
gas emissions. Giiven and Samy proposed a hybrid energy
system based on solar/wind/biomass/fuel cell sources in their

VOLUME 11, 2023

study, and the optimization results showed a TGE value of
approximately 521 tons/year. However, in scenario 1 and
scenario 2 presented in this study, the TGE value is zero. The
TGE value is commonly used to measure the environmental
impact of an energy system or process, and a lower TGE value
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FIGURE 21. (Continued.) The convergence time of HFAPSO compared to the GA, FA, PSO metaheuristic techniques a) ACS b) LCOE c) NPC.

indicates better environmental sustainability of the sources
used in the study [40].

Tables 4 and 5 show the output power values for solar pan-
els and wind turbines, as well as the excess energy generated
by these sources, for all scenarios. Figure 15 (a), (b), and (c)
show the HRES’s energy profile over the course of the year.
After the load demand is met, solar energy sources produce
1853758.5 kWh of waste energy. This extra energy will be
used for deferred loads such as irrigation pumping systems
on campus.

SOC is an important parameter to consider because the bat-
tery is used as a storage source in the hybrid energy system.
Figure 16 (a) depicts the battery’s average SOC. According
to this, occupancy rates in January were 88.48%, 71.98%
in February, 80.06% in March, 95.17% in April, 91.04% in
November, 52.624% in December, and 100% in the remain-
ing months. Figure 16 (b) furthermore demonstrates that the
battery SOC is usually good, with some exceptions, includ-
ing when natural resources are scarce in January-December
also when load demand is higher in June, July, and August.
Furthermore, the battery’s charge - discharge rates must be
constantly monitored.

Figure 17 (a) and (b) depict a weekly graph of how the
hybrid energy system’s load demand is met. First and fore-
most, because the best result is scenario 1 (PV+Bat), solar
energy and batteries meet the entire load requirement in this
operational strategy. The batteries would discharge if the solar
radiation’s production of renewable energy did not meet the
load demand and the batteries were full enough to meet the
additional load demands. When the battery and renewable

103064

energy sources fail to meet load requirements, the diesel
generator launches in to fill the energy gap. The exception
of Figure 17 (b) graph is that it presents an additional battery
charging line to Figure 17 (a). Figure 17 (b) shows that if
there is enough solar power, the battery will charge. This,
in turn, is charged with any excess energy generated by the
solar energy source at the time.

Figure 18 compares solar power generation and load
requirements as a result of the HRES scenariol. The load
demand is met here, and there is also an excess of energy
production. Figure 19 also depicts the costs of the system
components. A solar panel costs 4075303.5 dollars, a battery
costs 3660217.1 dollars, and an inverter costs 2147.6 dollars
in this country. The LCOE convergence curves for the various
study scenarios are depicted in Figure 20. All scenarios, with
the exception of scenarios 3 and 4, have convergence curves
that perform well in this study.

If an algorithm’s fitness curve shows a faster decrease
than other algorithms, it means that this algorithm performs
better. Similarly, when fitness curves are examined, it can be
seen how stable the algorithms are during the optimization
problem solution and how accurate the solution is. Therefore,
comparing the fitness curves of algorithms can be used as
an important indicator to determine which algorithm per-
forms better. However, in addition to fitness curves, factors
such as the speed of algorithms, memory usage, and other
factors should also be considered. Figure 21 depicts con-
vergence curves that show how HRES approaches the most
optimal solution as a result of optimization with the HFAPSO
algorithm. The structure/slope of this curve indicates that
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the algorithms converge to the optimal solution very quickly
against iterations. Figure 21 (a) (b) (c) depicts the optimiza-
tion algorithms’ performance for annual ACS, LCOE, and
NPC convergence values, respectively. When compared to
the other four algorithms, the hybrid HFAPSO algorithm
used here converges quickly after the fifth iteration. As a
result, it is clear that this algorithm completes the calcu-
lations in HRES optimizations quickly, providing the best
results.
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Sensitivity analysis in hybrid energy systems is a type
of analysis performed to determine the impact of changing
the key parameters that determine the system’s performance.
This analysis is used to understand how system performance
may vary under different scenarios. For example, it can be
used to examine how the system may be affected by different
weather conditions, load demands, or component failures.
This allows for more accurate and reliable decision-making
in the design and operation of the system. To explore the
impact of modifying the interest rate on the cost of the
proposed microgrid, interest rate values (1%, 5%, 10%, 13%,
and 15%) are ranged from the base value (2.07%) for which
the system was designed, and the optimization process is
repeated.

Figures 22 (a) depict the change in the system’s ACS and
LCOE values during the interest rate change. From here,
it can be seen that the increase is proportional to the ACS and
LCOE interest rates. Figure 22 (b) represents the level and
rate of change in the total NPC of the proposed microgrid
as a result of interest rate changes, uncovering an inverse
correlation between NPC interest rates.

The amount and rate of change in the LCOE and ACS
values of the proposed microgrid as a result of converter effi-
ciency changes are shown in Figure 22 (c), which illustrates
an inverse relationship between converter efficiency-based
ACS and LCOE. The value of ACS and LCOE falls as the
inverter’s efficiency rises. According to the study sensitivity
displayed in Figure 22, the discount rate and converter effi-
ciency have a substantial impact on the value of NPC,LCOE
and ACS.

V. CONCLUSION

This study proposed a conceptual mathematical model to
optimize the size and composition of off-grid hybrid energy
components - PV, WT, BS, and DG using a hybrid HFAPSO
algorithm that combines FA and PSO. The primary objective
of the optimization problem was to meet the total energy
requirement of an off-grid university campus, minimize the
total annual system cost, and determine the optimal number
of PV-panels, wind turbine panels, and batteries required.
The advantageous aspects of PSO and FA were blended in
an attempt to mitigate the shortcomings of these algorithms,
such as early convergence and local optima. The hybrid use
of these algorithms achieved a balance between the processes
of discovery and exploitation.

The output from the HFAPSO algorithm was compared
with results from HOMERPro, GA, FA, and PSO, demon-
strating that the proposed algorithm provides superior out-
comes. While HOMERPro simulates the proposed system
in hours, these algorithms reduced this duration to minutes.
The optimal hybrid system, without violating any constraints,
satisfactorily meets the load demand using only solar power,
wind, and batteries, with the majority of the contribution com-
ing from solar power. Instantaneous energy analysis results
were made readily available with the help of energy graphics
that supported the technical results in the study.
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In addition, the geopolitical implications on the cost of
fossil fuels, particularly in Europe, were also considered.
The proposed HFAPSO algorithm significantly reduced the
dependency on fossil fuels, thus minimizing their economic
impact. This approach aligns with the imperative for emis-
sion reductions in the current global scenario. The study
emphasized the importance of renewable energy systems
and the role they play in environmental sustainability, cost-
effectiveness, and energy reliability.

The HFAPSO algorithm proved more advantageous than
the FA and PSO optimization algorithms in terms of both
computational cost and complexity. The fast solution genera-
tion capability and the ability to approach the global optimum
of the HFAPSO algorithm in this problem were confirmed.
The adaptive feature of this algorithm also allowed for solu-
tions suitable for the problem size.

Conclusively, the use of the HFAPSO algorithm pro-
vided significant benefits in designing HRESs, with resulting
ACS: 479340.57 $, LCOE: 0.2201 $, NPC: 7777668.32 $,
REF: 100%. The proposed algorithm significantly con-
tributes to solving the design problems of HRESs and
offers substantial advantages. The results of this comprehen-
sive study indicate that the presented algorithm effectively
and efficiently addresses the optimal design issues for
hybrid renewable energy systems, contributing significantly
to avoiding unnecessary investments and the effective use of
resources.

This study makes a significant contribution to the optimiza-
tion of off-grid hybrid renewable energy systems. However,
there are potential paths for future research to go even further.
Firstly, it would be beneficial to model in more detail how
energy demand changes over time. This could help us better
understand how increases in energy demand at specific times
impact the optimization of hybrid renewable energy systems.
Additionally, it would be useful for future studies to test the
proposed HFAPSO algorithm in different geographical loca-
tions, places with different weather conditions, or situations
with varying energy demands. Lastly, examining in more
detail how uncertainty factors affect this algorithm could
further enhance the robustness and general applicability of
the study.
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