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ABSTRACT With the rapid development of network technology, a large amount of information fills
the network world, and the performance of the current information extraction model to extract keyword
information from a large number of data is insufficient. To solve the problem of insufficient extraction
performance in traditional information extraction models, this paper combines text sorting algorithms with
document topic generation models. A keyword information extraction model that combines the advantages of
the two algorithms is proposed. The performance comparison experiment of this fusion algorithm shows that
its accuracy and recall rates are 76.1% and 77.0%, respectively, which outperform the comparing algorithm.
In the empirical analysis results of the information extraction model, it is found that the accuracy and
precision rates of the proposed information extraction model are 80.16% and 77.54%, respectively, which
are better than the comparing model. The proposed model of information extraction is of great importance

for the development of the field of information extraction.

INDEX TERMS LDA, TextRank, information extraction model, keyword information, weight.

I. INTRODUCTION

With the development of the Internet, a huge amount of net-
work information has been generated. Information extraction
technology (IET) has been extensively used in the field of
language processing [1], [2]. IET is the extraction of target
information from network text, which is mainly divided into
three categories: information extraction, classification and
disambiguation, and named entity recognition [3], [4]. Infor-
mation extraction is the process of extracting information
from entities in network texts for the purpose of determining
the structure and content of the target texts [5]. Information
extraction occupies an essential position in the field of natural
language processing. It can directly address the problem of
information overload. It is a highly demanding and significant
work to mankind [6]. In Cai et al.’s research, it was mentioned
that there are currently two main information extraction tech-
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nologies: Chinese word segmentation technology and text
classification technology. Chinese word segmentation tech-
nology mainly extracts information through Chinese word
segmentation, while text classification technology uses vari-
ous algorithms to classify and extract text [7]. These methods
based on statistical models and machine learning algorithms
have become the most mainstream methods in IET due to
their strong interpretability and good generalization ability
[8]. However, these traditional methods have certain limita-
tions [9]. For example, the traditional TextRank algorithm
has the problems of non-intuitive feature representation and
high computational complexity when processing large text
data, so it usually needs to construct the feature representation
matrix manually. In view of this, this paper introduces a
Latent Dirichlet Allocation (LDA) and combines traditional
text vector representation methods with machine learning
algorithms to design an information extraction model (IEM)
built on the fusion of LDA and TextRank algorithms. The
fusion algorithm is obtained by fusion of LDA and TextRank,
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and the information extraction model is constructed on this
basis. The information extraction model is applied to actual
information extraction, so as to improve the accuracy of the
current information extraction model and provide a new idea
for obtaining more valuable information in the era of big
data. The contribution of this study is to organically com-
bine LDA model and TextRank algorithm, and this model
can improve the accuracy of information extraction and pro-
mote the development of information extraction field. This
paper is divided into four parts, the first part mainly intro-
duces the TextRank algorithm and information extraction
model related research; The second part is the construction
and application of information extraction model based on
LDA-TextRank algorithm. The third part is the performance
comparison of the fusion algorithm and the performance test
of the information extraction model. The fourth part is the
conclusion.

Il. RELATED WORK

As a common keyword extraction algorithm, TextRank
algorithm and its improved algorithm have been widely used
in translation, news and other fields [10], [11]. To improve the
extraction performance of traditional TextRank algorithms,
Zhang et al. proposed a word embedding and syntactic infor-
mation algorithm that considers syntactic and semantic infor-
mation. Through performance testing of the algorithm, it is
concluded that the performance of the unsupervised keyword
extraction algorithm is superior to the traditional TextRank
algorithm [12]. Due to the difficulty in understanding the
vocabulary of the Quran, Fakhrezi’s team had launched an
encyclopedia of Quranic vocabulary based on the TextRank
algorithm. The improved TextRank algorithm was tested and
obtained an F-value (harmonic mean of accuracy and recall)
of 0.6173. The results of automatic text summarization using
this algorithm would not be repeated, which has important
practical value [13]. To solve the problem of low accuracy
of current keyword extraction algorithms, Bordoloi et al.
proposed a TextRank algorithm based on a unique statistical
supervision weight. The performance comparison experiment
of the proposed algorithm showed that the accuracy of the
algorithm was 73.2%, which was better than 68.5% and
66.7% of the comparison algorithm. The results show that
the proposed algorithm can effectively improve the accuracy
of keyword extraction algorithm and has practical signifi-
cance [14]. To better extract the commercial value of various
perspectives on social media, Jun’s team demonstrated the
TextRank model of Word2vec and Doc2vec. This model
adjusted the weight of the generated keywords by calcu-
lating the jump probability between nodes, and ultimately
sorted the generated keywords. According to empirical anal-
ysis, the model had good extraction performance in various
datasets [15].

With the fast-developed network technology, a mass of
information is flooding the network world, so the require-
ments for extracting key information from network infor-
mation are gradually increasing. Therefore, there are var-
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ious advanced technologies are applied in IEM. Zhou et
al. put forward an IEM on the basis of free-text clinical
IET in order to provide more accurate information for per-
sonalized medicine. They validated the performance of the
model through simulation and the use of clinical records.
The results show that using the information extracted by
this model can provide better targeted treatment for patients
and improve the cure rate [16]. Martinez et al. proposed
an information extraction strategy according to Semantic
Web standards to address the problem that current product
recommendation systems cannot provide targeted recom-
mendations. The strategy included information extraction
tasks and mixed semantic similarity measures. After analysis,
it was found that its information extraction performance is
superior, which can improve the recommendation accuracy
of the system and promote reasonable consumption by peo-
ple [17]. Sun and Ren raised a fault diagnosis algorithm
to improve its accuracy in accordance with multi-scale fea-
ture extraction. The algorithm utilized the Gramian angu-
lar field to fully extract the temporal information from the
data. The recall rate and F-value obtained through exper-
imental comparison tests were superior to the comparison
algorithm [18]. To improve the performance of beamform-
ing methods, Liu and other researchers explored downlink
beamforming designs in line with spatial and physical chan-
nel information extraction. Compared to the most advanced
beamforming methods, the algorithm’s performance was sig-
nificantly improved [19]. Steinkamp et al. put forward an
IEM on the basis of machine learning to fully utilize the
information in the clinical informatics information repository.
Empirical analysis showed that the information extraction
accuracy of the model was superior to that of the comparative
model [20].

From the perspective of the algorithm, the above research
analyzes the status quo that TextRank algorithm, as a com-
mon keyword extraction algorithm, has been widely used in
many fields, and the accuracy of the algorithm extraction
can be effectively improved by improving the algorithm.
In addition, the above content also illustrates that in the field
of information extraction, many advanced technologies have
been applied in the information extraction model, by taking
advantage of advanced technologies to improve the perfor-
mance of the information extraction model. Therefore, this
paper proposes an improved TextRank algorithm based on
the document topic generation model, and applies the new
algorithm to the information extraction model. This method
can improve the problem that the accuracy of information
extracted by the traditional information extraction model
is not high, and provide a new idea and certain data sup-
port for the organic integration of algorithm domain and
information extraction domain. This method is expected to
improve the problem that the accuracy of information extrac-
tion is not high in the traditional information extraction
model, and provide a new idea and certain data support
for the organic integration of algorithm and information
extraction.
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FIGURE 1. LDA topic model architecture.

IIl. CONSTRUCTION AND APPLICATION OF AN IEM FOR
LDA TextRank ALGORITHM
A. IEM CONSTRUCTION BASED ON LDA ALGORITHM
LDA topic model is a probabilistic analysis method that
incorporates implicit semantics built on Bayesian theory [21].
Based on the LDA model, the LDA algorithm introduces
the view of the Bayes school, in which the word distribu-
tion of the topic and the topic distribution of the document
will change, and uses hyperparameters to generate the word
distribution of the topic and the topic distribution of the
document [22]. Figure 1 shows the architecture of the LDA
topic model. The specific steps of the LDA model building
process are divided into four steps. First, the specific text
parameter « in the Dirichlet distribution is used for topic mod-
eling. The Dirichlet distribution is a probability distribution
that describes the probability of occurrence of random vari-
ables on each number. Second, a topic is randomly selected
from the topic distribution of the file generated above. The
parameter S in the Dirichlet distribution is then sampled
and word distributions on the topic are generated. Finally,
a word is randomly selected from the distribution of subject
words obtained in the previous step, and a new document is
generated using that word. Using the above steps, a word in
a new document using the LDA model can be generated.
The LDA algorithmin Figure 1, the topic distribution of
the document and the word distribution of the topic satisfy
the Dirichlet distribution, and the hyperparameters are o and
B, respectively. Supposing there are M documents in total,
including K topics. The files in each topic have a corre-
sponding topic distribution, and each topic has a multiple
distribution. For each word in a document, it is first extracted
from a topic in the document’s topic distribution and repre-
sented by an integer index. For each word in a document,
it is first extracted from a topic in the topic distribution of the
document and represented by an integer index. Then, a word
is extracted from the topic word distribution corresponding
to the topic, and the cycle continues until word extraction is
completed in all M documents. In Figure 1, ¢ and 6 are the
document topic and topic word probability distribution. o and
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B are hyperparameters of ¢ and 6. w represents a word; z rep-
resents the topic distribution of words. According to the LDA
graph model in Figure 1, the joint distribution expression of
variables shown in Equation (1) can be obtained.

p(Wm7 Zma Qm, Q |Ol, :8)
N)?l
= T 120 020 0P Conin 16m) - PO ) - p(@1B) (D)
n=1
N, in Equation (1) refers to the sum of words in the m-
th text, p represents probability. The probability calculation
formula for initializing the word wy, , to the word t in the
LDA topic model is Equation (2).

K
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The likelihood function expression of the document set in
the LDA topic model is Equation (3).
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Equation (4) is the probability distribution expression
obtained through Gibbs sampling.

) n + By
kKt = v
i+ B
The expression for indirectly estimating 6 through Gibbs
sampling of variable Z is shown in Equation (5).

. ny) + oy
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6k .+ in Equation (5) is the probability of the topic t in dj,, of

the k-th document. nf,]f) means the times’ number that the topic

t appears in dy,. In the LDA topic model, hyperparameters

are used to generate topic distribution and word distribution,

and then a document is generated. The process of generating
keywords is as follows. Assuming that there are three topic
distributions and each topic word corresponds to three word
distributions, when the LDA topic model is used to generate
documents, the corresponding topic probability is not the

same each time. For example, the LDA algorithm has a

selection probability of 0.6, 0.2, and 0.2 for the three different

topics the first time it selects them. However, when selecting

a topic for the second time, the selection probabilities for the

three different topics change to 0.5, 0.3, and 0.2. The LDA

algorithm also has different probabilities when selecting topic
words in each topic. Figure 2 is the flowchart of keyword
generation from the LDA topic model.

Extracting keywords in Figure 2 from the LDA first uses
the Dirichlet distribution to generate a corresponding topic
distribution, and each time the topic distribution obtained is
different. The probability distribution in the topic and the
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FIGURE 2. The process of generating keywords from the LDA topic model.

probability distribution of keywords in the topic are variables.
The LDA topic model extracts key information from the
document-word mapping relationship by adding a hidden
topic [23]. In terms of the distribution of words in a topic,
if a word occurs more often in the topic, it is considered to be
more important to the topic. If a topic occurs frequently in a
text, it is considered to make a significant contribution to the
document. When extracting information from text, keywords
are usually extracted first. The LDA topic extraction model
is often applied in keyword extraction because of its good
extraction accuracy. The process of keyword extraction model
integrated with LDA is shown in Figure 3. The model is
mainly divided into steps such as document preprocessing,
candidate word selection, candidate word feature calculation,
candidate word topic feature calculation, and keyword deter-
mination.

Figure 3 is a flowchart of a common keyword extraction
model. Among them, document preprocessing refers to the
segmentation of sentences and words in a document. Usually,
the document is divided into different words and sentences
in accordance with different punctuation marks, and then the
words in different words and sentences are marked with part
of speech. Candidate words are selected from the prepro-
cessed text and fed into the LDA topic model to compute
topic features. The candidate word selection process is the
foundation of this model. A common document typically con-
tains abundant words, and different words may be combined
into massive phrases. If all words and phrases are weighted,
the efficiency of the model will be greatly affected. There-
fore, before evaluating the weight of words, phrases that can
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become key words in the whole document are screened, and
the selected words are called candidate words. After selecting
the candidate words, the weight of the candidate words is
determined by calculating the candidate word feature and
the candidate word topic feature. The candidate words that
meet the document requirements are ultimately determined as
the keywords of the entire document [24]. The word feature
calculation method is used in the topic feature calculation
of candidate words. The statistical characteristics of words
generally refer to the location of the first occurrence of words,
the length of words, and so on. The term frequency inverse
document frequency (TF-IDF) method is a commonly used
weighting technique in information retrieval and data mining.
The TF-IDF method is used to calculate the statistical features
of words, and its statistical feature expression is shown in
equation (6).

4 TF x IDF
Dstatistic(d, wj) = W (6)
In Equation (6), psarisric(d, w;) tepresents the statistical
characteristics of the words, and firstOCC represents the
position where the words first appeared. TF indicates word
frequency; IDF represents the inverse text frequency index.
The calculation formula of IDF is shown in Equation (7).

IDF = logy( 1) )

b +
#n(w; € d;)

In Equation (7), D is the sum of all documents in the
corpus.
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FIGURE 3. Flow chart of information extraction model based on LDA model.

B. OPTIMIZATION OF LDA EXTRACTION MODEL BASED
ON TEXTRANK ALGORITHM

Although traditional LDA extraction models can improve
the accuracy of key information extraction by adjusting the
weights [25]. However, the performance of keyword candi-
date extraction is weak. As a result, the research combines
it with TextRank to increase the extraction accuracy of the
extraction model. The TextRank is developed from the page
sorting algorithm. The basic idea of this method is to divide
text into the smallest units. Using text as a network node,
a text graph model is established in accordance with the
degree of text co occurrence in the co occurrence window.
This is used to express the structural relationship of the
text [26]. Then, the graph iteration is used to calculate the
importance of these words, thereby judging these words.
In the TextRank, the expression formula for the text ranking
value of each word node is shown in Equation (8).

SVy=(A—d)y+d* > Wi

SV (®
Vieln(Vy) 2 cour(vy Wik

Equation (8) is a recursive formula that uses TextRank
to calculate the criticality of words, where d represents the
damping coefficient, with a value range of 0-1. The larger the
damping coefficient, the greater the iteration numbers, result-
ing in instability of the algorithm. If the damping coefficient
is too small, resulting in an insignificant iterative effect, the
damping coefficient is typically set to 0.85. If only text sorting
algorithms are used for keyword extraction, the semantic
information of words in the entire document is not taken into
account. Figure 4 shows the process of filtering candidate
keywords using a conventional TextRank algorithm.

V in Figure 4 represents the vertex set; V(i =
1,2,3,4,5,6) represents the weight of the corresponding
word. Because TextRank only considers the dependencies
between text terms and does not consider topic as an implicit
variable, the keyword information in the document cannot be
accurately extracted. Research calculates the topic influence
of each word by multiplying the text topic distribution and
the topic vocabulary distribution in the LDA topic model,
and combines them with text sorting algorithms to obtain a
new text extraction model. The research considers topics as
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FIGURE 4. The process of selecting candidate keywords using a
conventional TextRank algorithm.

intermediate variables to calculate the importance of a word
in a document, and the expression is equation (9).

fiwld) =3 (04" g) ©)

In Equation (9), ti(w|d) is the importance of the word
relative to the document. a represents a document. w is the
word in the document. In traditional TextRank, the impor-
tance of each word is constantly updated and calculated as the
formula iterates. To integrate the word influence calculated by
the topic model into the text sorting algorithm, research has
been conducted to adjust the weight of nodes in the network.
The weight adjustment is mainly separated into two parts:
one is to adjust the original weight, and the second part is
to adjust the topic impact weight obtained by the topic model
algorithm. Keyword extraction is the core of the topic model
algorithm. The keyword extraction step implemented on the
basis of supervised learning can achieve good results, but
the cost is too high and does not match the current topic
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FIGURE 5. A Keyword information extraction model combining LDA
algorithm and text sorting algorithm.

model algorithm research. Therefore, the research adopts
unsupervised learning to extract keywords from text, and then
uses topic model algorithms to calculate the words’ weight
in the text. Research and then use it to repeatedly count the
weight values of each point in the text sorting graph model.
Figure 5 shows the keyword IEM, which combines the LDA
algorithm and the text sorting algorithm.

Figure 5 shows a keyword extraction model that combines
the LDA topic model and TextRank. The extraction model
contains six nodes: A, B, C, D, E, and F, with node A as the
central node. In traditional keyword extraction methods, the
probability of propagation from node A to other nodes is 20%.
However, this is not the case in reality, so for improving the
accuracy of keyword extraction of the TextRank, research has
been conducted to change the weight initialization expression
of the TextRank to that shown in Equation (10).

TI(v;
TR(v) = d (a Zj:vfw OTI(‘(}\;) TR(v;)

1 1
+B ijvm OD(Vj)R(vj)) +1—de (10

In Equation (10), TR(v)) is the topic influence weight of
the word. R(v;) indicates that the word affects the weight
throughout the document. In Figure 5, the middle node A
is divided into two parts. The upper right part represents the
traditional TextRank, while the lower right part represents the
topic weight of the corresponding word of the node and the
document it maps to. The weight of this topic does not change
with the number of iterations, and only the weight of the upper
right part changes during the iteration process. If a document
D contains m keywords and the word graph of the topic model
includes m vertices, the initialization weight expressions for
all vertices are Equation (11).

11 1
Bo={—.~.--} (11)
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The study constructs probabilistic transitions between
words by defining a state transition matrix, whose expression
is shown in Equation (12).

Wil W12« Win
W W e W
W= 21 W22 2n (12)
W31 W32 - W3y
Wnl Wn2 *+* Wnp

w;; in Equation (12) is the transition probability from vertex
v; to vertex v;, and the sum of each column is 1. The numerical
expression of each element in the matrix of Equation (12) is
shown in Equation (13).
TI(v;) 1

i = om0 P oD (43

This method is used to iterate over the weight of each word.
After several iterations, the probability transfer matrix of the
word subject influence factor is introduced, and the iterative
expression is updated to Equation (14).

B = d*M*B;_1 + (1 — d)*e/n (14)

In Equation (14), B; is the state transition matrix after
iteration i. e represents a vector with a component of 1 and
a digit of n. When the difference between the results of two
similar iterations is small, separating the structural weights
of vector B, and then continue sorting. Output the top ranked
words in the remaining parts as key information. To better
integrate the benefits of the topic model algorithm and Tex-
tRank, the organic integration of the two can be explored.
The IEM framework for integrating topic model algorithms
and TextRank keywords is shown in Figure 6. The IEM is
basically divided into three parts. The first part is to obtain
the topic distribution of the text through the topic model.
The second mainly constructs a keyword map through the
word co-occurrence relationship and similarity relationship
of the text, and uses TextRank to obtain candidate keywords.
The third part is to iterate through the candidate keywords to
obtain the final keyword.

IV. PERFORMANCE COMPARISON RESULT ANALYSIS
AND IEM EMPIRICAL ANALYSIS OF FUSION ALGORITHMS
In the research, the Windows 10 operating system is used
to conduct comparative experiments to test the performance
of the fusion algorithm. The operating system has 8G of
memory, 256G of disk space, and contains four cores and
eight threads. This study compares the performance of the
fusion algorithms with TFIDF, TextRank, and LDA to ensure
that all algorithms run in the Python 2.7 environment. The
research analyzes the performance of the fusion algorithm
using training error, accuracy, F-value, recall rate, and ROC
curve as comparison indicators. Figure 7 shows the training
error results of the four algorithms.

As Figure 7, the overall training error of the four algorithms
shows a downward trend, and the training error curve posi-
tion of the fusion algorithm is lower than that of the other
three algorithms. In addition, the training error of the fusion
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FIGURE 7. Training error results of four algorithms.

algorithm tends to stabilize when the number of iterations
is 560, which is earlier than the other three. The above
results indicate that the performance of the fusion algorithm
is superior to LDA, TFIDF, and Text Rank in terms of training
error dimensions. The accuracy results of the four algorithms
under different k values are Figure 8. The number of sampled
subjects is k.

In Figure 8, except for TextRank, the accuracy rates of
the other three algorithms increase with the increase of the
k value. Among the four algorithms, the fusion algorithm can
reach the highest accuracy of 76.1% when k is about 150,
which is higher than the 69.3% of TFIDF algorithm, 64.0%
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of the TextRank algorithm and 57.9% of the LDA algorithm.
The above results prove that from the perspective of accuracy,
the fusion algorithm’s performance is better than the other
three comparative algorithms. In the fusion algorithm, its
accuracy increases with the increase of the k value. This
is because the larger the number of subjects sampled, the
larger the number of samples, the higher the accuracy. The
recall rate and F-value results of the four algorithms are
Figure 9.

Figure 9 is a comparison diagram of the recall rate and
F-value results of the four comparison algorithms. Figure 9(a)
is the recall comparison results of the four comparison algo-
rithms. In Figure 9(a), with the increase of the k value, the
recall rates of all three algorithms except TextRank show an
increasing trend, and the growth trend of the fusion algorithm
is the most obvious. The fusion algorithm has the maximum
recall rate of 0.77 when the k value is 180. Figure 9(b)
shows the F-value comparison results of the four comparison
algorithms. From Figure 9(b), as the value of k increases,
the F values of all of them show an increasing trend, and the
growth trend of the fusion algorithm is the most obvious. The
fusion algorithm has a maximum F value of 0.35 when the k
value is 180. The above data shows that the performance of
the fusion algorithm is more excellent than the other three
comparative algorithms from the perspective of recall rate
and F-value dimensions. In the fusion algorithm, as the k-
value increases, the recall rate and F-value of the algorithm
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FIGURE 9. Recall rate and F-value results of four algorithms.

are higher. Figure 10 shows the PR (Precision-Recall) curves
and accuracy-recall curves of the four algorithms.

Figure 10(a) is the accuracy recall curve of the four algo-
rithms. The accuracy recall curves of the four algorithms in
Figure 10(a) show a downward trend, and the area under the
curve of the fusion algorithm is much larger than that of the
other three. Figure 10(b) shows the PR curves of the four
algorithms. The overall PR curve of the four algorithms in
Figure 10(b) also shows a downward trend, and the fusion
algorithm has the largest area under the curve. In general,
from the perspective of accuracy recall curve and PR curve
dimensions, the performance of the fusion algorithm is supe-
rior to others. In line with the above dimensional comparison
results, it is available that the proposed fusion algorithm has
the best information extraction performance, and integrating
this algorithm into IEM can effectively improve the extrac-
tion accuracy of IEM. Besides, the study also analyzed the
word co-occurrence of the fusion algorithm and the extrac-
tion results of LDA and TextRank. The word co-occurrence

84308

(b) F-value of four algorithms

between the extraction results of the three algorithms is
Figure 11.

The co-occurrence showed in Figure 11 of the extraction
results of the three algorithms in two datasets. Figure 11(a)
shows the co occurrence of the three algorithms on the
ACEQS dataset. In the comparison result between the fusion
algorithm and the TextRank in Figure 11(a), the number
of documents containing 4, 5, and 6 identical words in the
six keywords is 386, 173, and 82, respectively. This result
verifies that the fusion algorithm fully preserves the features
of TextRank, which can fully utilize the structure of the
document itself. Figure 11(b) shows the co-occurrence of the
three algorithms in the NYT dataset. In the comparison result
between the fusion algorithm and LDA in Figure 11(b), the
documents’ number containing 4, 5, and 6 identical words
in the 6 keywords is 256, 162, and 63, respectively. The
result demonstrates that the fusion algorithm also retains
topic information to a certain extent. The above data shows
that combining the advantages of TextRank and LDA, the
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FIGURE 11. Co-occurrence among the extraction results of the three algorithms.

fusion algorithm has a better ability to extract information
compared to the two basic algorithms. To verify the actual
performance of IEMs incorporating fusion algorithms, the
study tests IEMs on the ground of four different algorithms
in the ACEOQ5 dataset. Figure 12 shows the test results of this
IEM.

As far as Figure 12 is concerned, the accuracy and preci-
sion of the IEM are 80.16% and 77.54%, respectively, which
are significantly higher than the other three comparative
models. This indicates that IEMs integrating TextRank and
LDA have good extraction performance, which can be used
to improve the current problem of IEM extraction accuracy.
Based on the above comparative experiments, the number
of datasets was increased to 600, and four models were
compared again, with loss value, recall rate, F-value, error,
and running time as evaluation indicators. The experimental
results of loss values, recall rates and F-values for these four
models are shown in Table 1.
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According to Table 1, the minimum loss values for the
LDA TextRank model, TFIDF model, Text Rank model, and
LDA model are 0.071, 0.095, 0.161, and 0.209, respectively.
The fusion algorithm information extraction model proposed
in the study has the lowest loss value among the four mod-
els, with a value of 0.071, indicating the smallest difference
between the information extracted by the model and the real
information. The highest recall rates for the four models
are 0.989, 0.931, 0.799, and 0.705, respectively. The LDA
TextRank model has the highest recall rate among the four
models, with a value of 0.989, which means that the correct
number of information extraction accounts for the highest
proportion of all actual samples. The maximum F-values of
the four models are 0.949, 0.861, 0.791, and 0.686, respec-
tively, with the LDA-TextRank model having the highest
F-value of 0.942 among the four models. The experimental
data show that the information extraction model proposed in
this study outperforms the TFIDF model, Text Rank model,
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TABLE 1. Comparison of the extraction performance of the four models.

Test Magnitude

number Model of the loss Recall F value
Fusion 0.074 0.989  0.942
algonrithm

The firsg TFIDF 0.097 0.924  0.859

i TextRank 0,165 0.799  0.765

experiment -y Ha 0.209 0.701  0.686
Fusion 0.072 0.976  0.949
algonrithm

The TFIDF 0.099 0931  0.834

second Text Rank 0.161 0.761 0.791

experiment LDA 0.211 0.705 0.657
Fusion 0.71 0971  0.947

The third algonrithm

exnorimane  TFIDF 0.095 0913  0.861

xP Text Rank  0.164 0.786  0.790
LDA 0.223 0702 0.679
Fusion 0.071 0.981  0.941

The fourth algonrithm

1 TFIDF 0.095 0.921  0.859

exXperment o vt Rank  0.164 0.784  0.782
LDA 0.221 0701  0.667
zl‘gggthm 0.075 0975  0.939

eTheerinfefg; TFIDF 0.077 0919  0.860

xP Text Rank  0.167 0.779  0.779
LDA 0215 0.699  0.673

and LDA model in terms of loss value, recall rate, and F-
value, indicating its superiority in information extraction. The
running time and experimental errors of the LDA TextRank
model, TFIDF model, Text Rank model, and LDA model in
this experiment are shown in Figure 13.

As shown in Figure 13, the error rates of the LDA TextRank
model, TFIDF model, Text Rank model, and LDA model
are 23%, 32%, 38%, and 49%, respectively, and the running
times are 210s, 465s, 426s, and 380s, respectively. The exper-
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imental results show that the model proposed by the research
institute has the lowest error rate for information extraction,
at 23%, and the model ran the fastest in the experiment, only
210 seconds, which is much faster than the other three mod-
els. The LDA TextRank model performs better than the other
three models in terms of error and runtime, and has significant
advantages in information extraction. Perform 500 iterations
of the LDA TextRank model, the TFIDF model, the Text
Rank model, and the LDA model according to the settings,
and use the accuracy and loss values as evaluation indicators
for this comparison experiment. The test results are shown in
Figure 14.

As shown in Figure 14, the accuracy curve of the LDA
TextRank model exhibits a fast convergence speed. After
running the model for about 100 iterations, its accuracy has
reached about 80% and then shows a slow upward trend.
When the model is iterated about 200 times, the accuracy of
the model begins to stabilize and finally stabilizes at 89%.
The loss value curve of this model shows a characteristic
of rapid decline at first, and then gradually stabilizes, and
eventually the loss value of this model remains stable at
4.6%. The accuracy curve of the TFIDF model shows a
slow increasing trend. After 300 iterations of the model, the
accuracy reached 80% and remained stable. The model’s
accuracy ultimately reached 81%. The loss value curve of
the TFIDF model also showed a slow downward trend, ulti-
mately stabilizing at 7.3%. According to the accuracy curve
of the Text Rank model, the accuracy of the model tends to
stabilize after approximately 200 iterations. When the model
was iterated around 300 times, there was a slow upward trend,
and the final accuracy remained stable at 73%. The loss value
curve of the Text Rank model shows a slow downward trend.
From this curve, it can be seen that when the model runs
around 200 iterations, a small range waveform appears in
its loss value, and the final loss value stabilizes at 9.8%.
According to the accuracy curve of the LDA model, the
convergence speed of the model is fast but the accuracy is
low. After running the model for about 50 iterations, the
accuracy of the model reached about 50%, followed by a
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slow increase in accuracy and finally stabilized at 71%.
The overall loss value curve of this model shows a down-
ward trend, with two large fluctuations, and the final loss
value stabilizes at 10.1%. In summary, by comparing the
accuracy and loss values of these four models after 500 itera-
tions, the LDA TextRank model performs excellently in both
aspects, which helps to improve the accuracy of information
extraction.

V. CONCLUSION

Aiming at the problem that IEM is difficult to accu-
rately extract key information nowadays, a hybrid TextRank
algorithm and LDA topic model algorithm for IEM is raised.
In this paper, a hybrid algorithm is obtained by fusing the
LDA topic model and the TextRank algorithm. Then the
hybrid algorithm is applied to IEM to improve its extraction
accuracy. In the performance test of the fusion algorithm,
it was found that the accuracy, recall, and F-value of the
fusion algorithm were 76.1%, 77.0%, and 0.35, respectively,
which were superior to the other three comparative algo-
rithms. In addition, this article also found that the area under
the PR curve of the fusion algorithm is larger than other
algorithms, which leads to the conclusion that the perfor-
mance of the fusion algorithm is much better than other
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comparative algorithms. In the empirical analysis of IEM,
the accuracy rate of IEM is 80.16%, which is superior to
the comparison model, and its precision is 77.54%, which is
also superior to the comparison model. On the ground of the
above experimental data, the IEM has a high accuracy rate
of information extraction, so its application in content recog-
nition, relationship extraction, automatic question answering
and other fields will have good results. After increasing the
test data samples, the loss value, recall rate and F value of
this model are 0.071, 0.989 and 0.942, respectively, which
are better than TFIDF model, Text Rank model and LAD
model. In addition, in this experiment, the research proposed
that the model has the shortest running time and the lowest
error rate, respectively 210s and 23%, which is better than
the other three models. After the iteration test, the accuracy
rate and loss value of the LDA-TextRank model were stable at
89% and 4.6%, respectively, which were better than the other
three models used for comparison. The above results show
that the information extraction model proposed in this study
has a high accuracy of information extraction, so its applica-
tion in content recognition, relationship extraction, automatic
question answering and other fields will have a good effect.
The algorithm of this research still has the shortcoming of
not being able to accurately express the main idea meaning
of documents. How to use deep learning algorithm to learn
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the main idea meaning of documents is the future research
direction.
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