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ABSTRACT Low-density parity-check (LDPC) codes play an important role in the reliability enhancement
of commercial NAND flash memory. Unfortunately, due to the requirement of the reading speed of NAND
flash memory, the LDPC decoder will not obtain precise soft information to achieve high error-correcting
capability. In this work, we use a density evolution (DE) algorithm to reveal the decoding threshold of the
LDPC decoder affected by the read voltages. We propose the efficient design of read voltages so that the
LDPC decoder has the lowest decoding threshold. Therefore, this method can guarantee that the designed
read voltages are suitable for a given LDPC code. Moreover, since we found that the designed read voltages
are related to the structure of the LDPC code, the joint design of the read voltages and LDPC code is
then proposed to achieve the capacity of NAND flash memory. The simulation results demonstrate that our
proposed design significantly improves the frame error rate (FER) performance of NAND flash memory.

INDEX TERMS NAND flash memory, read voltages, density evolution, LDPC codes.

I. INTRODUCTION
Nowadays, NAND flash memory become the dominant
storage of high-performance computing systems due to its
appealing reading/writing speed and storage density. Besides
the memory cell scaling, the increasing number of bits
per cell, i.e., multi-level cells (MLC) [1], triple-level cells
(TLC) [2], and quadruple-level cells (QLC) [3], is the alterna-
tive technique to improve the NAND Flash memory density.
Unfortunately, the increasing number of bits per cell degrades
the reliability of NAND flash memory intensely [4], [5], [6].
Therefore, advanced error correction codes (ECCs) such as
the low-density parity-check (LDPC) codes have been widely
used to improve the reliability of NAND flash memory [7].
It is well known that the high error-correcting capability of
LDPC codes can be achieved when the soft channel infor-
mation has a very high resolution. Due to the requirement of
high reading speed, the resolution of soft channel information
will be limited. Since NAND flash memory employs the
multiple reads [8] to obtain the soft channel information, the
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increasing number of reads inevitably increases the reading
latency. Therefore, the read voltages must be designed so that
the soft channel information adequately describes channel
characteristics.

The multiple reads with different read voltages can be
viewed as a signal quantizer. The uniform quantizer, in which
the read voltages are applied with equally spaced levels, can-
not yield a good error performance [7]. The research problem
will unavoidably fall into the design of an excellent quan-
tizer. In [9], the maximization of mutual information (MMI)
was introduced to design the read voltages of the quantizer.
An alternate technique, called entropy-based quantization,
was presented in [10]. This method aims to find the balance
between the error probability and erasure probability so that
the LDPC decoder provides a good bit error rate (BER). The
quantizer designed by the entropy-based method outperforms
the MMI method. However, the entropy-based method may
suffer from the optimization of entropy value through Monte
Carlo simulation. Moreover, the number of the read voltages
must be an even number. In [11], the channel coding rate
(CCR) was used to design the read voltages for MLC NAND
flash memory. However, this method does not consider the
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behavior of the LDPC decoder. In our early study [12],
we proposed the read voltages forMLCNANDflashmemory
using density evolution (DE). By our proposed design, the
read voltages are optimized in such a way that the LDPC
decoder has the lowest decoding threshold. Our proposed
design is more flexible than the entropy technique [10],
in which the number of the read voltages can be an odd
or an even number. The theoretical and simulation results
demonstrate that our read voltages provide better FER perfor-
mance than the read voltages optimized by the MMI [9] and
Entropy [10]. Moreover, the performance evaluation of the
LDPC decoder through Monte Carlo simulation is avoided.
Recently, the read voltages optimization through DE was
studied extensively in [13]. The authors suggest a two-step
optimization technique to design the read voltages, whereby
the MMI method was used to design the coarse read voltages
and then the DE was applied to generate the precise read
voltages. In [14], the read voltages were designed by com-
bining recurrent neural networks (RNN) and DE. The design
process needs RNN to find hard decisions. Then, the DE was
used to adjust the erasure widths. Similar to the entropy-based
method [10], the number of read voltages in the dominant
overlapped regions will be an even number.

In this work, we present the comprehensive design of the
read voltages through DE. Our design supports any num-
ber of read voltages and any channel models of NAND
flash memory. Firstly, the multiple sets of read voltages
are designed to support every PE cycle or signal-to-noise
ratio (SNR). In this design, each set of read voltages is
obtained by minimizing the error probability of the LDPC
decoder. Secondly, a single set of read voltages is designed
for any PE cycle. We propose to use the decoding threshold
as the objective function of optimization instead of error
probability.

In our read voltages optimization, we found that the opti-
mized read voltages are related to the structure of the LDPC
code. Therefore, the read voltages and LDPC code must
be jointly designed to achieve the capacity of NAND flash
memory. Using the DE algorithm, both the read voltages and
LDPC codes can be designed easily. The theoretical and sim-
ulation results demonstrate that our joint design can improve
the FER performance of NAND flash memory, significantly.
Moreover, in practical read operations [8], multiple decoding
is used to confine the reading speed. We then introduce the
design rule of read voltages, whereby the performance of first
and second decoding can be defined through DE.

Since there are several design rules proposed in this work,
we will summarize our contributions as follows:

• We propose the comprehensive design of read voltages
by using the DE technique (incorporating our confer-
ence version with preliminary results [12]). Given the
structure of LDPC codes, there are two design rules. For
NANDflashmemorywithmultiple sets of read voltages,
we propose to design the read voltages by minimizing
the error probability. For NAND flash memory with a
single set of read voltages, we propose to design the read

voltages by maximization of the decoding threshold.
The theoretical and simulation results demonstrate that
our read voltages provide better FER performance
than the read voltages optimized by the MMI [9] and
Entropy [10].

• Our design of read voltages can support the vari-
ous LDPC decoders such as belief propagation, min-
sum [15], normalized min-sum [16], and offset min-sum
algorithms [17]. The results confirm that our read volt-
ages can improve the NAND flash memory. Particularly,
the proposed read voltages for min-sum, normalized
min-sum, and offset min-sum decoder offers better
FER performance than the read voltages optimized by
MMI [9].

• We propose the joint design of read voltages and LDPC
codes to achieve the capacity of NAND flash memory.
Besides improving the FER performance, our technique
can support any number of the read voltages and any
channel models of NANDflashmemory. The theoretical
and simulation results indicate that our joint design pro-
vides better FER performance than the separate design.
Especially, the design of irregular LDPC code and pro-
tograph LDPC code are presented. Our joint design of
read voltages and irregular LDPC codes provides bet-
ter FER performance than the irregular codes designed
for existing read voltages (MMI [9] and Entropy [10]).
Moreover, our joint design of read voltages and pro-
tograph LDPC code shows FER improvements when
compared to AR4JA [18] and OARA codes [19]. Note
that we will consider the bit-interleaved coded mod-
ulation (BICM) system [20]. For the bit-interleaved
coded modulation with iterative detection and decoding
(BICM-ID) system [21], the proposed design can be
applied straightforwardly.

• We introduce the design rule of read voltages for multi-
ple decoding [8], whereby the performance of first and
second decoding can be considered intensively. Given
the structure of LDPC code, the DE algorithm still helps
us to design the read voltages for first and second decod-
ing. We also present the joint design of read voltages
and LDPC codes in NAND flash memory with multiple
decoding. For example, the read voltages and LDPC
code are jointly optimized whereby the decoding thresh-
old of the first decoding or second decoding is at the
highest level.

The rest of the paper is organized as follows. Section II
covers the channel models for MLC and TLC NAND flash
memory. The multiple reads of NAND flash memory are
explained in Section III. The error performance estimation
functions using density evolution are given in Section IV.
Previous designs of read voltages are discussed in Section V.
Our designs of read voltages and LDPC codes are pre-
sented in Sections VI, VII, and III. The design of read
voltages and LDPC codes for multiple decoding is presented
in IX. The simulation results and conclusion are presented in
Sections X and XI, respectively.
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II. CHANNEL MODELS OF NAND FLASH MEMORY
The memory cell of NAND flash memory employs the float-
ing gate transistor. The threshold voltage vth of the memory
cell is determined by the amount of charge in the transistor.
Each threshold voltage level, which determines whether the
transistor is turned on or off, represents a symbol of the
data. Before the data are stored in the memory cells, the data
in the cells, i.e. the charge of the cell must be eliminated
making the lowest threshold voltage. The write voltage is
then applied to the memory cell to increase the threshold
voltage to a certain voltage level. In this work, we consider
two channel models of NAND flash memory such as the
Gaussian channel model [9], [22] and the empirical channel
model [5], [6], [7], [10].

A. GAUSSIAN CHANNEL MODEL
In [9] and [22], the Gaussian channel model channel has been
presented. ForMLCNANDflashmemory, two bits are stored
in a single cell. Thus, they require four distinct threshold
voltages: µ11, µ10, µ00, and µ01, which correspond to the
symbols ‘‘11,’’ ‘‘10,’’ ‘‘00,’’ and ‘‘01,’’ respectively. For each
threshold, we assume that the distribution is a Gaussian, i.e.,

ps(vth) =
1

σs
√
2π

exp
(

−
(vth − µs)2

2σ 2
s

)
(1)

where ps(vth) is the distribution function of the threshold
voltage, σ 2

s and µs are the variance and mean, and s ∈

{11, 10, 00, 01}. This MLC NAND flash memory with the
Gaussian model can be considered as 4-pulse amplitude
modulation (4-PAM) with additive white Gaussian noise
(AWGN). For TLC NAND flash memory with 3 bits per
cell, the threshold voltage may be set to one of eight levels:
µ111, µ011, µ001, µ101, µ100, µ000, µ010, and µ110, which
correspond to the symbols ‘‘111,’’ ‘‘011,’’ ‘‘001,’’ ‘‘101,’’
‘‘100,’’ ‘‘000,’’ ‘‘010,’’ and ‘‘110,’’ respectively. The signal-
to-noise ratio, SNR, for Gaussian channels can be determined
by the ratio of symbol energy, Es, and noise energy, N0 =

2σ 2, i.e., SNR = 10 log10
(
Es/2Rσ 2

)
, where R is a code rate.

Fig. 1 (a) shows the threshold voltage distribution func-
tion of the MLC Gaussian channel. The write levels
µ11, µ10, µ00, and µ01, are set as 1, 2, 3, and 4 volts,
respectively. The variances σ 2

11, σ
2
10, σ

2
00, and σ 2

10 are set to
be 0.1 volt. Fig. 1 (b) shows the threshold voltage distribu-
tion function of the TLC Gaussian channel. The write levels
µ111, µ011, µ001, µ101, µ100, µ000, µ010, and µ110, are set
as 1, 1.5, 2, 2.5, 3, 3.5, 4, and 4.5 volts, respectively. The
variances σ 2

111, σ
2
011, σ

2
001, σ

2
101, σ

2
100, σ

2
000, σ

2
010, and σ 2

110 are
set to be 0.01 volt.

B. EMPIRICAL CHANNEL MODEL
In practice, the memory cell composes of several noise
sources [5], [6], [7], [10], including Program and Erase Noise
(PE), Cell-to-Cell Interference (CCI), Random Telegraph
Noise (RTN), and Retention Time (RT) Noise. In [5], [6], [7],
and [10], the empirical channel model of the MLC NAND
flashmodel has been presented. Here, we derive the threshold

FIGURE 1. (a) The threshold voltages of MLC Gaussian channel model,
(b)The threshold voltages of TLC Gaussian channel model.

voltages by exploiting the characteristic function. Thus, the
threshold voltages can be written in a closed-form expres-
sion and are easily visualized with any channel parameter.
Given threshold voltages, Vs ∈ {V11,V10,V00,V01}, for
symbols ‘11’, ‘10’, ‘00’ and ‘01’, respectively. The closed-
form expression of MLC NAND flash memory is presented
as follows

1) PROGRAM AND ERASE NOISE
Before memory cells are programmed, the charges in the
floating-gate layer of all memory cells in the same block are
removed [5], [6], [7], [10]. Thus, the memory cell possesses
the lowest threshold voltage V11. This erased state represents
the symbol ‘‘11.’’ In [5], [6], [7], and [10], the distribution
function pE(vth) is modeled as a Gaussian distribution with
mean V11 = 1.2 volts and standard deviation σE = 0.35 volt.
Therefore, the distribution of threshold voltage can be written
by

pE(vth) =
1

σE
√
2π

exp

(
−
(vth − V11)2

2σ 2
E

)
. (2)

The characteristic function of this normal distribution is given
by

ϕpE (t) = exp(itV11 −
1
2
t2σ 2

E). (3)

To write a memory cell, the target threshold voltage Vl ∈

{V10,V00,V01} must be defined. The incremental step pulse
programming (ISPP) [23] with 1Vpp = 0.3 volts is applied
at the gate terminal of a floating gate transistor. Then, the
threshold voltage vth will be verified immediately. If vth is
less than the target voltage Vl , the ISPP with 1Vpp will be
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performed. From ISPP, the threshold voltage becomes the
uniform distribution as [23]

pISPPl (vth) =

{
1

1Vpp
, if Vl ≤ vth ≤ Vl + 1Vpp

0, else
, (4)

and its characteristic function is described by

ϕpISPPl
(t) =

exp(it(Vl + 1Vpp)) − exp(itVl)
it1Vpp

. (5)

2) CELL-TO-CELL INTERFERENCE
There are 2 types of structures such as even/odd bit-line
structure [24] and all-bit-line structure [25]. In this paper, the
all-bit-line structure is considered only. The memory cells in
the word line are influenced by the 2 cells in the even bit-line
and 1 cell in the odd bit-line, whose coupling ratios are γxy
and γy, respectively. The cell-to-cell interference causes the
shifted threshold voltage Vshifted [5], [6], [7], [10] to be

Vshifted =

∑
k∈{xy,y,xy}

1Vkγk , (6)

where 1Vk is the change of threshold voltage of neighbor
cell k . From [7], the distribution of cell-to-cell interference is
modeled as the Gaussian distribution written by

pC2C(vth) =

 0.75
σC2C

√
2π

exp
(

−
(vth−µC2C)2

2σ 2
C2C

)
, if vth ̸= 0

0.25, else
,

(7)

where σC2C and µC2C represent a standard deviation and
a mean of shifted voltage, respectively. We then define the
characteristic function as

ϕpC2C (t) = 0.75 exp(itµC2C −
1
2
t2σ 2

C2C) + 0.25. (8)

3) RANDOM TELEGRAPH NOISE
The tunnel oxide layer in a memory cell is damaged by the
number of programmed and erased (PE) cycles. At the charge
trap site, the electrons capture and emission situation cause
the fluctuated threshold voltage [26]. The distribution of ran-
dom telegraph noise is modeled as a symmetric exponential
function as [5], [6], and [7]

pRTN(vth) =
1

2λRTN
exp

(
−

|vth|
λRTN

)
, (9)

where λRTN = 0.00025(PE)0.5. The characteristic function
can be defined as

ϕpRTN(t) =
1

1 + λ2
RTNt

2
. (10)

4) RETENTION NOISE
The increasing number of PE cycles damages the tunnel oxide
layer. When the data are stored in a memory cell for a long
time, the charge in the floating-gate layer is de-trapped [27]
and leads to decreased threshold voltages, i.e., threshold volt-
ages are shifted. The distribution of retention noise pRT is

FIGURE 2. (a) The empirical channel model of MLC NAND flash memory
with sf = 1.5, (b) The empirical channel model of MLC NAND flash
memory with sf = 0.5.

approximately modeled as a Gaussian distribution [23] given
by

pRTs (vth) =
1

σRTs
√
2π

exp

(
−
(vth − µRTs )

2

2σ 2
RTs

)
, (11)

where σRTs ∈ {σRT11 , σRT10 , σRT00 , σRT01} and µRTs ∈

{µRT11 , µRT10 , µRT00 , µRT01} denote a standard deviation and
a mean of retention noise, which can be computed from

µRTs = (Ṽs − x0)(AtPEαi + BtPEαo ) log(1 + T ), (12)

σRTs = 0.4|µRTs |, (13)

where Ṽs ∈ {Ṽ11, Ṽ10, Ṽ00, Ṽ01} and Ṽ11 = V11 +

Vshifted, Ṽ10 = V10 + Vshifted, Ṽ00 = V00 + Vshifted, Ṽ01 =

V01 + Vshifted. In this work, we set At = 0.000055, Bt =

0.000235, αi = 0.62, αo = 0.32, and x0 = 1.2. The T
denotes the retention time. Thus, the characteristic function
is given by

ϕpRTs (t) = exp(itµRTs −
1
2
t2σ 2

RTs ). (14)
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5) THRESHOLD VOLTAGES OF MLC NAND FLASH MEMORY
The convolution operation of pPE, pISPPl , pC2C, ppRTN and
pRTs can generate the threshold voltages of MLC NAND
flash memory. The threshold voltage of the erased cell, which
is corrupted by cell-to-cell interference, random telegraph
noise, and data retention noise can be written as

p11(vth) = pE(vth) ∗ pC2C(vth) ∗ pRTN(vth) ∗ pRT11 (vth),
(15)

where ∗ denotes the convolution operation. For the pro-
grammed cell, the threshold voltage distribution pl ∈

{p10, p00, p01} can be generated as follow

pl(vth) = pISPPl (vth) ∗ pC2C(vth) ∗ pRTN(vth) ∗ pRTl (vth).
(16)

To facilitate the optimization of the read voltages,
we exploit the characteristic function to obtain the com-
pact channel model. By using a characteristic function, the
convolution operation in (15) and (16) will become the mul-
tiplication operation. The closed-form equations of threshold
voltages corrupted by several noises are written by

p11(vth)

=
0.25
2π

(∫
∞

−∞

3 exp
(
it(µES1 − vth) − (σ 2

ES1t
2)/2

)
1 + λ2

RTNt
2

dt

+

∫
∞

−∞

exp
(
it(µES2 − vth) − (σ 2

ES2t
2)/2

)
1 + λ2

RTNt
2

dt
)

, (17)

pl(vth)

=
0.25
2π

(∫
∞

−∞

3 exp
(
it(µPS1l − vth) − (σ 2

PS1l
t2)/2

)
1Vppit(1 + λ2

RTNt
2)

dt

−

∫
∞

−∞

3 exp
(
it(µPS2l − vth) − (σ 2

PS1l
t2)/2

)
1Vppit(1 + λ2

RTNt
2)

dt

+

∫
∞

−∞

exp
(
it(µPS3l − vth) − (σ 2

PS2l
t2)/2

)
1Vppit(1 + λ2

RTNt
2)

dt

−

∫
∞

−∞

exp
(
it(µPS4l − vth) − (σ 2

PS2l
t2)/2

)
1Vppit(1 + λ2

RTNt
2)

dt
)

, (18)

where µES1 = V11 + µC2C + µRT11 , µES2 = V11 + µRT11 ,
σ 2
ES1 = σ 2

E + σ 2
C2C + σ 2

RT11
, σ 2

ES2 = σ 2
E + σ 2

RT11
, µPS1l =

Vl + 1Vpp + µC2C + µRTl , µPS2l = Vl + µC2C + µRTl ,
µPS3l = Vl + 1Vpp + µRTl , µPS4l = Vl + µRTl , σ 2

PS1l
=

σ 2
C2C + σ 2

RTl
, σ 2

PS2l
= σ 2

RTl
, and l ∈ {10, 00, 11}.

Fig. 2 (a) and (b) show the threshold voltages generated
from (17) and (18), where PE = 0 cycles, V01 = 2.55 volts,
V00 = 3 volts,V01 = 3.45 volts, T = 1 year andµy = 0.08sf.
In Fig. 2 (a), we set strength factor (sf) to 1.5, σ 2

C2C = 0.0038,
µC2C = 0.2340 volts and Ṽ11 = 1.3747 volts. In Fig. 2
(b), we use sf = 0.5, the σ 2

C2C = 4.2276 × 10−4, µC2C =

0.0780 volts and Ṽ11 = 1.2583 volts. Note that we will use
sf = 0.5 and T = 1 in all simulations of this paper.

III. MULTIPLE READS OF NAND FLASH MEMORY
Multiple reads are required to obtain the soft channel infor-
mation from amemory cell [7], for example, theMLCNAND
flash memory requires read voltages of at least 6 differ-
ent voltages and the TLC NAND flash memory requires
read voltages of at least 14 distinct voltages. Let r =

[r1, r2, r3, r4, r5, r6] be the read voltage set of MLC NAND
flash memory. The read voltage r1 is an initial read voltage
applied to a memory cell. Then, the current output of the
memory cell is probed by the sense amplifier. If the sense
amplifier cannot probe any current, the read voltage r2 will
be applied. This process continues until the read voltage r6 is
applied or the current output is probed. Then, the thresh-
old voltage of the memory cell will be estimated. The read
voltages applied to the memory cell can be viewed as the
quantizer where the threshold voltage is quantized at certain
levels.
Since the MLC NAND flash memory stores 2 bits/cell

consisting of the most significant bit (MSB) and the least sig-
nificant bit (LSB), we will consider the discrete memoryless
channel (DMC) of MSB and LSB separately. Considering the
soft information required from the LDPC decoder, the read
voltages r = [r1, r2, r3, r4, r5, r6] will divide the threshold
voltage into 7 regions � = {�1, �2, �3, �4, �5, �6, �7},
where �1 ∈ (−∞, r1], �2 ∈ (r1, r2], �3 ∈ (r2, r3], �4 ∈

(r3, r4], �5 ∈ (r4, r5], �6 ∈ (r5, r6] and �7 ∈ (r6, ∞).
Let xs be an input symbol. Hence, the conditional probability
pj(�j|xs) is calculated by

pj(�j|xs) =

∫
�j

ps(vth)dvth, (19)

where s ∈ {11, 10, 00, 01} and j ∈ {1, 2, 3, 4, 5, 6, 7}. Let
LM and LL be the log-likelihood ratio (LLR) ofMSB and LSB
with distributions pLM and pLL , respectively. Thus,

LMj =

∑
s∈{11,10} pj(�j|xs)∑
s∈{00,01} pj(�j|xs)

and (20)

LLj =

∑
s∈{11,01} pj(�j|xs)∑
s∈{10,00} pj(�j|xs)

. (21)

IV. THEORETICAL ANALYSIS OF LDPC DECODER IN
NAND FLASH MEMORY
In this section, we resurrect the theoretical analysis of LDPC
codes, called density evolution (DE) [28]. Note that the LDPC
decoder generally uses the sum-product algorithm. In this
work, we will show the theoretical analysis of various LDPC
decoders such as belief propagation, min-sum [15], normal-
ized min-sum [16], and offset min-sum [17]. The theoretical
analysis through DE will be the essential component of our
proposed optimization, for example, the DE is used to analyze
the read voltages of NAND flash memory. Here, we will
derive the DE for MLC NAND flash memory only since
the DE can be extended to the TCL and QLC NAND flash
memories, straightforwardly. The behaviors of optimal read
voltages for LDPC codes under sum-product and min-sum
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algorithms are investigated in this section and their results
confirm that the DE can be used to find the suitable read
voltages for the LDPC decoder.

A. DENSITY EVOLUTION (DE)
The DE [28] is an effective tool to analyze the error-
correcting capability of LDPC codes. The concept of the
DE is to track the LLR distribution of the check node
and variable node during the iterative decoding. Finally, the
error probability is estimated from the LLR distribution in
the final iterations at the variable node. In this work, the
error-correcting capabilities of regular LDPC codes, irregular
LDPC codes, and protograph LDPC codes are presented.
Since their parity-check matrixes are different, we will define
the DE computations separately. The details of DE are as
follows.

1) DENSITY EVOLUTION (DE) FOR REGULAR LDPC CODES
Regular LDPC codes with constant row weight and column
weight represent the parity check matrix with pairs of row
weight and column weight (dv, dc). Let LCN be an outgoing
LLR of check node with the distribution p(l)LCN at the l-th
iteration and LVN be an outgoing LLR of variable node with
the distribution p(l)LVN at the l-th iteration. The LCH is defined
as a channel output with the distribution pLCH .

At the variable node process, the distribution of the outgo-
ing LLR is given by

p(l)LVN (L) = pCH(L) ∗

(
p(l−1)
LCN

(L)
)∗(dv−1)

, (22)

where pZ(z) = pX(x) ∗ pY(y) =
∫

∞

−∞
pX(z − y)pY(y)dy and

pX(x) ∗ pX(x) = pX(x)
∗2.

At the check node process, the distribution of outgoing
LLR is obtained by

p(l)LCN (L) = p(l)LVN (L)
⊗(dc−1), (23)

where

pZ(z) = pX(x) ⊗ pY(y)

=

∫
z=g(x,y)

pX(x)pY(y)dxdy, (24)

and pX(x) ⊗ pX(x) = pX(x)
⊗2. This distribution function

can be calculated differently due to the different decoding
algorithms. The function g(x, y) for belief propagation (BP),
min-sum (MS), normalized min-sum (NMS), and offset min-
sum (OMS) decoding can be calculated from

gBP(x, y) = −2tanh−1(tanh(x/2)tanh(y/2)). (25)

gMS(x, y) = sign(xy)min(|x|, |y|), (26)

gNMS(x, y) = sign(xy)min(|x|, |y|)α, (27)

and

gOMS(x, y) = sign(xy)max(min(|x|, |y|) − β, 0), (28)

where 0 < α < 1 and 0 < β < 1. Note that the complexity
of the min-sum decoder is exist in [29].

To analyze the theoretical performance of the LDPC
decoder, all zero codewords with infinity length are assumed.
The density evolution will produce the LLR distribution of
the check node and variable node until the maximum iteration
number lmax is reached. At the final iteration, the distribution
of the output of the LDPC decoder will be estimated from

p(lmax)
LVN

(L) = pCH(L) ∗

(
p(lmax−1)
LCN

(L)
)∗(dv)

, (29)

and the error probability is approximated by

Perr =

∫ 0

−∞

p(lmax)
LVN

(L)dL. (30)

2) DENSITY EVOLUTION (DE) FOR IRREGULAR LDPC CODES
For irregular LDPC codes, each row has different weights and
each column has different weights, the parity check matrix
is then represented by degree distribution pairs (λ, ρ). The
degree distribution pairs can be represented by polynomial,
that is

λ(X ) =

dvmax∑
i=2

λiX i−1, (31)

and

ρ(X ) =

dcmax∑
i=2

ρiX i−1, (32)

where dvmax and dcmax is a maximum column weight and row
weight,

∑dvmax
i=2 λi = 1,

∑dcmax
i=2 ρi = 1, λ2, λ3, . . . ,λdvmax ≥

0 and ρ2, ρ3, . . . , ρdcmax ≥ 0.
Since the row weight and column weight of an irregular

LDPC code are not constant, calculations at variable nodes
and check nodes need to be slightly modified from regular
LDPC code. The variable node and check node calculation
can be rewritten by

p(l)LVN (L) = pCH(L) ∗

dvmax∑
i=2

(
λip

(l−1)
LCN

(L)
)∗(i−1)

, (33)

and

p(l)LCN (L) =

dcmax∑
i=2

ρip
(l)
LVN

(L)⊗(i−1), (34)

3) DENSITY EVOLUTION (DE) FOR PROTOGRAPH LDPC
CODES
A protograph LDPC code can be represented by a base graph
or protomatrix B. The base graph consists of a set of variable
nodesV , a set of check nodes C, and a set of edges E . The base
graph can allow degree-1 variable nodes, punctured variable
nodes, and parallel edges. Let (i, j, k) be the index of each
edge where i ∈ {1, 2, . . . ,Mp} is an index of the check node
in the base graph, j ∈ {1, 2, . . . ,Np} is an index of the variable
node in the base graph, k ∈ {1, 2, . . . , b(i, j)} is an index of
the parallel edge in the base graph,Mp and Np is a number of
check node and variable node in the base graph and b(i, j) ∈ B
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is a number of the parallel edge. We define LVN(i, j, k) and
LCN(i, j, k) as an outgoing LLR from j-th variable node to i-th
check node via k-th parallel edge and an outgoing LLR from
i-th check node to j-th variable node via k-th parallel edge. Let
pVN(L(i, j, k)) and pCN(L(i, j, k)) be the distribution function
of LVN(i, j, k) and LCN(i, j, k).
At the check node process, the outgoing LLR distribution

is computed by

p(l)LCN (L(i, j, k)) = 2{i,j′,k ′∈M(i)\j,k}p
(l)
LVN

(L(i, j′, k ′)), (35)

where 2{i∈{x1,x2,x3}}p(i) = p(x1) ⊗ p(x2) ⊗ p(x3) and
M(i)\j, k is the set of all variable nodes and parallel edges
connected to i-th check node except j-th variable node and
k-th parallel edge.

At the variable node process, the outgoing LLRdistribution
is obtained by

p(l)LVN (L(i, j, k)) =

(
4{i′,j,k ′∈N (j)\i,k}p

(l−1)
LCN

(L(i′, j, k ′))
)

∗ pCH(L(j)), (36)

where4{i∈{x1,x2,x3}}p(i) = p(x1)∗p(x2)∗p(x3) andN (j)\i, k
is the set of all variable nodes and parallel edges connected
to j-th variable node except i-th check node and k-th parallel
edge. The final distribution is given by

p(lmax)
LVN

(L(j)) =

(
4{i,j,k∈N (j)}p

(lmax−1)
LCN

(L(i, j, k))
)

∗ pCH(L(j)), (37)

where N (j) is the set of all variable nodes and parallel edges
connected to j-th variable node. Then, the error probability
Perr is calculated by

Perr =
1
Np

Np∑
j=1

∫ 0

−∞

p(lmax)
LVN

(L(j))dL. (38)

B. DEFINITION OF ERROR PROBABILITY ESTIMATION
FUNCTION AND DECODING THRESHOLD EXPLORING
FUNCTION

Algorithm 1 Error Probability Estimation Function Pavg(x)
for Regular LDPC Codes
Input : r, dv, dc, lmax, p11(vth), p10(vth), p00(vth) and p01(vth)
Output : Pavg
1: Compute pLM and pLL discretized by r.
2: for pCH = pLM and pLL .
3: for l = 1, 2, 3 . . . , lmax − 1
4: Calculate p(l)LVN , see (22)

5: Calculate p(l)LCN , see (23)
6: end for
7: Calculate p(lmax )LVN

, see (29)
8: Calculate Perr, see (30)
9: end for
10: Calculate Pavg, see (39)

Let Pavg(x) be an error probability estimation function
and PE*(x) be a decoding threshold exploring function. The

Algorithm 2 Error Probability Estimation Function Pavg(x)
for Irregular LDPC Codes
Input : r, λ, dc, lmax, p11(vth), p10(vth), p00(vth) and p01(vth)
Output : Pavg
1: Compute pLM and pLL discretized by r.
2: for pCH = pLM and pLL .
3: for l = 1, 2, 3 . . . , lmax − 1
4: Calculate p(l)LVN , see (33)

5: Calculate p(l)LCN , see (34)
6: end for
7: Calculate p(lmax )LVN

, see (29)
8: Calculate Perr, see (3)
9: end for
10: Calculate Pavg, see (39)

Algorithm 3 Error Probability Estimation Function Pavg(x)
for Protograph LDPC Codes
Input : r, B, lmax, p11(vth), p10(vth), p00(vth) and p01(vth)
Output : Pavg
1: Compute pLM and pLL discretized by r.
2: for pCH = pLM and pLL .
3: for l = 1, 2, 3 . . . , lmax − 1
4: Calculate p(l)LVN , see (35)

5: Calculate p(l)LCN , see (36)
6: end for
7: Calculate p(lmax )LVN

, see (37)
8: Calculate Perr, see (38)
9: end for
10: Calculate Pavg, see (39)

vector x consists of the distribution of threshold voltages, the
read voltage r, the variable node degree dv, the check node
degree dc, and the maximum number of iteration lmax. The
details of Pavg(x) and PE*(x) function are described as follow.

• The error probability estimation function Pavg(x): The
read voltage r is applied to a memory cell of NAND
flash memory. Then, the DE algorithm will be per-
formed to obtain the error probabilities of MSB and
LSB.We define Pavg as an average of error probabilities,

Algorithm 4 Decoding Threshold Exploring Function
PE*(x)
Input : r, dv or λ, B, dc, lmax, p11(vth), p10(vth), p00(vth) and
p01(vth)
Output : PE∗

1: Set PE and Pavg as 0.
2: while Pavg < 10−6

3: Calculate Pavg, see Algorithm 1-3.
4: PE∗ = PE
5: PE = PE + 1
6: end while
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i.e.,

Pavg =
1
2
(PMSB

err + PLSBerr ). (39)

The procedures of error probability estimation func-
tion Pavg(x) of regular LDPC codes, irregular LDPC
codes, and protograph LDPC codes are shown in
Algorithm 1 - 3.

• The decoding threshold exploring function PE*(x):
First, the PE cycle of NAND flash memory is set to be 0.
The PE*(x) will request the Pavg(x) to compute the Pavg.
If the Pavg is less than 10−6, the PE cycle is increased.
Then the PE*(x) will recall the Pavg(x) to compute the
Pavg. The stopping criterion is that the Pavg is more than
or equal to 10−6. The last PE cycle will become the
decoding threshold, which is the output of PE*(x). The
decoding threshold exploring function PE*(x) is illus-
trated in Algorithm 4. Note that the decoding threshold
for the Gaussian channel model is the signal-to-noise
ratio (SNR).

V. THEORETICAL RESULTS OF LDPC DECODER IN NAND
FLASH MEMORY
To investigate the behavior of read voltages, we will consider
a single-level cell (SLC) NAND flash memory with a Gaus-
sian channelmodel as shown in Fig. 3, wheremeanµ = 0 and
variance σ 2

= 0.1476, threshold voltage vth ∈ {−1, 1}. The
read voltages r0 and r1 must be applied to obtain the soft
information. The distance between the r0 (r1) and the optimal
read voltage for the hard decision is defined as the erasure
width in left area rhlw (the erasure width in right area rhrw),
respectively. Since the channel model is symmetric, the rhlw
and rhrw can be optimized by setting rhlw = rhrw. We will use
the notation rhw instead of rhlw and rhrw. Figs. 4 and 5 show
the empirical mutual information of LLR before and after
the BP and MS decoding at any rhw. Note that the empirical
mutual information can be calculated by using I (L;X ) =

1 − E{log2(1 + exp(−L))} as suggested in [30] where L is
an LLR and E{·} is an expectation function. We use LDPC
code with dv = 3 and dc = 30, whose parity check matrix is
constructed by PEG algorithm [31]. The maximum number
of LDPC decoding is set to be 10 iterations. We found that
the maximum MIs before the BP and MS decoding are given
when the rhw = 0.158 and 0.092 volts, respectively. While the
maximum MIs after the BP and MS decoding are located at
the rhw = 0.247 and 0.145 volts.

The error probability curves for BP decoding of the (3, 6)
and (3, 30) LDPC codes are shown in Fig. 6. For the MS
decoding, the error probability curves are shown in Fig. 7.
Each curve represents the Pavg estimated from Algorithm 1.
The square points represent the error probabilities at the read
voltages optimized by MMI [9]. These results confirm that
the read voltages optimization throughMMI does not provide
the lowest error probability. Consider the error probability at
SNR = 5.3 dB in Fig. 6 (b). This theoretical error probability
corresponds to the empirical mutual information after the BP

FIGURE 3. The threshold voltages of SLC NAND flash memory with
Gaussian channel model.

FIGURE 4. The empirical mutual information before and after the (3, 30)
LDPC code with BP decoder.

decoder in Fig. 4. For example, in Fig. 4, the simulation
results indicate that the maximum mutual information after
BP decoding is located at rhw = 0.247 volts. This value can
be found by minimizing the Pavg(x) in Fig. 6 (b). Thus,
minimizing Pavg(x) can be the objective function of read
voltages optimization when the structure of LDPC codes is
given. This congruence also appears in the MS decoding i.g.
the maximummutual information in Fig. 5 corresponds to the
error probability curve in Fig. 7 (b). Moreover, at the same
code rate, we found that the lowest error probabilities of BP
and MS decoding are different.

VI. DESIGN OF READ VOLTAGES VIA DENSITY
EVOLUTION
In this section, we will introduce the read voltage optimiza-
tion. As the results in the previous section, the read voltages
must be optimized in such a way that the LDPC decoder
provides the lowest error probability at any PE cycle. We will
use evolutionary programming to find the read voltages that
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FIGURE 5. The empirical mutual information before and after the (3, 30)
LDPC code with MS decoder.

FIGURE 6. (a) The error probabilities of (3,6) LDPC codes with BP
decoder, (b) The error probabilities of (3,30) LDPC codes with BP decoder.

the BP, MS, NMS, and OMS decoders have the lowest error
probabilities. Note that the error probabilities of BP, MS,

FIGURE 7. (a) The error probabilities of (3,6) LDPC codes with MS
decoder, (b) The error probabilities of (3,30) LDPC codes with MS decoder.

NMS, and OMS decoder are estimated from Algorithm 1.
We begin to explain the definition and notation of evo-
lutionary programming. Then, the proposed read voltages
optimization will be served.

A. EVOLUTIONARY PROGRAMMING
In this work, we will use the differential evolution [32] to
confine the feasible solutions. Differential evolution is an
evolutionary algorithm for solving optimization problems.
Differential evolution possesses 3 important processes such
as mutation process, crossover process, and selection process.
The details of differential evolution are as follows:

1) INITIALIZATION
Let xg = [x1,g, x2,g, . . . , xi,g, . . . , xNP,g] be the solu-
tion matrix at g-th generation. Each solution is composed
of D parameters, namely, xi,g = [x1, x2, . . . , xj, . . . , xD].
In the initialization, the solutions must be comprehensively
generated.
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2) MUTATION PROCESS
Let mi,g = [m1,m2, . . . ,mj, . . . ,mD] be the mutant vector.
The mutation process is the modification of coordinates, i.e.,
the difference between two solutions in each generation. This
difference between the two solutions is gained by scaling
factor F and is then added by the other solution. Thus, the
modified solution, called mutant vectormi,g, is given by

mi,g = xa,g + F(xb,g − xc,g), (40)

where F is a constant and F ∈ [0, 2] and xa,g, xb,g, xc,g are
the solution vectors, where a, b, c ∈ {1, 2, . . . ,NP}.

3) CROSSOVER PROCESS
In this process, the trial vector vi,g = [v1, v2, . . . , vj, . . . , vD]
will be generated from the mutant vector mi,g and target
vector xi,g. The amount of mixture is called a crossover rate,
CR ∈ (0, 1). The trial vector vi,g is computed by

vj =

{
mj, if randj ≤ CR or j = irand
xj, if randj > CR or j ̸= irand

(41)

where randj is the value in a range (0, 1) and irand is a random
integer in the range {1, 2, . . . ,D}.

4) SELECTION PROCESS
The trial vector vi,g and target vector xi,g will be the input
of the object function f(·). The vector, which can maximize
(minimize) the object function, is selected to be the new target
vector xi,g+1 in the next generation i.e.,

xi,g+1 =

{
xi,g, if f(xi,g) > f(vi,g)
vi,g, if f(xi,g) ≤ f(vi,g)

. (42)

B. DESIGN OF MULTIPLE SETS OF READ VOLTAGES
Let r be the read voltages. For each specific PE cycle, the
read voltages must be optimized by minimizing the error
probability, e.g.,

r∗
= argmin

r
Pavg(r, p11, p10, p00, p01, dv, dc, lmax), (43)

where the Pavg(·) is the error probability estimation function
given in Algorithm 1-3. Since the NAND flash memory
exhibits an asymmetric channel, we will use the i.i.d. channel
adapter [33] to convert the asymmetric channel to the sym-
metric channel. Algorithm 5 shows the differential evolution
to find the optimal read voltages r∗. Fig. 6 (a) and (b) show
the optimized read voltage for MLC and TLC NAND flash
memory with the Gaussian channel model. We use the (3, 30)
LDPC codes for the target design of the proposed DE. From
the results, the read voltages of the proposed DE are narrow
at low SNR, whereas read voltages of MMI [9] are narrow
at high SNR. Fig. 7 shows the multiple sets of read voltages
obtained by MMI [9], entropy [10], and proposed DE for
MLC NAND flash memory. We use the empirical channel
model of NAND flash memory as presented in Section II.
Note that the number of read voltages optimized by entropy
must be an even number and the read voltages at each dom-
inant overlapped region must be an even number due to the

limitation of entropy computation. Each read voltages pair
(rj, rj+1) of the entropy-based method is slightly getting
wider when the PE cycle is increased. For the read voltages
optimized by MMI, the first dominant overlapped region has
only 1 read voltage since the error probability in this dominant
overlapped region is small. Due to the high error probability,
the second dominant overlapped region has 2 read voltages
and the last dominant overlapped region has 3 read voltages.
The read voltages of MMI are getting wider when the PE
cycle is increased. For the proposed DE, the number of the
read voltages in each dominant overlapped region equals the
read voltages of MMI. However, the read voltages of the pro-
posed DE are narrow at the high PE cycle.

Algorithm 5 Design of Read Voltages
Input : p11, p10, p00, p01, dv or λ, dc, lmax, NP, gmax, F , D, j and CR.
Output : r∗

1: Generate the read voltages for setting a solution vector xi,1,
i ∈ {1, 2, 3, . . . ,NP}.

2: for g = 1, 2, 3 . . . , gmax
3: for i = 1, 2, 3 . . . ,NP
4: Compute the mutant vector mi,g, see (40).
5: Compute the trial vector vi,g, see (41).
6: if the multiple sets of read voltages are used.
7: Calculate f1 = Pavg(xi,g, p11, p10, p00, p01, dv or λ, dc, lmax)

and f2 = Pavg(vi,g, p11, p10, p00, p01, dv or λ, dc, lmax),
see Algorithm 1-3.

8: else if the single set of read voltages is used.
9: Calculate f1 = PE*(xi,g, p11, p10, p00, p01, dv or λ, dc, lmax)

and f2 = PE*(vi,g, p11, p10, p00, p01, dv or λ, dc, lmax),
see Algorithm 4.

10: end if
11: Perform the selection process to generate xi,g+1, see (42).
12: end for
13: end for
14: r∗

= xi,gmax , ∀i.

C. DESIGN OF SINGLE SET OF READ VOLTAGES
In this subsection, we consider the NANDflash memory with
a limited number of the read voltages set. For example, only
a single set of read voltages is used for every PE cycle. In this
case, since the optimal read voltages depend on the PE cycle,
we propose to optimize the read voltages by maximizing the
decoding threshold of LDPC codes. The read voltages should
be optimized such that the decoding threshold is maximized
as follow

r∗
= argmax

r
PE*(r, p11, p10, p00, p01, dv, dc, lmax), (44)

where the PE*(·) is the decoding threshold exploring function
in Algorithm 2. The details of read voltages optimization are
shown in Algorithm 5.

Tables 1 and 2 demonstrate the optimized read voltages for
MLC and TLCNANDflashmemory with the Gaussian chan-
nel model. The read voltages in Tables 1 and 2 are designed
for SNR = 16.130 dB and SNR = 16.862 dB, and the read
voltages are on the green dot-dash line in Fig. 8 (a) and (b).
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FIGURE 8. (a) The comparison of multiple sets of read voltages for MLC
NAND flash memory with Gaussian channel model, (b) The comparison of
multiple sets of read voltages for TLC NAND flash memory with Gaussian
channel model.

Table 3 shows the read voltage for MLC NAND flash mem-
ories with an empirical channel model By using the same
channel parameter in Fig. 2 (b), the decoding threshold is
equal to 28,998 cycles. The read voltages in Table 3 are
designed for PE = 28,998 cycles, and the read voltages are
on the green dot line in Fig. 9.

VII. DESIGN OF LDPC CODES FOR READ VOLTAGES
This section will present the design of LDPC codes for
NAND flash memory. First, we will show the design of irreg-
ular LDPC codes for the read voltages optimized by MMI
and Entropy. However, in Section V, the read voltages must
be designed by considering the structure of LDPC codes.
Therefore, we then proposed the joint design of the read
voltages and LDPC codes. Note that the MMI and Entropy

FIGURE 9. The comparison of the multiple sets of read voltages for MLC
NAND flash memory with empirical channel model.

TABLE 1. A single set of read voltages for MLC NAND flash memory with
gaussian channel model.

do not support the joint design since the MMI does not
consider the structure of LDPC codes and Entropy requires
the Monte Carlo simulation. We begin to explain the design
of irregular LDPC codes for the read voltages obtained from
MMI and Entropy in subsection A. Then, the design of the
protograph LDPC codes for the read voltages will be pre-
sented in subsection C.

A. DESIGN OF IRREGULAR LDPC CODES
Given the optimized read voltages, the irregular LDPC codes
can be designed by maximizing the decoding threshold. This
design method can be viewed as the design of irregular LDPC
code for a single set of read voltages. We define 3 =

[λ2, λ3, . . . ,λdvmax ] as the variable node degree distribution,
where the summation of degree distribution must be equal
to 1. The variable node degree distribution is a nonnegative
number and must satisfy the desired code rate R. Therefore,
the irregular LDPC codes for given read voltages can be
obtained from

{3∗, d∗
c } = arg max

{3,dc}
PE*(r∗, p11, p10, p00, p01, 3, dc, lmax),

(45)

subject to
∑dvmax

i=2 λi = 1, R = 1 −
1/dc∑dvmax

i=2 λi/i
and

λ2, λ3, . . . ,λdvmax ≥ 0.
Since differential evolution is an optimization tool with

non-constraints, we then construct several constraints using
the penalty function [34]. The penalty function D(x) will
force the population of the solution to be the value in the fea-
sible region. For inequality constraints, let gk (x) be the k-th

74430 VOLUME 11, 2023



C. Duangthong et al.: Efficient Design of Read Voltages and LDPC Codes in NAND Flash Memory

TABLE 2. A single set of read voltages for TLC flash memory with
gaussian channel model.

TABLE 3. A single set of read voltages for MLC flash memory with
empirical channel model.

constraint function of x = [x1, x2, . . . , xD]. If the gk (x) ≥ 0,
the constraint function will be gk (x) = max{0, gk (x)}. For the
equality constraints, let hl(x) be the l-th constraint function
of x. If hl(x) = 0, the penalty function will be rewritten
by hl(x) = |hl(x)|. To design the LDPC codes, the penalty
functions of inequality constraints and equality constraints
are g1(λ2), g2(λ3), . . . , g1(λdvmax ) ≥ 0, h1(λ) = λ2 + . . . +

λdvmax −1 = 0 and h2(λ) = 1−R−
1/dc

λ2/2+...+λdvmax/dvmax
= 0.

Then, the penalty function is

PF(λ) = Fp

( dvmax−1∑
k=1

gk (λk+1) +

2∑
l=1

hl(λ)
)

. (46)

where Fp is the penalty parameter. The details of the design of
irregular LDPC codes are given inAlgorithm 6. Table 4 shows
the irregular LDPC codes designed for the read voltages in
Fig. 9.

Algorithm 6 Design of Irregular LDPC Codes
Input : r, p11, p10, p00, p01, R, lmax, NP, gmax, F , D, j and CR.
Output : 3∗ and d∗

c .
1: Generate the degree distribution for setting a solution vector

xi,1 = {3i,g, dci,g }.
2: for g = 1, 2, 3 . . . , gmax
3: for i = 1, 2, 3 . . . ,NP
4: Compute the mutant vector mi,g, see (40).
5: Compute the trial vector vi,g, see (41).
6: Compute f1 = PE*(r, p11, p10, p00, p01, xi,g, lmax) −

PF(xi,g)
and f2 = PE*(r, p11, p10, p00, p01, xi,g, lmax) − PF(vi,g).

7: Perform the selection process to generate xi,g+1, see (42).
8: end for
9: end for
10: 3∗ = xi,gmax , ∀i and d∗

c = xi,gmax , ∀i.

B. DESIGN OF PROTOGRAPH LDPC CODES
An example base graph of an AR4JA code with a code rate
of 0.9 is

BAR4JA =

2 0 0 1 0 0 0 0 · · · 0
3 1 1 0 1 3 1 3 · · · 1
1 2 2 0 1 1 3 1 · · · 3

 , (47)

TABLE 4. Irregular LDPC codes for read voltages optimized by MMI, and
entropy.

where the first column is defined as a punctured node.
To design the protograph code, the elements of the base graph
b(i, j) are optimized. In this work, the numbers of rows and
columns of the basematrix are set to be 3 and 21, respectively.
The degree-1 and degree-2 variable nodes are added to the
base graph to improve the decoding threshold and linear-
minimum-distance property [35]. The 6-th to 21-th columns
are identical to the AR4JA code. Therefore, our base graph is
expressed by

B =

b(1, 1) b(1, 2) b(1, 3) 1 0 0 · · · 0
b(2, 1) b(2, 2) b(2, 3) 0 1 3 · · · 1
b(3, 1) b(3, 2) b(3, 3) 0 1 1 · · · 3

 , (48)

where b(i, j) ∈ {0, 1, 2, 3}. The decoding threshold of the
protograph code is estimated from the DE as presented in
Section IV-A). To design the protograph code, the elements
of the base graph are searched in a way that the decoding
threshold is maximized, i.e.

b∗
= argmax

{b}

PE*(r∗, p11, p10, p00, p01,b,B, lmax),

(49)

where b = [b(1, 1), b(2, 1), b(3, 1), b(1, 2), b(2, 2), . . . ,
b(3, 3)]. By using the differential evolution, the optimal base
graph is obtained, easily. The design of the protograph LDPC
code is shown in Algorithm 7. The designed base graph for
the read voltages given from the MMI method is:

BDesign =

2 0 0 1 0 0 0 0 · · · 0
3 0 3 0 1 3 1 3 · · · 1
1 3 0 0 1 1 3 1 · · · 3

 .

VIII. JOINT DESIGN OF READ VOLTAGES AND LDPC
CODES
In our read voltages optimization, we found that the opti-
mized read voltages are related to the structure of the LDPC
code. Therefore, the read voltages and LDPC code must
be jointly designed to achieve the capacity of NAND flash
memory. Using the DE algorithm, both the read voltages and
LDPC codes can be designed easily.
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Algorithm 7 Design of Protograph LDPC Codes
Input : r, p11, p10, p00, p01, R, lmax, NP, gmax, F ,D, j and CR.
Output : b∗.
1: Generate the degree distribution for setting a solution
vector

xi,1 = bi,g.
2: for g = 1, 2, 3 . . . , gmax
3: for i = 1, 2, 3 . . . ,NP
4: Compute the mutant vectormi,g, see (40).
5: Compute the trial vector vi,g, see (41).
6: Compute f1 = PE*(r, p11, p10, p00, p01, xi,g, lmax)

and f2 = PE*(r, p11, p10, p00, p01, xi,g, lmax)
7: Perform the selection process to generate xi,g+1, see
(42).
8: end for
9: end for
10: b∗ = xi,gmax , ∀i.

A. JOINT DESIGN OF READ VOLTAGES AND IRREGULAR
LDPC CODES
To achieve the superior FER performance of NAND flash
memory, we will propose the joint optimization of read volt-
ages and LDPC codes from

{3∗, d∗
c , r∗

} = arg max
{3,dc,r}

PE*(r, p11, p10, p00, p01, 3, dc,

lmax). (50)

The details of the joint design are presented in Algorithm 8.
The results of the joint design for MLC NAND flash memory
with an empirical channel model are shown in Table 5. As a
result, the decoding threshold of the joint design is greater
than that of the other design in Table 4.

Algorithm 8 Joint Design of Read Voltages and Irregular
LDPC Codes
Input : p11, p10, p00, p01, R, lmax, NP, gmax, F , D1, D2, j and CR.
Output : 3∗, d∗

c and r∗.
1: Generate the degree distribution and read voltages for setting
a solution vector x(1)i,1 = {3i,g, dci,g } and

x(2)i,1 = r, i ∈ {1, 2, 3, . . . ,NP}.
2: for g = 1, 2, 3 . . . , gmax
3: for i = 1, 2, 3 . . . ,NP
4: Compute the mutant vector m(1)

i,g and m(2)
i,g , see (40).

5: Compute the trial vector v(1)i,g and v(2)i,g , see (41).

6: Compute f1 = PE*(x(2)i,g , p11, p10, p00, p01, x
(1)
i,g , lmax)

−PF(x(1)i,g ) and

f2 = PE*(v(2)i,g , p11, p10, p00, p01, v
(1)
i,g , lmax) − PF(v(1)i,g ).

7: Perform the selection process to generate xi,g+1, see (42).
8: end for
9: end for
10: 3∗ = x(1)i,gmax

, ∀i, d∗
c = x(1)i,gmax

, ∀i and r∗ = x(2)i,gmax
, ∀i.

TABLE 5. Read voltages and irregular LDPC codes optimized by DE for
MLC NAND flash memory with empirical channel model.

B. JOINT DESIGN OF READ VOLTAGES AND PROTOGRAPH
LDPC CODES
The read voltages and the base graph are optimized in a way
that the decoding threshold is maximized, i.e.

{b∗, r∗
} = argmax

{b,r}
PE*(r, p11, p10, p00, p01,b,B, lmax).

(51)

The read voltages and the base graph can be found by dif-
ferential evolution. The procedure of joint design is shown in
Algorithm 9.

Algorithm 9 Joint Design of Read Voltages and Protograph
LDPC Codes
Input : p11, p10, p00, p01, R, lmax, NP, gmax, F , D1, D2, j and CR.
Output : b∗ and r∗.
1: Generate the degree distribution and read voltages for setting

a solution vector x(1)i,1 = bi,g and x(2)i,1 = r, i ∈ {1, 2, 3, . . . ,NP}.
2: for g = 1, 2, 3 . . . , gmax
3: for i = 1, 2, 3 . . . ,NP
4: Compute the mutant vector m(1)

i,g and m(2)
i,g , see (40).

5: Compute the trial vector v(1)i,g and v(2)i,g , see (41).

6: Compute f1 = PE*(x(2)i,g , p11, p10, p00, p01, x
(1)
i,g , lmax) and

f2 = PE*(v(2)i,g , p11, p10, p00, p01, v
(1)
i,g , lmax).

7: Perform the selection process to generate xi,g+1, see (42).
8: end for
9: end for
10: b∗ = x(1)i,gmax

, ∀i and r∗ = x(2)i,gmax
, ∀i.

The joint design of read voltages and protograph are:

BJoint =

1 2 3 1 0 0 0 0 · · · 0
0 3 1 0 1 3 1 3 · · · 1
1 2 3 0 1 1 3 1 · · · 3

 ,

and r∗
= [2.2355, 2.8965, 3.0124, 3.3221, 3.3981, 3.4837].

IX. MULTIPLE DECODING
The increasing number of read voltages can increase the
error-correcting capability of LDPC codes. However, the
reading speed of NAND flash memory will be decreased.
Therefore, in practical implementation, the reading speed
can be confined by using multiple decoding [8]. A few read
voltages are used at the first decoding. If the LDPC decoder
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cannot correct the erroneous bits, the memory cell will be
reread with different read voltages to obtain more precise
soft information. For example, in the first read, the LDPC
decoder can use the LLR estimated from the read voltages
rf = [rf1 , rf2 , rf3 ]. Thus, the memory cell provides hard infor-
mation. If the first decoding is failed, the memory cell will be
reread with additional read voltages rs = [rs1 , rs2 , rs3 ]. Here,
the soft information of the second decoding will be computed
from the read voltages r = [rf1 , rf2 , rf3 , rs1 , rs2 , rs3 ].

A. DESIGN OF READ VOLTAGES FOR NAND FLASH
MEMORY WITH MULTIPLE DECODING
There are two approaches for optimizing the read voltages.
In the first approach, the read voltages rf of the first decoding
are selected so that the decoding threshold is at the highest
level. We will optimize the single set of read voltages in such
a way that the PE*(x) of the first decoding is maximized,
namely,

r∗
f = argmax

rf
PE*(rf , p11, p10, p00, p01, dv, dc, lmax), (52)

where r∗
f represents the optimal read voltages by performing

Algorithm 5. If the first decoding is failed, the additional read
voltages rs will be applied. Thus, the memory cells seem to
be read with r = [r∗

f , rs], where the rs can be optimized from

r∗
s = argmax

rs
PE*(r, p11, p10, p00, p01, dv, dc, lmax). (53)

In the second approach, we will optimize the read voltage
by considering the performance of the second decoding. This
approach allows the first decoding to have inferior FER per-
formance. The read voltages r∗ are firstly designed by

r∗
= argmax

r
PE*(r, p11, p10, p00, p01, dv, dc, lmax). (54)

To find the optimal read voltages r∗
f , wewill select the rf from

r∗ in such a way that the PE*(x) is maximized, i.e.,

r∗
f = arg max

rf ∈r∗
PE*(rf , p11, p10, p00, p01, dv, dc, lmax).

(55)

Therefore, the optimal read voltages r∗
s are the rest of r∗.

The optimized read voltages from the first approach and the
second approach are shown in Table 6. Note that PE*(·) can
be replaced by the Pavg(·) if multiple sets of read voltages
are used. For the protograph LDPC codes, PE*(·) is obtained
from the density evolution for the protograph LDPC code
given in section III-A).

B. JOINT DESIGN OF READ VOLTAGES AND LDPC CODES
FOR NAND FLASH MEMORY WITH MULTIPLE DECODING
In this subsection, we will explain the joint design for multi-
ple decoding. We will show the joint design of read voltages
and irregular LDPC code only. For the joint design of read
voltages and protograph LDPC code, the proposed design
can be applied straightforwardly. Our joint design can be
divided into 2 approaches. In the first approach, the read

TABLE 6. The single set of read voltages for (3, 30) LDPC code for
multiple decoding.

voltages rf = [rf1 , rf2 , rf3 ] and LDPC code with dc and
3 = [λ2, λ3, . . . ,λdvmax] are jointly optimized by using
Algorithm 5, i.e.,

{3∗, d∗
c , r∗

f } = arg max
{3,dc,rf }

PE*(rf , p11, p10, p00, p01, 3, dc,

lmax). (56)

The read voltages rs = [rs1 , rs2 , rs3 ] of second decoding are
selected by using Algorithm 5, i.e.,

r∗
s = argmax

rs
PE*(r, p11, p10, p00, p01, 3

∗, d∗
c , lmax), (57)

where the rf and d∗
c , 3∗ are fixed. The design results are

shown in Table 6.
In the second approach, the read voltages r = [rf1 , rf2 , rf3 ,

rs1 , rs2 , rs3 ] and LDPC code with dc and 3 = {λ2, λ3, . . . ,

λdvmax} are jointly optimized using (53). Then, the read volt-
ages rf = [rf1 , rf2 , rf3 ] of the first decoding are obtained
by selecting 3 read voltages from r∗, whereby the PE*(x) is
maximized, namely,

r∗
f = arg max

rf ∈r∗
PE*(rf , p11, p10, p00, p01, 3

∗, d∗
c , lmax).

(58)

and the second read voltages are the rest of r∗ i.e., r∗
s = r∗

\

r∗
f . The design results of the second approach are shown in
Table 7.

X. SIMULATIONS AND RESULTS
For computer-based simulation, we set the channel parame-
ters as described in section II. The (3,30) LDPC codes are
constructed by using the PEG algorithm [31]. The number of
information bits is 4,096 for regular and irregular codes. For
theAR4JA code, OARAcode, proposed protograph code, and
joint design of read voltage and protograph code, the number
of information bits is 4,000. The number of iterative decoding
is 10 iterations for all simulations except the simulations in
Fig. 13 which used 50 iterations.

A. DESIGN OF READ VOLTAGES
For MLC and TLC NAND flash memory with Gaussian
channel model, the FER performance of (3, 30) LDPC code
with the read voltages optimized by MMI and DE are shown
in Fig.10. We use the read voltages presented in Section VB.
The DE provides better FER performance than MMI for both
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TABLE 7. Joint design of read voltages and irregular LDPC code for
multiple decoding.

FIGURE 10. FER comparisons of the read voltages optimized by MMI and
DE for MLC and TLC Gaussian channels.

MLC and TLCNANDflash memory. Compared to the multi-
ple sets of read voltage, the FER performance of the single set
of the read voltage of DE at the high PE cycle is inferior. How-
ever, at the low PE cycle, the FER performance of the single
set of read voltage is converged to the FER performance of
the multiple sets of the read voltage. Fig. 11 shows the FER
performance comparisons of the read voltages obtained by
MMI [9], Entropy [10], and proposed DE for MLC NAND
flash memory with the empirical channel model. We use the
read voltages presented in Fig. 9 and Table 3. Since the read
voltages optimized byDE arewell designed for regular LDPC
code with dv = 3 and dc = 30, the FER performance of DE is
lower than that ofMMI and Entropy. At FER= 10−3, the FER
performance gains are equal to 2,000 PE cycles and 1,000
PE cycles, respectively. For the single set of read voltages,
the FER performance is higher than that of multiple sets of

FIGURE 11. FER comparisons of the read voltages optimized by MMI,
Entropy, and DE for MLC empirical channel.

FIGURE 12. FER comparisons of the read voltages optimized by MMI, and
DE for MLC empirical channel.

read voltages at a high PE cycle and exhibits the same FER
performance at a low PE cycle. The FER performance gain
between a single set and multiple sets of read voltage is equal
to 1,000 PE cycles. Fig. 12 shows the FER performances of
MMI and DE for the AR4JA code. For multiple sets of read
voltages, the FER performance of DE is better than that of
MMI around 1,000 PE cycles at 10−4.

We also demonstrate that our design of read voltages can
perform well for any decoder. The FER performances of the
(3, 6) LDPC code with BP, MS, NMS, and OMS decoders
are compared in Fig. 13. Note that the maximum number of
iterations is set to be 50 for the convergence of the decod-
ing algorithm. The parametric design such as α and β are
re-designed for MLC empirical channel. The results show
that the read voltages optimized by DE provide better FER
performance than MMI [9]. Particularly, the OMS with MMI
method [9] offers an FER performance similar to the NMS
with DE method.
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FIGURE 13. FER comparisons of regular (3, 6) LDPC codes with MS, NMS,
and OMS decoder in MLC empirical channel.

FIGURE 14. FER comparisons of irregular LDPC codes and proposed joint
design for MLC empirical channel.

B. JOINT DESIGN OF READ VOLTAGES AND LDPC CODES
In Fig. 14, we evaluate the FER performance of irregular
LDPC codes and our joint design as presented in Tables 4
and 5.We found that the FER performance of irregular LDPC
code with Entropy is lower than that of irregular LDPC code
with MMI at the small PE cycle. The joint design provides
low FER compared to irregular LDPC code with Entropy
at any PE cycle. These results correspond to the PE∗ in
Tables 4 and 5. Fig. 15 shows the FER performance of the
AR4JA code [18], OARA code [19], the protograph LDPC
code and the joint design of read voltages and protograph
LDPC code. The simulation results demonstrate that the FER
performance of protograph code is superior to the AR4JA
code. Since the OARA code is designed for the BICM-ID
system, the FER performance of the OARA code is inferior
to the AR4JA code for the BICM system. At FER = 10−4,
the performance gain of our joint design is 4,300 cycles
compared to the AR4JA code for MMI.

FIGURE 15. FER comparisons of protograph LDPC codes and joint design
for MLC empirical channel.

FIGURE 16. FER comparison of the read voltages optimized by DE for
multiple decoding.

C. MLC NAND FLASH MEMORY WITH MULTIPLE
DECODING
In this subsection, we will simulate the performance of
NAND flash memory with multiple decoding. In Fig. 16,
we compare the FER performance of the read voltages opti-
mized by DE as presented in Table 6. In the first approach,
the performances of the first decoding are mainly considered.
Therefore, the FER performance of the first approach is lower
than that of the second approach. At FER = 10−3, the differ-
ence between the first and second approaches is 4,000 cycles.
Since the second approach aims to enhance the FER perfor-
mance of the second decoding. The second approach then
provides a better FER performance than the first approach.
The performance gain is 1,000 cycles at FER = 10−3. Cor-
responding to Table 6, the PE∗ of the first approach is higher
than the second approach for the first decoding and the PE∗

of the second approach is higher than the first approach for
the second decoding.
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FIGURE 17. FER comparisons of joint design for multiple decoding.

We further simulate the joint design of read voltages and
irregular LDPC code presented in Table 7. The FER perfor-
mance of the joint design is shown in Fig. 17. For the first
decoding, the joint design with the first approach outperforms
the second approach. The performance gain is 6,000 cycles
at FER = 10−3. For the second decoding, the joint design
with the second approach outperforms the first approach.
The performance gain is 1,000 cycles at FER = 10−3. These
results coincide with the PE∗ in Table 7, where the first
decoding of the second approach provides the lowest PE∗

and the second decoding of the second approach provides the
highest PE∗.

XI. CONCLUSION
We present the DE method for the design of read voltages.
Our DE can identify the suitable read voltages for MLC
and TLC NAND flash memory. The simulation results show
that the DE outperforms the MMI and Entropy in terms of
FER. The DE provides performance improvements between
1,000 and 3,000 cycles at FER = 10−3. We also present the
joint design of read voltages and LDPC codes for MLC and
TLC NAND flash memory. The performance improvement
obtained from our joint design is around 2,500 and 4,600
cycles when compared to Entropy and MMI, respectively.
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