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ABSTRACT Side-scan sonar (SSS) images are difficult for automatic analysis due to the acoustic mea-
surement parameters as well as the number of different objects that can be distant. In addition, there is a
risk that the seabed analysis application may be attacked. For this purpose, we propose a solution based
on convolutional neural networks with bilinear pooling in order to achieve higher values of classification
accuracy. Bilinear poolingmerge data from two networks and return classification results. The first network’s
branch receives the original image and the second one after applying the superpixel method. This approach
allows to focus on different types of features. In addition, we introduced a mechanism of poisoning detection
that analyze images and results from the network. For the evaluation process, we used the real SSS images
obtained between two water channels in Szczecin city in north-western Poland. The importance of scientific
research indicates the accuracy of the analysis as well as the safety of the measurements performed.

INDEX TERMS Classification, convolutional neural networks, machine learning, poisoning detection,
side-scan sonar images.

I. INTRODUCTION
At the bottom of a river, sea, or even lake, there may be
various objects that constitute a threat and sometimes even
prevent safe navigation. Unfortunately, the analysis of the
seafloor may involve deep measurements. Various methods
can be used to measure it and located objects. For this pur-
pose, the side-scan sonar (SSS) has great interest because
of its effectiveness. The idea of operation can be described
by emitting an acoustic beam in a plane perpendicular to
the direction of sonar movement. As a result of SSS, the
obtained images are in high resolution and have themaximum
effect of the formation of a hydroacoustic shadow. An addi-
tional advantage is the possibility of towing sonar below
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the thermocline layer, where absorption of acoustic energy
is quite common. Despite these advantages, such sonar also
has disadvantages. Such problems include the problem of
estimating obstacles that may contribute to significant dam-
age to the equipment. The second problem is the difficulty
of accurately analyzing the position of the equipment in a
horizontal position.

Seafloor images can be very useful in analyzing the state
of the bottom, finding some objects like anchors, wrecks,
etc. In addition, topographical aspects are important to visu-
alize, classify or map the underwater area. Such activities
result in obtaining a better understanding of the underwater
environment, among others, for the purposes of naviga-
tion or construction of underwater infrastructure. Hence, our
research focuses on the possibilities of automatic analysis of
such data. However, one scan in some areas can producemany
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FIGURE 1. Visualization of the SSS image processing in the proposed method. The original data is processed by the image processing module to
simplify the contained information. Then a parallel classification of the original sample and the processed one is made. The obtained classification
results are taken for analysis in the merge module, where a decision is made on the classification and detection of potential poisoning.

images of high resolution that are merged into one. Moreover,
such an image is difficult in terms of automatic analysis. The
resolution, the noises, the shadows, and the different shapes
are hard to process by classic known algorithms. Therefore,
machine learning solutions like convolutional neural net-
works (CNN) are commonly used to analyze SSS images.
It must be noted that large images are not possible to process,
so there are two approaches: reduce the size or split it into
smaller parts [1], [2].

Using a machine learning solution for analyzing images
is one of the popular approaches due to its high accuracy.
It can be seen in the example of performed tasks by neu-
ral networks like segmentation and classification. The use
of segmentation allows to locate and extract the important
object. One such example is to use mask recurrent CNN that
generates an object maskwhich is a region of interest of found
object [3]. A similar solution is based on deep CNN with
a recurrent network that processes SSS images and returns
segmentation outputs prediction. These results are processed
by a self-guidance module that decides if the image is a
segmentation prediction or ground truth.

Mentioned segmentation and denoising images are some
of the basic tasks in analyzing SSS images. Segmented areas
can be used in further analysis like identification and classifi-
cation. Similar to the earlier task, machine learning is one of
the most commonly used tools. However, it should be noted
that in many cases it is not just a simple classifier but with
some modification or additional modules that improve the
performance of the algorithm. Except for neural approaches,
meta-estimators like the Adaboost cascade can be used to
classify some objects. An example of such research was dedi-
cated shipwreck identification, where different fractal texture
features were extracted and then classify [4]. Classification
with CNNs is facilitated quite often by the possibility of
using learning transfer. It is an over-trained network model
on large databases, which only gets further trained, mainly
of the last layer. Yolov3 is one of the over-trained models that
has been used to classify objects on SSS images [5]. Under the
proposedmethod, the authors added also a k-means clustering
algorithm to reset the prior frame parameters. It helps lower

the time computational of the proposal. Another learning
transfer model was used in the real-time application of ana-
lyzing SSS images [1]. Similar tools were shown in [6], where
both mentioned pre-trained models were used to identify
a strategy that distinguishes three zones in the processed
image – two acoustic and one dead between them. For the
classification of the reef, mud, and sand waves a CNN mod-
ule with residual/dense blocks was applied to reach a high
accuracy level [2]. In this study, the methods analyze small
parts extracted from the SSS measurement of the sea bottom.
Again collaborative learning transfer for obtaining CNN’s
parameters was introduced to improve the time needed to
train and improve the accuracy [7]. Automatic sonar analysis
system is based mainly on a few steps: image preprocessing
including normalization and georeferencing, then different
algorithms for detection and classification of found areas [8].
Other models use different ideas to extract important infor-
mation, for instance, temporal correlation features [9].
The authors applied encoder decoder model for mapping
purposes.

Besides the processing of SSS images, there are also
aspects of security of solutions based on machine learn-
ing. In the case of image classifiers, poisoning attacks are
very common and hard to detect. Poisoning involves chang-
ing labels, which causes the classifier to learn to recognize
individual classes incorrectly. In addition, the imagemay con-
tain some noise or additional features (invisible to humans)
that will cause incorrect training and subsequent classifica-
tion [10]. Recent attempts at such attacks have also been
widened by using a separate network to find adversarial
patches that cause a bug. However, some research on that
matter is made. The current state of the detection method is
based on adding authentication and provenance [11]. Another
approach is to introduce a specific index for each object using
training datasets and compare it to find the differences [12].
These types of attacks are becoming more and more popular
in the case of applications that use machine learning methods.
In order to ensure correct operation as well as data security,
it is important to implement elements that detect and prevent
poisoning attacks.

72478 VOLUME 11, 2023



D. Połap et al.: Bilinear Pooling With Poisoning Detection Module

Based on this motivation, we propose a solution based on
analyzing parts of SSS images. Incoming image is processed
by two similar CNNs, the first one takes a processed image
by superpixel techniques and the second one original sample.
The results of classification from both networks are gathered
by merge module for analyzing it. This step compares the
obtained results and decides if there is a potential poisoning
of the image. It is done by applying a probabilistic module
that processes the probability of belonging to all classes
indicated by networks. If there is no poisoning attack, the
classification result is returned. In the other case, the system
returns information about the attack and deletes the sample
from the database. It is also an extension of our previous
study [13]. The main contributions of our proposal are:

• bilinear pooling in CNN for SSS images classification,
• two separate CNNs process one image to eliminate
potential poisoning attack,

• merge module based on probability analysis to increase
the security of the implemented machine learning
solution in real-time scenarios.

II. DESIGNED METHODOLOGY
Our proposition is based on processing SSS images and
returning classification information and information if there
is a poisoning attack. We describe the proposition in the
form of individual stages: image processing module, bilinear
convolutional neural network, and final merge module with
poisoning detection tool. A simplified visualization of the
proposal is shown in Fig. 1.

FIGURE 2. Original samples collected while measuring the bottom of the
river (on the left) and corresponding superpixel forms (on the right).

A. IMAGE PROCESSING MODULE
The classic approach assumes that the sample is reduced to a
certain size of the input layer of neural networks. However,
such a sample may be subject to modifications or attacks.
For this purpose, we suggest adding an image processing
module that will simplify the image and ignore any possible
modifications. To make it possible to remove the specific
information about pixels, but retain the global shapes, a super-
pixel technique can be applied. By definition, a superpixel is
a group of pixels that has the same characteristic (for instance
intensity or saturation). Assume, we have image I of size
w × h and each pixel is represented in the CIELab color

model. The most common algorithm is called SLIC [14], [15]
and it is based on the number of superpixels K and the image
that containsN pixels. The idea assumes that an image is split
into a grid of smaller intervals (S =

√
N/K ), wherein the

center of each will be a superpixel center. At first, centers are
selected as Ck = [lk , ak , bk , xk , yk ]T (where k = [1,K ] in
each interval, lk , ak , bk are CIELab color components known
as brightness, the color value from green tomagenta, the color
value from blue to yellow, and the other two components
represent pixel coordinates). According to the assumptions of
the algorithm, it does not use the Euclidean norm to determine
the distance, but the value is defined as:

Ds =

√
(lk − li)2 + (ak − ai)2 + (bk − bi)2

+
m
S

√
(xk − xi)2 + (yk − yi)2, (1)

where the value is calculated between two centers defined as
Ck = [lk , ak , bk , xk , yk ]T and Ci = [li, ai, bi, xi, yi]T , m is
a parameter to control the compactness and it is assumed to
take m = 10 [14]. The choice of measure is defined by the
CIElab color space, where the perceptual limit of the color
distance quite often outweighs their similarity.

After sampling and selecting centers, we move the centers
to a location with a lower gradient relative to the grid of size
3 × 3. Then each pixel is associated with the closest cluster
center. After all, pixels have been assigned to the clusters,
a new center is determined as the average vector of all pixels
in that cluster. This operation is performed until it converges.

Such an approach allows modifying of incoming SSS
image and processing to their superpixel form. An example
of created samples is shown in Fig. 2.

FIGURE 3. Bilinear CNN for SSS images where streams are based on two
pretrained VGG16 and bilinear layer with dense ones.

B. BILINEAR POOLING
The next stage is to process the image by bilinear CNN.
The network has a similar construction to the classic CNN
because of the layer types like convolutional, pooling, and
dense. However, two modifications are made. The first one is
to duplicate the convolutions/pooling blocks (called streams)
and bilinear layer that gathers results from both streams
(see Fig. 3). From the mathematical side, the bilinear CNN
can be described as:

fA,B = P
(
f TA · fB

)
, (2)

where fA and fB are the feature maps gained from streams A
and B. The feature maps are merged by the use of the matrix
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outer product and then the average pooling (here the function
P(·) is the pooling operation) is used to reshape the results
to a bilinear vector. Then this vector can be processed by the
dense layers.

In our proposition, the network structure is based on the
pre-trained model VGG16 with categorical cross-entropy as
a loss function. The idea is to use two of these networks. The
first one will be trained with the original samples, and the
second with the images after superpixel processing. Each of
these networks will return the vector of probability that the
evaluated sample belongs to a specific class. These vectors
are processed further. In that stage, the classification results
cannot be considered classified as there is a chance that an
attack has occurred.

C. MERGE MODULE WITH POISONING DETECTION TOOL
Both neural networks return the probability vector of the
analyzed sample belonging to each class, which can be rep-
resented as ξA and ξB where ξj,A =

[
pj0, p

j
1, . . . , p

j
n−1

]
A
(j is

the number of samples, n is the number of classes). Let us
mark the network trainedwith superpixel images asA, and the
second one B. The sample classification result will indicate
the highest probability in the vector ξB. However, an attack of
poisoning may have occurred. Hence, it is important to verify
that the classification results are correct.

There are two scenarios - the database was poisoned during
training or a sample during the classifying phase. In the case
of the first situation, after each training iteration, the model
should be checked. The basic parameter that could be used is
the accuracy of both models. However, these two accuracies
cannot be compared to each other as training does not have to
be identical in both cases. Hence, the detection of poisoning
relies on the analysis of samples in the testing datasetDT that
do not take part in the training process.

The mechanism is based on comparing the results from the
current and previous iterations (marked as t − 1 and t). The
comparison is made on a test dataset, so all samples will be
evaluated as:

|DT |−1∑
i=0

F
(
ξ tA,i, ξ

t
B,i

)
≥

|DT |−1∑
i=0

F(ξ t−1
A,i , ξ t−1

B,i ), (3)

where a function F(·) F is the similarity index, defined as:

F (ξA, ξB) =

{
1 if index(max(ξA)) == index(max(ξB))
0 otherwise.

(4)

If Eq. (3) is not met, it means that the classification result for
samples from DT has deteriorated. Then there is a possibility
that the set has been poisoned.

In the case when the models are trained, a sample can be
verified by simple conditions:

if index(max(ξA))== index(max(ξB))
return classification result,

else return information about potential poisoning,

(5)

where index(·) returns the index of parameters (here, it will
be an index of class where the probability is the highest).
This condition means, that if the result from both networks
indicates the same class, then there is no poisoning. However,
if the classes are different, then it means that the sample could
be manipulated. Then, the alert about a potential poisoning
attack is returned.

III. EXPERIMENTS
In this section, we describe the data collected in Szczecin in
Poland (see Fig. 4). Then we describe the analysis of used
CNN models to classify original images and superpixel ones.
In the last part of this section, we analyzed the poisoning rate
to its detection during the training phase and validation.

FIGURE 4. Map of Szczecin Water Node with an inset map of the
surveyed region [ArcGis, Edge Tech and Open Street Map].

System was implemented on the Intel Core i7-8750H with
24GB RAM and NVIDIA GeForce GTX 1050 Ti. As the
programming language, we used Python with the use of the
TensorFlow library for neural networks. During the initial
state of research, we analyzed the selection of network archi-
tecture. First, we focused on creating a newmodel that will be
trained from the beginning. However, the learning efficiency
was not very high. Hence, we eventually used the VGG-16
model.
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FIGURE 5. Representatives of object classes in sonar images.

A. DATA COLLECTING
The survey area is located within the city of Szczecin (north-
western Poland). The first part of the area is the Czapina and
Babina Canal, which is a natural connection of Dabie Lake
with the Oder River harbor basin. The basin is classified as
inland waters. The second area is the anchorage on the Inski
Nurt. The total area of the surveyed area is approximately
53000 m2 (Fig. 4).

Sonar data was recorded using Edgetech 4125 side scan
sonar installed on the Hydrograf XXI survey vessel owned
by the Maritime University of Szczecin. The sonar operated
in outboard mode, mounted in a vertical axis together with
GNSS/RTK satellite positioning receiver. The range of the
sonar beam during the recording was set at 75m. The sonar
acoustic frequency during recording was 600 kHz. Search
profiles were conducted alongside the shores and guaranteed
full bottom coverage. Data recording was performed in Dis-
cover software. Data were saved to native jsf files. In the data
postprocessing stage, gain and TVG values were adjusted for
signal correction. Selection of actual test and training data
was performed in the Target Logger module of the Discover
software during data post-processing in water flow mode.

B. PROCESSING SONAR DATA
Sonar data were presented as tiff files that contained an image
of the bottom and georeference data. A single sample was
composed of a sonar image composed of a swim relative
to a specified distance. Hence, such a sample was divided
into smaller areas relative to the sonar measurement direction
(i.e. along the OY axis). A constant cut area of 2 meters was
assumed. The sample trimmed in this way was scaled to a
network input that was equal to 256 × 256 × 3. Class labels
were added manually.

C. CLASSIFICATION RESULTS
All models were based on VGG-16 pre-trained model [16],
which was extended to a bilinear pooling layer from two

FIGURE 6. Training results for CNN and original images.

FIGURE 7. Training results for CNN and superpixel images.

streams (like it was shown in Fig. 3). Both models were
trained separately for 50 iterations of training by the use of the
ADAMalgorithm [17]. During training, we usedmechanisms
that interrupt training if there was a possibility of overtraining
the model. The obtained data was augmented to increase the
amount of training data. For this purpose, classic methods of
data modification were used, based on random methods of
image processing, such as rotation by any angle, magnifica-
tion, stretching, and change of color saturation. It allows the
creation of a large database for training purposes from 3000 to
3900 images (augmentation produced 30% more data). This
data was split into two subsets: training and testing (80% from
the whole images to training, and the remaining 20%were put
in testing one). All samples were labeled into five classes:
sand, mule, log/wreck, rubble/stone, and algae. In addition,
50 samples for each class were identified, which were not
used in the training process, but only to verify the operation
of the model. The training results are shown in Fig. 6 and 7.
In Fig. 6, the loss and accuracy of the trained model with
original images were shown. In the case of the chart of the
loss value, the greatest jumps can be observed in the range
of 20-35 iterations for test samples. In subsequent iterations,
they still occur, but not so drastic. Such jumps are caused by
taking the algorithm samples for which the value of the loss
function was high, so the fit of the model to the given samples
was much worse. However, for the loss for the training set,
there are no such drastic jumps. It is worth taking a look
at the matter of the accuracy of the trained model. There
are small jumps for the training set, but the effect increases
as the number of iterations increases. In contrast, training
the same classifier with identical parameters, but for a set
of images after the superpixel operation, achieved higher
accuracy results faster (see Fig. 7). The reason is that the
samples were simplified, so the operation of the convolution
and pooling layers quite often did not contribute to huge
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TABLE 1. Metric values determined for the validation database and
trained classifiers.

changes in the extracted features. However, there is quite a
significant difference in the increments for the test set for the
loss function and the accuracy.

For better analysis of the trained models, we prepared a
testing set containing 250 images (50 for each class) that were
not used in the training process. All of them were used in the
verification of trained models. In the case of a model trained
with original images, the results were shown in Fig. 8a. The
accuracy was reached at 84,4%. The worst results of the
classification were achieved in the case of the sand class,
where the classifier quite often found features that indicated
other classes - mule or algae. A similar test was performed on
these 250 images (with superpixels operation) and the results
reached 82,4% (see Fig. 8b). In the case of the simplified
images, the classification of the samples marked as sand was
higher but much worse for the class marked as algae. It is
worth noting that the accuracy of such simplified images is
very high. In many cases, even a specific pixel arrangement
can be a key to indicating a specific class by a neural net-
work. Hence, the obtained results indicate that simplifying
the image (by superpixel technique with such a large number
of clusters and resizing) allows for the classification of such
classes.

For a more accurate analysis of the classifiers, the metric
values have been determined and presented in Tab. 1 (preci-
sion is calculated as TP/(TP+FP), recall as (TP/(TP+FN ),
F1 score is a harmonic mean of precision and recall, where
TP is true positive,FP false positive,FN false negative).With
the exception of the two classes representing log/wrecks and
sand, the classification of original images returns much better
results. Based on this, it can be seen that the selected classes
are differentiated by features, not shape. The use of the idea of
superpixels causes distortion of the image while preserving,
above all, the shape. Hence, classes such as sand obtained
better classification metrics for superpixels as the classifier
did not focus on feature extraction. However, it can be seen
that most of the classes were better classified compared to the
original images, which allowed for a high average precision
value of 0.844. Unfortunately, these values indicate that the
classification analysis of algae is the lowest. It is caused by
the problem of the similarity with rubble and stone. Despite
these problems, the F1-score value allows for a real assess-
ment of the classifier itself, which is the harmonicmean of the

FIGURE 8. Confusion matrices for testing with 250 samples (50 for
each class).

other twomeasures. The ideal value is 1, whichmeans that the
classifier has ideal precision and recall values. In the case of
original images, the average value reached 0.842. Again for
superpixels, it was 0.824. In both cases, these are high values,
which indicate good adaptation to the selected classes.

In order to better assess our solution, we trained the earlier
model to the datato data used in [18]. The used in those
experiments was collected by USGS and Northern Arizona
University field technicians, river guides, and volunteers from
a fish monitoring site that spans a 1.6-km canyonbound reach
of the Colorado River, located 98-km downstream of Lees
Ferry in Marble Canyon, Arizona, directly upstream from the
confluence of the Little Colorado River, and covers multiple
pool-riffle sequences. Data were collected during five river
trips between May 2012 and April 2015. Our model was
trained using the fore-mentioned data to classify three, same
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TABLE 2. Accuracy comparison of the proposed model with state of
art [%].

classes chosen in the referred paper [18]. These classes were
sand, gravel and boulders. The obtained results are displayed
in Tab. 2. Our solution was compared with two different
models, the least-squares model (LSQ) and the 4-substrate
GaussianMixtureModel (GMM-4). A big difference in accu-
racy can be seen especially in the second class, where the
accuracy was higher than 20%. It is worth noting that the
model we used was already trained and only modified on
the last layer to a smaller number of classes. The results also
indicate the potential for learning transfer, which allowed to
perform an additional training process, but using the previous
weights.

As can be seen in Tab. 2, our model performed better
with the classification task, achieving higher accuracy than
refereed models among all classes. This shows that using
sophisticated computer vision for SSS image recognition, like
our model, is a valid strategy and should be further explored
in the literature.

D. POISONING DETECTION
The next step of our experiments was the analysis of
poisoning detection to verify the security of the system.
We conducted the tests in two respects: random poisoning
of the sets by ⟨5, 10, 20, . . . , 100⟩[%] during the training
phase, and in the second test by poisoning samples during
the verification phase – when the classifier was ready for
implementation. The simulation of a poisoning attack con-
sisted in randomly selecting one of two operations: replacing
labels, or randomly modifying pixels on selected samples.
The selection of samples was random from a given set of
images (50 images for each class in validation case) with
rounding up while maintaining uniform poisoning for each
class.

The poisoning of the entire dataset consisted of the random
selection of samples in the verification base and the use of
the mechanism presented in Fig. 1. After every 10 iterations,
the model was evaluated through the results from both net-
works. The results of such measurements are presented in
Fig. 9a. The detection efficiency for poisoning half of the
dataset was above 90%, which means that it was detected in
almost all cases. However, after poisoning more samples, the
proposed solution had much lower results. Nextly, we eval-
uate the detection of attacks on the verification phase itself
which results are shown in Fig. 9b. Here, the detection has
a good rate even when 75% of sets are poisoned. In the
case of poisoning almost the whole dataset, the detection
rate decreases. The proposed solution is based on two neural
networks indicating a high potential for poisoning detection.
It is worth noting that the proposed method requires more

FIGURE 9. The dependence of the poisoning of the collection on its
detection.

computing power because a second identical network is cre-
ated and trained to classify processed samples. However,
despite additional calculations, the use of artificial intelli-
gence methods becomes much safer. Especially when the
training process itself goes safely and the trained model is
implemented in the production system. It is a solution that
is based on a quick evaluation model as it uses the clas-
sic neural network classification, but also the classification
with simplified samples. This allows for removing modified
pixel alignments. At the same time increasing the security of
systems based on artificial neural networks.

IV. CONCLUSION
In this paper, a new system of processing and analyzing
side-scan images was presented. The proposal was based
on using identical bilinear convolutional neural networks,
where the first one will process a simplified image (by the
apply superpixel technique) and the second one the original
one. As a result, two probability vectors (for one image)
are returned. This vector is used for comparing purposes.
In the case when two probability from both samples indicates
different classes, it means that the original image can be
poisoned. When both networks returned similar results, there
is likely no attack on the data. Our proposition proposes
an alternative approach to the use of deep models of neural
networks in practical terms, which allows for high accuracy
of the network as well as its safety. This proposition was
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evaluated on real data gathered in selected areas in Poland.
Of course, the data has been additionally augmented to
increase their amount for the neural network training process.
However, the performed tests indicate the high accuracy of
the classifiers, where over 80% accuracy was achieved (in
the case of both networks). Moreover, the average sample
poisoning detection rate based on all simulations performed
reached 91%. However, it should be noted that the highest
detection rate was achieved with poisoning less than 50% of
the dataset. Moreover, the proposed technique increases the
number of additional operations: an additional training pro-
cess is performed and the images are processed beforehand.
In future work, we want to focus on decreasing the number
of additional calculations in the proposed system.
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