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ABSTRACT Cyber-Physical Systems (CPSs) intertwine distributed controllers, which control physical
processes. As these systems require guarantees on their stability and safety, there is a need for systematic
methods for integrated safety and stability analysis of CPSs. To this end, we have developed a novel approach
for the design of resilient CPSs that combines formal methods and control theory. Our framework is suitable
for CPS with real-time requirements, whose dynamics can be represented as a collection of Ordinary
Differential Equations (ODEs). Hence, the developed approach suits a large class of CPSs. In addition
to developing the framework, we demonstrate the practical applicability through a case study focused on
mitigating time-delay attacks on CPS. Specifically, we investigate a two-area LFC system with electric
vehicles (EVs) subjected to various types of delay attacks, including constant, variable, random, and cascaded
delay attacks.

INDEX TERMS Cyber-physical system, time-delay switch attack, power grid, load frequency control (LFC),
stability, safety, formal verification, UPPAAL.

I. INTRODUCTION
In Cyber-Physical Systems (CPSs), physical processes inter-
act with cyber components through communication chan-
nels [1]. CPSs are used in wide-ranging applications such
as power systems, medical devices, and intelligent trans-
portation systems. The amalgamation of physical and com-
putational elements in CPSs has introduced new challenges,
which may undermine the safe operation of the system at all
times. Two key classes of properties are essential for this,
namely stability and safety. Stability ensures that the system’s
output remains within bounds under bounded inputs (BIBO
stability) [2], while safety guarantees that the system never
enters a ‘‘bad state’’ [3].

The stability of a controller used in a CPS is typically
analyzed using control theory [4], [5]. In contrast, safety is
often analyzed using formal methods [6], [7]. Due to the
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disciplinary diversity among researchers in these domains,
the two classes of properties are often studied separately in the
literature. Furthermore, scholarly publications pertaining to
this topic predominantly focus on either the control theoretic
aspect or the formal methods aspect, with limited integration
of both disciplines.

Considering this gap, endeavors have been made to inte-
grate formal methods and control theory in the context
of Cyber-Physical Systems [8], [9], [10], [11], [12]. For-
mal methods for discrete-time dynamical systems, with
an emphasis on hybrid systems, are exhaustively exam-
ined in [8]. However, this focuses on the application
of formal methods from the standpoint of safety within
a pre-established closed-loop system. Similarly, in [9],
a verification framework is developed for unmanned aerial
vehicles (UAVs) using theorem-proving techniques, albeit
with a limitation that restricts its scope to analyzing the safety
aspects of an already designed closed-loop system. A safe
control strategy is proposed in [10] in the context of robotics.
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In [11], a comprehensive review of the application of formal
methods for controller synthesis is undertaken. While the
approaches [10] and [11] have explored the application of
formal methods in control theory, their primary emphasis lies
in synthesizing control strategies based on temporal logic
specifications satisfying certain safety requirements. How-
ever, overall, there is a lack of comprehensive and cohesive
approaches that seamlessly integrate both formal methods
and control theory to conjointly ensure the stability and safety
of CPSs, which is the focus of our work.

A. OVERVIEW OF THE PROPOSED APPROACH
Figure 1 provides an overview of the proposed approach. The
approach is structured into two key parts: stability analysis
(steps 1-3) and safety analysis (steps 4-6). Our formulation
focuses exclusively on Linear Time-Invariant (LTI) sys-
tems [13] due to their inherent linearity and time-invariance
properties which facilitate simplified mathematical modeling
and controller design.

In step 1, the selected LTI CPS is described in state
space representation. Step 2 encompasses a controller design
that satisfies the stability and performance requirements of
the system. Step 3 entails performing numerical simulations
in MATLAB with an appropriate step size to validate and
fine-tune the controller. Step 4 focuses on translating the
closed-loop system from step 3 into formal models such as
Timed Automata (TA) using a developed structural transla-
tion procedure. In step 5, safety properties are formulated
as TCTL queries in UPPAAL, and formal verification is
performed. If any of the properties fail, it necessitates sys-
tem refinement, which involves revisiting step 2 for possible
system or controller design refinements. These safety prop-
erties and refinement actions can be tailored to suit the
specific characteristics of the LTI system under consideration.
An illustration for our case study is provided in Section IV-D.

B. CONTRIBUTIONS OF THIS PAPER
The key contributions of this work are:-

i. We propose a novel unified framework for the conjoint
stability and safety assurance of cyber-physical sys-
tems, where the system dynamics are restricted to LTI
systems.

ii. We have developed a novel application of the proposed
approach by illustrating the attack mitigation of time-
delay attacks on CPS. The proposed approach exceeds
in novelty relative to all known methods for detecting
and mitigating time-delay attacks on CPS. This is fur-
ther elaborated through the related work section.

The rest of the paper is organized as follows. Section I-C
provides an overview of the related work. The methodology
is partitioned into two main sections. Section II describes
the system dynamics, attacker model, and resilient controller
synthesis. The structural translation to translate state space
models of the system into TA is presented in Section III. The
simulations and results are shown in Section IV, considering

FIGURE 1. An overview of proposed approach.

a two-area LFC system. Finally, concluding remarks are pre-
sented in Section V.

C. RELATED WORK
Despite the advantages of CPSs, their vulnerabilities to cyber
attacks have been increasing due to their reliance on cyber
resources, including networking protocols. Consequently,
CPSs are exposed to a broader range of attack vectors tar-
geting either their physical domains, cyber domains, or the
interconnections between them. Hence, attacks on such sys-
tems are classified as cyber-physical attacks (cp-attacks) [14].
Attacks on CPSs and their impacts are extensively discussed
in [14], [15], [16], [17], and [18]. In this section, we provide
a comprehensive review of existing methods related to our
case study. Previous methods have focused on ensuring sta-
bility and performance of the CPS under time-delay attacks.
We review them systematically in the following.

Time-delay attacks insidiously induce delays in the con-
trol or plant signals, often in an erratic or unpredictable
manner. This malicious tampering may impair the perfor-
mance of the system, including stability and safety. Notably,
time-delay attacks encompass a broader range of scenarios
relative to inherent time delays which occur in time-delay
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systems [19]. In particular, these attacks are modelled as
time-delay switch attacks [20], which are applied to control
signals. The impact of time-delay attacks on system stability
is studied in [20] and [21]. The time-delay attacks have the
potential to manifest in various guises, including but not
limited to constant, variable, or random delay attack strate-
gies. The dynamic and frequent changing behaviors of the
time-delay attacks distinguish them from inherent time-delay
systems, which operate under certain bounded delays with-
out any switching conditions. Furthermore, [21] elucidates
that while the natural delays in communications channels
can be handled by controllers that dampen oscillations [22],
time-delay attacks could cause more severe consequences
and be more difficult to prevent. This is mainly because
the devices employing open communication protocols are
susceptible to DoS attacks, which hinder the timely exchange
of crucial information, such as measurement data and con-
trol commands. To further comprehend the consequences of
these attacks, an attack vector for a time-delay attack on the
power grid is proposed in [21]. In [23], the robustness of
the emotional learning control to control the Zeeman heart
model under delay attacks is investigated. However, the per-
formance of this controller degrades for large values of time
delays [5].

To overcome the problems associated with larger time
delays, researchers proposed various methods to estimate
the delay. For example, a gradient-descent-based approach
is proposed in [24], which estimates the delay while mit-
igating its effects. However, the stability and the safety of
this controller are not investigated. A perturbation estimation-
based approach is proposed in [4] to estimate the time-delay,
mitigate its effects, and ensure stability. An alternate method
for estimating delay is presented in [5], which is used to
mitigate the impact of time-delay attacks. Although these
techniques investigate stability, these approaches are not
robust. Consequently, malicious alteration of delay estima-
tion algorithms deployed in those approaches could lead to
inaccurate results [25]. Recently, some researchers devel-
oped machine learning-based algorithms for mitigating the
effects of delay attacks. For example, a deep learning-based
approach is developed in [26] to detect and characterize the
delay attacks. Another machine learning-based approach is
proposed in [27] for stability and safety classifications under
delay attacks. However, machine learning-based approaches
are susceptible to attacks that maliciously alter the training or
test data [5], [28].

To address this, in [29] we developed a formal approach
based on System Identification and Timed Automata (TAs) to
deal with delay attacks on the IEEE 1588 Precision Time Pro-
tocol (PTP). Likewise, a Markov Chain-based modeling and
verification are proposed in [30] to detect and mitigate time-
delay attacks in PTP. While the approaches [29] and [30] are
interesting, these are specific to the PTP protocol and cannot
be applied to a general class of attack mitigation on LTI
systems. Moreover, the stability analysis of the system is not
carried out in these.

II. PROBLEM FORMULATION AND PRELIMINARIES
In this section, we present modelling of a Linear Time-
Invariant (LTI) Cyber-Physical System (CPS), formalize
time-delay attacks, and diligently design a resilient controller
to mitigate these attacks. Firstly, we construct a model of
an LTI CPS using state-space representation, as detailed in
Section II-A. Subsequently, we formalize time-delay attacks,
which are modelled as switching actions, in Section II-B.
In section II-C, we provide an in-depth explanation for the
design of a resilient controller to ensure both stability and per-
formance of the system in the face of time-delay attacks. The
controller gains are obtained as a result of solving the opti-
mization problem, which is articulated in Eqn(26), and the
equation for computing controller gains is given by Eqn(8).

A. SYSTEM MODEL
Consider a cyber-physical system described as:-

ẋ(t) = Ax(t)+ Bu(t)+ Fw(t) (1)

y = Cx(t) (2)

where x ∈ Rn are the states of the system, u ∈ Rm denotes
the input vector, y ∈ Rp is the output vector, andw ∈ Rl is the
disturbance acting on the plant. The communication between
the plant and the controller occurs through communication
channels that are vulnerable to cyber-attacks.

B. FORMALIZING THE DELAY ATTACK
The time-delay attacks in the communication channel can
either delay the actuator outputs or sensor outputs or
both [20]. This study focuses on the time-delay attacks delay-
ing the actuator outputs from the plant to the controller.

Therefore, the control law u(t) under time-delay attacks
can be expressed as:

u(t) = Kx(t − td ), 0 ≤ td ≤ t (3)

where td is the time-delay introduced by the attacker at t = ta
and K ∈ Rm×n is the controller gain. This attacker model is
used to perform constant, random, and variable delay attacks.
In order to perform cascading delay attacks, variable delay
attacks are applied consecutively on x itself.
Following assumptions are made during the controller

design:
Assumption 1: The time-delay td is bounded with the

upper bound being d such that 0 ≤ td ≤ d and affects all
the states of the system equally.
Assumption 2: The time-delay attack is applied at t = ta

and persists till the end of the simulation.
In the design procedure, we use td = d , which is the upper
bound of the delay.

C. H∞ RESILIENT CONTROLLER SYNTHESIS
Let Twy(s) denote the transfer function between the distur-
bance vector w(t) and the output y(t). The objective is to
design anH∞ controller in the presence of time-delay attacks
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such that

∥Twy∥∞ =
∥y∥2
∥w∥2

=

√∫
∞

0 yT (t)y(t) dt√∫
∞

0 wT (t)w(t) dt
≤ γ, γ > 0 (4)

where, γ is the disturbance rejection measure (also called as
H∞ performance index) [31]. Note that the introduction of
time-delay into the system often impairs both the stability and
the performance of the system.

The output of the H∞ controller can be expressed as:

u(t) = K∞x(t − d) (5)

where, K∞ is the state feedback gain designed for stabilizing
the system under time-delay attacks. Substituting (5) in (1)
gives the closed-loop system as:

ẋ(t) = Ax(t)+ BK∞x(t − d)+ Fw(t) (6)

The following theorem presents the solution of the system
subjected to time-delay attacks by finding the suitable K∞,
leveraging the delay-dependent stability criterion and H∞
performance criterion.
Theorem 1: If there exist positive-definite matrices Y , X ,

Qt and Qu such that
ψ11 ψ12 ψ13 Tr F YCT

∗ ψ22 ψ23 Ts F 0
∗ ∗ ψ33 0 F 0
∗ ∗ ∗ −d−1Qu 0 0
∗ ∗ ∗ ∗ −γ 2I 0
∗ ∗ ∗ ∗ ∗ −I

 ≤ 0 (7)

where,

ψ11 = AY T + YAT + Qt + Tr + T Tr
ψ12 = BS + YAT − Tr + T Ts , ψ13 = −Y T + YAT + X

ψ22 = BS + STBT − Qt − Ts − T Ts
ψ23 = −Y T + STBT , and ψ33 = −Y T − Y + dQu

then under the time-delay attacks, the system (1) & (2) with
controller (5) satisfies the H∞ performance (4).
The corresponding H∞ controller is given by

K∞ = SY−1 (8)

Proof: Define the Lyapunov-Krasovskii functional

V (t) = xT (t)Px(t)+
∫ t

t−d
xT (s)Qx(s) ds

+

∫ 0

−d

∫ t

t+α
ẋT (s)Rẋ(s) ds dα (9)

where P, Q, R are symmetric positive definite matrices. The
derivative of (9) w.r.t time gives

V̇ (t) = ẋT (t)Px(t)+ xT (t)Pẋ(t)+ xT (t)Qx(t)

−xT (t − d)Qx(t − d)+ dẋT (t)Rẋ(t)

−

∫ t

t−d
ẋT (s)Rẋ(s) ds (10)

The last term in the Eqn (10) can be expressed using the
Newton-Leibnitz formula:

x(t)− x(t − d)−
∫ t

t−d
ẋT (s) ds = 0 (11)

Then, with the selection of appropriate matrices T1 and T2,
we can write

2
[
xT (t) xT (t − d)

] [
T1
T2

]
(x(t)− x(t − d)

−

∫ t

t−d
ẋT (s) ds) = 0 (12)

This equation form the foundation for the subsequent analysis
and derivation of the mathematical proofs.
Eqn(12) can be further expressed as:[

x(t)
x(t − d)

]T [
T1 + T T1 −T1 + T

T
2

∗ −T2 − T T2

] [
x(t)

x(t − d)

]
−

∫ t

t−d
2[xT (t)T1 + xT (t − d)T2]ẋT (s) ds = 0 (13)

Using the Bounding Lemma in [32] and expanding Eqn (13),
we obtain,

− 2
∫ t

t−d

[
xT (t) xT (t − d)

] [
T1
T2

]
ẋT (s) ds ≤ d

[
x(t)

x(t − d)

]T
×

[
T1
T2

]
R−1

[
T1
T2

]T [
x(t)

x(t − d)

]
+

∫ t

t−d
ẋT (s)Rẋ(s) ds

(14)

Substituting Eqn (14) into Eqn (13) yields

−

∫ t

t−d
ẋT (s)Rẋ(s) ds ≤

[
x(t)

x(t − d)

]T [
T1 + T T1 −T1 + T

T
2

∗ −T2 − T T2

]
×

[
x(t)

x(t − d)

]
+ d

[
x(t)

x(t − d)

]T [
T1
T2

]
R−1

×

[
T1
T2

]T [
x(t)

x(t − d)

]
(15)

This equation establishes an inequality relationship that
relates the integral of the state variable derivatives multiplied
by the matrix R and a quadratic form involving the state
variables and the matrices T1 and T2.

Considering any matrix G ∈ Rn×n and using Eqn (6) one
may write,

2[xT (t)G+ xT (t − d)G+ ẋT (t)G][−ẋ(t)+ Ax(t)

+ BK∞x(t − d)+ Fw(t)] = 0 (16)

This equation establishes a zero equality relationship
between the terms within the brackets, involving state vari-
ables x(t), delayed state variables x(t − d), derivative of state
variables ẋ(t), and the matrices G, A, B, K∞, and F .
Let ζ (t) =

[
xT (t) xT (t − d) ẋT (t)

]T
Therefore, eqn(16) can be rewritten as,

ζ T (t)

θ11 θ12 θ13∗ θ22 θ23
∗ ∗ θ33

 ζ (t)+ 2ζ T (t)

GFGF
GF

w(t) = 0 (17)

VOLUME 11, 2023 73559



K. Anto et al.: Novel Framework for the Design of Resilient CPSs Using Control Theory and Formal Methods

where

θ11 = GA+ ATGT , θ12 = GBK∞ + ATGT

θ13 = −G+ ATGT , θ22 = GBK∞ + KT
∞B

TGT

θ23 = −G+ KT
∞B

TGT , and θ33 = −G− GT

Using the Bounding Lemma in [32] and furthermatrixmanip-
ulation of eqn(17) gives

ζ T (t)

θ11 θ12 θ13∗ θ22 θ23
∗ ∗ θ33

 ζ (t)+ ζ T (t)
GFGF
GF

 γ−2
GFGF
GF

T

ζ (t)

+ γ 2wT (t)w(t) ≥ 0 (18)

Next, substitute Eqn(15) into Eqn(10) yields,

V̇ (t) ≤ ẋT (t)Px(t)+ xT (t)Pẋ(t)+ xT (t)Qx(t)

−xT (t − d)Qx(t − d)+ dẋT (t)Rẋ(t)

+

[
x(t)

x(t − d)

]T [
T1 + T T1 −T1 + T

T
2

∗ −T2 − T T2

] [
x(t)

x(t − d)

]
+ d

[
x(t)

x(t − d)

]T [
T1
T2

]
R−1

[
T1
T2

]T [
x(t)

x(t − d)

]
(19)

Grouping and re-arranging the terms will give,

V̇ (t) ≤

 xT (t)
xT (t − d)
ẋT (t)

 Q+ T1 + T T1 −T1 + T T2 P
∗ −Q− T2 − T T2 0
∗ ∗ dR


×

 x(t)
x(t − d)
ẋ(t)

+ d[
x(t)

x(t − d)

]T [
T1
T2

]
R−1

×

[
T1
T2

]T [
x(t)

x(t − d)

]
(20)

Then substitute Eqn(18) into Eqn(20) and grouping the terms
gives,

V̇ (t) ≤ ζ T (t)
{ ξ11 ξ12 ξ13∗ ξ22 ξ23
∗ ∗ ξ33

+
T1T2
0

 dR−1

T1T2
0

T

+ γ−2

GFGF
GF

 GFGF
GF

T}
ζ (t)+ γ 2wT (t)w(t) (21)

where ξ11 = θ11 + Q+ T1 + T T1 , ξ12 = θ12 − T1 + T
T
2

ξ13 = θ13 + P, ξ22 = θ22−Q− T2 − T T2
ξ23 = θ23, and ξ33 = θ33 + dR
Next, let us consider the following cost function to study the
H∞ performance criterion:

Jwy =
∫
∞

0
[yT (t)y(t)− γ 2wT (t)w(t)] dt (22)

where, γ is the H∞ performance index. Note that, if Jwy ≤ 0,
then the closed loop system satisfies the Eqn (4). Therefore,
the objective is to ensure Jwy ≤ 0 so that the H∞ controller
guarantees the performance index γ .

With zero initial conditions, V (0) = 0 and V (∞) ≥ 0,
we can write,

Jwy ≤
∫
∞

0
[yT (t)y(t)− γ 2wT (t)w(t)+ V̇ (t)] dt (23)

We know from the Eqn(2) that y(t) = Cx(t) and therefore
yT (t) = xT (t)CT . Substituting Eqn(21) into Eqn(23) and
using Eqn(2) gives,

Jwy ≤
∫
∞

0
ζ T (t)3ζ (t) dt (24)

where,

3 =

ξ11 ξ12 ξ13∗ ξ22 ξ23
∗ ∗ ξ33

+
T1T2
0

 dR−1

T1T2
0

T

+ γ−2

GFGF
GF

 GFGF
GF

T

+

CT

0
0

 CT

0
0

T

(25)

So, 3 ≤ 0 implies Jwy ≤ 0. Let us apply the
Schur complement [33] to Eqn(23). Pre-multiply and post-
multiply 3 with diag{G−1,G−1,G−1,G−1, I , I } and its
transpose respectively. With appropriate change of vari-
ables: Y = G−1, K∞G−T = K∞YT

= S, G−1QG−T = Qt,
G−1RG−T = Qu, G−1T1G−T = Tr, G−1T2G−T = Ts and
G−1PG−T = X gives the LMI (7). This completes the
proof.
Define γ̄ = γ 2. To obtain the solution of (7), we aim to

minimize γ̄ , Frobenius norm of S and trace of Y . Frobenius
norm of S represents the square root of the sum of the squares
of the elements of the matrix S, which provides a measure of
its magnitude and plays a significant role in the optimization
process.

This yields a H∞ controller that effectively constrains the
control effort within practical limits, while also achieving a
lower γ value due to the additional constraints on S and Y .
This can be expressed as the following LMI optimization
problem.

Optimization Problem:-

min γ̄ + s̄+ 0.01 ∗ trace(Y )

subject to (7),Y ≥ 0,X ≥ 0,Qt ≥ 0,Qu ≥ 0, γ̄ ≥ 0

(26)

where s̄ =
√∑a

i=1
∑b

j=1 ∥sij∥
2. Here, a and b represent the

number of rows and columns of the S matrix respectively, and
sij are the elements of S.

III. STRUCTURAL TRANSLATION TO TIMED AUTOMATA
In order to examine the safety-related aspects of the system
under delay attack, we employ model checking and formal
verification in UPPAAL [34], which is an integrated tool suite
for formal verification of real-time systems and is proven
to be efficacious in modelling and verifying systems [35]
modelled as Timed Automata (TA).
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Therefore, to facilitate this analysis, it is necessary to
translate the system described in state-space form into formal
models represented as timed automata. The syntax of a Timed
Automaton in UPPAAL is defined below:-
Definition 1 (Timed Automaton): A Timed Automaton A

in UPPAAL is a tuple ⟨ L, l0, C , A, 6, E , I , Q ⟩ where: L
is a set of all locations in A, l0 ∈ L is the initial location, C
is a finite set of all real-valued clocks, and A is a finite set of
variables.6 is a set of actions and co-actions. The actions and
co-actions are of the form z! and z? (channel synchronizations
here). E ⊆ L × G × 6 × U × L is the set of edges and
I : L → 8(C) specifies the invariants to locations, where
8(C) is the set of clock constraints. Q : L → {Nr,Ur,Cm }
specifies each location as eitherNr - Normal,Ur - Urgent and
Cm - Committed.

The detailed explanation of labels each location as either
(Nr) Normal, (Ur) Urgent or (Cm) Committed can be found
in [36]. Here, G is a set of guards representing conjunctions
of predicates of the form x ∼ n or x − y ∼ n or v ∼ n for
x, y ∈ C , v ∈ A, ∼∈ {≤, <,=, >,≥} and n ∈ N. U denotes
the set of updates representing a sequence of assignments to
variables of the form v := exp and/or clock resets of the form
x := 0 where v ∈ {A ∪ ε}, x ∈ C and exp is an arithmetic

expression. The edge (l, g, 6, u, l ′) ∈ E is denoted as l
g,6,u
−−−→

l ′. An example of TA is illustrated below following the syntax
defined in the Definition 1.
Example 1 (Timed Automaton): Consider the following

example of the attacker TA depicted in Figure 2, which
models a time-delay attacker. The attacker adds a certain
delay td to the control signals starting from time t = ta.
This TA has three locations, and the set of locations L =
{S0, S1, S2}. The locations, S0 and S2, are normal loca-
tions (Nr) and the location S1 is committed location(Cm).
The initial location l0 is S0, denoted by a double circle
in UPPAAL. The set of real-valued clocks in this exam-
ple is C = {ca}. The finite set of variables A =

{td , time_count, ta} and the finite set of actions and co-
actions 6 = {output_to_controller, output_from_plant}
which serve as synchronization channels. The set of guards
G = {time_count < ta, time_count >= ta}.

FIGURE 2. Attacker TA used to perform constant, variable, and random
delay attacks.

Upon the receipt of the synchronization message/channel
output_from_plant and guard condition time_count < ta
being satisfied, this TA undergoes a transition from S0 to
S1 while resetting the clock ca to 0. The set of updates
is U = {ca := 0}. This transition is an element of set

of edges E and can be represented as (S0, time_count <

ta, output_from_plant, ca := 0, S1). Notably, S1 is a com-
mitted location (Cm), prompting an immediate transition
from S1 to S0 (without any delay in time). During this
transition, it sends output_to_controller as well as resets
the clock ca to 0. Furthermore, if the guard condition
time_count >= ta is fulfilled and the synchronization mes-
sage/channel output_from_plant is received, the TA takes a
transition from S0 to S2 while resetting the clock ca to 0.
The set of updates is U = {ca := 0}. The automaton can
remain in the location S1 as long as ca <= td and when
ca == td , it moves S0 from S2. During this transition, it sends
output_to_controller as well as resets the clock ca to 0.
The attacker model depicted in Figure 2 is used to perform

constant, random, and variable delay attacks by having td
constant, random, and variable, respectively. Subsequently,
a timed automaton model, as depicted below in Figure 3,
is developed to perform cascading delay attacks.

FIGURE 3. Cascading delay attacker TA used to perform cascading delay
attacks.

A. MODELING STATE SPACE SYSTEM AS
UPDATE FUNCTIONS
Using any numerical methods of discretization such as
in [37], the system (1) can be described as update function:

x(t + τ0) = x(t)+ Aτ0x(t)+ Bτ0u(t)+ Fτ0w(t) (27)

where τ0 is a very small time-step. In this study, a time-step
of 0.01s is chosen.

B. FORMALIZATIONS
The closed-loop CPS under consideration is split into two
parts: plant and controller. We define J , K and W as arbi-
trary index sets on N. This system whose dynamics can be
expressed by first order ODEs can be formally represented as
following 2-tuples:
a. Plant - P = ({Fi}i∈J , {Hh}h∈W ,A, 6, τ )
b. Controller - C = ({Gj}j∈K ,A, 6)

where each component of above are described as:
• {Fi}i∈J are functions representing the discretized ODEs
of plant dynamics which updates the state variables
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{xi}i∈J and updated set of state variables are denoted
as {xnexti }i∈J . Here |J | = n ∈ N is an index set which
counts such number of functions. For example, in this
study, F1 is xnext1 := x1 + τ (a11x1 + a12x2 + a14x4 +
a15x5+ f11Pd1) which uses a set of parameters and maps
x1 to xnext1 . The plant under consideration has 12 state
variables and 12 ODEs. Hence, 12 update functions
which updates those state variables, therefore, |J | = 12.

• {Hh}h∈W are the functions updating the disturbance vec-
tor {wh}h∈W . Here |W | = h ∈ N is an index set which
counts such number of functions. For example, in this
study |W | = 2 and this implies the disturbance vector
{w} = {w1,w2}. Here, in the LFC case study,w1 refers to
load disturbance in Area-1 denoted as Pd1 and w2 refers
to load disturbance in Area-2 denoted as Pd2. The
{Hh}h∈W is represented here by ‘‘updateW()’’ which
updates w1 and w2.

• A = AP∪AC where AP , AC denote global variables used
by the Plant and Controller respectively.

• τ denotes update time-period, which is set to 0.1s.
• 6 is a set of action and co-action. Here, 6 stands for
synchronization channel between the plant and the con-
troller.

• {Gj}j∈K are functions which updates the control signals.
Here |K | = m ∈ N is an index set which counts such
number of functions.

C. ALGORITHMS FOR TA GENERATION
The following algorithms structurally convert the models of
the plant and the controller to their respective UPPAAL TA
counterparts.

Algorithm 1 Plant TA Construction
1: procedure Plant (P)
2: parse P = ({Fi}i∈J , {Hh}h∈W ,A, 6, τ ) ▷ Initialize
parameters

3: n← |J |; h← |W |; L ← {S0, S1}; l0 ← {S0}; C ←
{t};

4: A← {{xi}i∈[n], {xnexti }i∈[n], {wi}i∈[h]}; E ← {};
5: I (S0) = {t ≤ τ }, I (S1) = {φ};
6: Q(S0) = Nr , Q(S1) = Cm;
7: U1

← {}, U2
← {};

8: for i ∈ [n] do
9: U1

← U1
∪ {xnexti := Fi({xi}i∈[n])}

10: U2
← U2

∪ {xi := xnexti }

11: end for
12: E← E ∪ {S0

{t==τ },6!,U1

−−−−−−−−→ S1}

13: E← E ∪ {S1
φ,φ,U2

∪({Hh}h∈W ,{t:=0})
−−−−−−−−−−−−−−−→ S0}

14: return PTA := (L, l0,C,A, 6,E, I ,Q)
15: end procedure

The plant TA is constructed from the formalized rep-
resentation of the plant(P) using Algorithm (1). In this
algorithm, lines 1 to 7 initialize a UPPAAL tuple according
to Definition 1. Subsequently, lines 8 to 10 encompass the

FIGURE 4. Plant TA P .

update functions responsible for updating the state variables
of the plant ({xi, xnexti }i∈[n]). The update time period of τ is
captured by setting the invariant I (S0) = {t ≤ τ } on the
initial location S0 and the other state is kept committed by
setting Q(S1) = Cm. Lines 12 and 13 add edges that denote
the transition between two locations, S0 and S1. The edge
transitions E update the system state variable exactly at t = τ
and updates the synchronization channel6 (here, the plant is
the sender). Finally, the constructed TA is returned in line 14.

Algorithm 2 Controller TA Construction
1: procedure Controller (C)
2: parse C = ({Gj}j∈K ,A, 6) ▷ Initialize parameters
3: m← |K |; L ← {S0}; l0← {S0};C ← {};
4: A← {{uj}j∈[m], {xi}i∈[n]}; E ← {};
5: I (S0) = φ; Q(S0) = Nr ; U1

← {};
6: for j ∈ [m] do
7: U1

← U1
∪ {uj := Gj({xi}i∈K )}

8: end for
9: E← E ∪ {S0

φ,6?,U1

−−−−−→ S0}
10: return CTA := (L, l0,C,A, 6,E, I ,Q)
11: end procedure

The Algorithm 2 is used for constructing the controller TA.
Lines 1 to 5 in this algorithm initialize blue a UPPAAL tuple
for the controller. Lines 6 to 8 refer to the update function,
which updates the control signals {uj}j∈[m] on the receipt of
synchronization signal 6. Line 9 adds edge, which denotes
the transition in the self-loop at location S0. Line 10 returns
the constructed controller TA.

D. MODELING THE PLANT AND CONTROLLER AS TAs
Using the algorithms(1) and (2), we model the plant and the
controller TAs illustrated in the Figures 4 and 5 respectively.

IV. TWO AREA LFC WITH EV AS CASE STUDY
The effectiveness of the proposed framework is demonstrated
considering an example of two-area Load Frequency Control
(LFC) system with EVs subjected to time-delay attacks. The
fleet of EVs is modelled using a first-order system having
a time constant of Tevi and a gain of Kei. The participation
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FIGURE 5. Controller TA C.

factors of EVs and generating units are given by αei and αgi
respectively.

The dynamics of this system can be described by state
equations of the form eqn(1) and (2) where the state vec-
tor of area i is defined as: xi = [1fi,1Pmi,1Pvi,1Pei,
1Ptieij,1Ei]T (the explanation of these state variables can be
found in [38] and [39]). For a two-area interconnected power
system (i = 2), the state vector, input vector and disturbance
vectors are defined as: x(t) = [x1, x2]T , u(t) = [u1, u2]T and
w(t) = [1Pd1,1Pd2]T .
The system matrix A, input matrix B, load disturbance

matrix F and the output matrix C for the complete two area
system can be expressed as:

A =
[
A11 A12
A21 A22

]
, B = diag[B1,B2]

C = diag[C1,C2], F = diag[F1,F2] where,

Aii =



−Di
Mi

1
Mi

0 1
Mi
−

1
Mi

0

0 −1
Tchi

1
Tchi

0 0 0
−1
R1Tgi

0 − 1
Tgi

0 0 0
0 0 0 −

1
Tevi

0 0
2π

∑n
j=1,j̸=i Tij 0 0 0 0 0
βi 0 0 0 1 0



Aij =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

−2πTij 0 0 0 0 0
0 0 0 0 0 0

 ,Bi =


0
0
αgi
Tgi

Keiαei
Tevi
0
0


Fi =

[
−

1
Mi

0 0 0 0 0
]T
,Ci =

[
1 0 0 0 0 0
0 0 0 0 1 0

]
The parameters of the system considered in this study are

taken from [38] and [39] and are as follows: D1 = 1.5, D2 =

1, β1 = 21.5, β2 = 21, M1 = 10, M2 = 12, Tch1 = 0.2s,
Tch2 = 0.45s, Tg1 = 0.12s, Tg2 = 0.18s, Tev1 = 0.12s,
Tev2 = 0.20s, Ke1 = 3.00, Ke2 = 2.00, αg1 = αg2 =
0.9, αe1 = αe2 = 0.1, R1 = 0.05, R2 = 0.05 and T12 =
0.198 p.u/rad.

FIGURE 6. Frequency deviations of LFC system in the normal scenario.

A. LFC SYSTEM UNDER NORMAL SCENARIO
Initially, the simulation is carried out considering the normal
situation i.e. when the LFC system is not subjected to time-
delay attacks. To evaluate the performance of the closed-loop
system, as a standard procedure followed in the literature,
a step load disturbance of 1% is applied to Area-1 starting at
t = 10s. Similarly, for Area-2, a step load disturbance of 3%
is applied initially until t = 15s, and it is reduced to 2% there-
after. The frequency deviations are regulated by designing a
standard Linear Quadratic Regulator (LQR), whose gains are
given in Eqn (28), as shown at the bottom of the page.

From the results of the simulation, depicted in Figure 6,
it is observed that the LQR could effectively regulate the
frequency in the absence of time-delay attacks. This sce-
nario serves as a baseline for comparing the performance of
the closed-loop system under various subsequent scenarios,
which includes time-delay attacks.

B. LFC SYSTEM SUBJECTED TO TIME-DELAY ATTACK
In the subsequent phase of the investigation, the system was
subjected to time-delay attacks applied at t = 20s and
varying the delay from td = 0.1s to td = 0.7s. Notably, the
results revealed that when the delay exceeds 0.55s, the LQR
failed to regulate the frequency deviations and exhibited an
unstable response. Figure 7 vividly illustrates the response
when subjected to a delay of td = 0.7s.

C. LFC SYSTEM EMBEDDED WITH H∞ RESILIENT
CONTROLLER SUBJECTED TO DELAY ATTACKS
In order to get a stable response during time-delay attacks,
H∞ based controller was designed following the procedure
described in Section II-C. Due to the limited feasibility
region, multiple solvers were deployed, ultimately utilizing
YALMIP and MOSEK to obtain the solution. The H∞ con-
troller gain matrix is given in Eqn (29), as shown at the
bottom of the next page, which achieves the performance

KLqr =

[
18.1183 0.548 0.5698 0.355 −0.1029 0.9992 0.0837 −0.0066 −0.0024 −0.0017 0.0741 0.0396
−0.3955 −0.0037 −0.0008 −0.0031 −0.0722 −0.0396 22.3036 0.9343 0.6038 0.4738 −0.3072 0.9992

]
(28)
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FIGURE 7. Frequency deviations of LFC system under delay attacks.

FIGURE 8. Frequency deviations of LFC system with H∞ controller under
various delay attacks.

index γmin = 1.8273. To evaluate the effectiveness of
the designed controller, various simulations were conducted
that simulated different types of time-delay attacks including
constant, variable, random, and cascading each applied at
t = 20s. The results of the simulation for these types of time-
delay attacks are shown in Figure 8.
From the results, it is evident that the proposed controller

could regulate the frequency deviations and stabilizes the sys-
tem under time-delay attacks. For constant delay, a constant
value of 0.7s is set for td . The applied variable time delays
are visually represented in Figure 9. The random delays are
assumed to be uniformly distributed pseudo-random numbers
between 0.3 and 0.7.

On the other hand, cascaded delay attacks involve a series
of delay elements that are connected/cascaded in series.

FIGURE 9. Applied variable delay attacks.

To create such cascading delay attacks, variable delay attacks
are applied on x itself, resulting in x(t − td1). Subsequently,
another variable delay attack is applied on x(t−td1), resulting
in x(t−td2). It is worth noting that both cascading and variable
delay attacks deploy the same variable delay attack scheme.

D. FORMAL VERIFICATION OF TWO-AREA LFC SYSTEM
From the security perspective, we investigate the safety
aspects of the system using formal verification in UPPAAL.
One crucial aspect to address is the physical limitations of
the turbine in a load frequency controller; the rate of power
generation has to be within practical limits, which is termed
as Generation Rate Constraint (GRC). In this study, a GRC
limit (r) of ±3%/min [40], [41] is considered. Furthermore,
it is equally important to ensure that the frequency of the
system lies within ±1.5% of the nominal value (50 Hz in
countries such as New Zealand). Therefore, these aspects
can be corroborated provided some of the properties defined
below are satisfied:

i. P1 - Frequency deviation of the system does not exceed
the lower bound(low).

ii. P2 - Frequency deviation of the system does not exceed
the upper bound(up).

iii. P3 - The rate of change in generating power of the
system does not exceed the lower bound(-r).

iv. P4 - The rate of change in generating power of the
system does not exceed the upper bound(+r).

To facilitate the verification of the properties P1–P2, a Fre-
quency deviation monitor has been developed, as depicted in
Figure 10.

Similarly, a GRC monitor was developed to aid the verifi-
cation of properties P3–P4 and shown in the Figure 11.

We resorted to statistical model checking due to the lim-
itations of symbolic model checking in handling floating
point operations in UPPAAL. The results of verifying the
properties P1–P2 as tabulated in Table 1 demonstrate that
the probability of frequency deviations exceeding the upper
and lower bound is very minimal (0.299%). Subsequently,
the properties P3–P4 were also verified, and the results are
tabulated in Table 1. This shows that it is 99.7% certain that

K∞ =
[
−4.5635 −0.05 −0.0978 0.0414 −0.0649 −0.0398 0.1979 0.0004 0.0084 −0.0235 0.0357 0.0044
−0.0204 0.0003 −0.0026 0.0036 0.0977 0.0008 −8.5123 −0.0476 −0.2876 0.6941 −0.1228 −0.122

]
(29)
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FIGURE 10. Timed Automaton model of Frequency deviation monitor.

FIGURE 11. Timed Automaton model of GRC monitor.

TABLE 1. Verification results for the properties P1-P4.

the system violates the upper and lower limits for the rate
of change in generating power. Therefore, to remedy this,
we added two limiters, bounded by ±r , to restrict the gen-
eration ramp rate and ensure compliance with the specified
limits. These limiters play a crucial role in mitigating the
observed violations and enhancing the overall stability and
performance of the closed-loop system.

E. LFC SYSTEM WITH RESILIENT CONTROLLER
AND LIMITER
Figures 13 and 14 provide a visual comparison of the genera-
tion rate of the system before and after the inclusion of these
limiters, as observed inMATLAB. It is evident from these fig-
ures that after adding the limiter, the generation ramp rate of
the system is restricted within±r , where r = 0.0005 p.u/sec.
The frequency deviations of the system equipped with the

FIGURE 12. Frequency deviations of LFC system with H∞ controller and
GRC under delay attacks.

FIGURE 13. Generation rate before adding limiter.

FIGURE 14. Generation rate after adding limiter.

resilient controller and adding limiter under delay attacks are
depicted in Figure 12.

The results, therefore, demonstrate the merit of the pro-
posed framework in ensuring the stability and safety of a
cyber-physical system under time-delay attacks.

V. CONCLUSION
While conventional control theory adequately addresses sta-
bility concerns and formal methods focus on safety analysis,
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a comprehensive and cohesive approach that seamlessly inte-
grates stability and safety analysis for CPSs is currently
lacking. In this work, we develop a robust and unified
framework to ensure both the stability and safety of CPS,
combining formal methods and control theory. Furthermore,
we present a novel application of the developed framework
by illustrating the attack mitigation of time-delay attacks on
an LTI CPS.

Initially, a resilient H∞ based controller is synthesized to
ensure stability and performance under delay attacks. Sub-
sequently, we developed a structural translation procedure
to translate the state space model of the closed-loop system
into timed automata. To investigate the safety aspects of the
system, the timed automata models of the Plant, Controller,
and Attacker are constructed, and the safety properties are
verified using formal verification in UPPAAL. To showcase
the practical applicability of our framework, we present a
compelling case study involving a two-area LFC system
with EVs. This case study serves as a demonstration of
how our proposed framework effectively ensures stability and
guarantees safety in the face of delay attacks.

Our future research will be aimed at extending our frame-
work to investigate the impact of combining delay attacks
with other types of cyber attacks, such as False Data Injection
Attacks (FDIA) [42], [43], which necessitate the need for
comprehensive attacker modelling and application of various
advanced control strategies that can better enhance the per-
formance.
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