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ABSTRACT In the age of digital economy, customers actively share their experiences and issues about
products via online product reviews.Mining potential product improvement ideas from customer needs could
provide valuable insights into new functionality expected by the markets. Numerous studies have attempted
to identify customer needs using these reviews, but they paid less attention to the customer’s specific context
in which the product was used. This study provides a novel approach for identifying customer needs based
on both context information and product functions of target products. The context information and product
functions are derived from online product reviews through linguistic pattern mining, whereby the customer
needs are determined by the combination of extracted context information and product functions using
a semantic embedding method and a clustering approach. A case study on the Amazon-Echo series was
conducted to verify the applicability of the proposed approach. Consequently, we identified 1430 different
customer needs, which could be used as an input for improving product design. This study is one of the
first attempts to integrate context information for identifying customer needs. The proposed approach can
be useful in the idea creation process for future product planning and is expected to add new empirical
perspective for the e-commerce industry.

INDEX TERMS Context-awareness, customer needs, linguistic pattern, sentiment analysis, social media
mining, context information.

I. INTRODUCTION
Online product reviews are an important source of informa-
tion that can significantly influence customer choices and
product sales [1]. They represent one of the most com-
mon ways for customers to exchange their experiences and
expectations regarding a product [2]. Potential customers
could reduce the risk of purchasing an unwanted prod-
uct through processing of information provided in online
reviews. Furthermore, online reviews include context infor-
mation about a product or service that potential customers
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could use to evaluate the specific use cases. From the
perspective of product manufacturers, the variety of infor-
mation can be an expressive source of innovative ideas for
identifying customer needs [3]. In this context, a profound
understanding of customer needs based on online reviews
is critical to providing successful innovations on the mar-
ket and sustaining competitive edges. In various industries,
text mining approach can be used to evaluate the impact
of user reviews on business performance [4]. If compa-
nies wish to retain their existing customers and acquire
more, the ability to translate latent customer needs into
unique products and customer experiences is more vital than
ever [5].
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Various studies have shown that online product reviews
can play an important role in supporting customer’s purchase
decisions and implementing management actions. Accord-
ingly, various studies have extracted customer needs, such as
unmet product features, customer complaints, and customer
satisfactions for generating new product ideas and supporting
future product planning. For example, Zhang et al. [6] have
collected online product reviews of Huawei phones to define
product features and provided suggestions for product feature
improvement through sentiment analysis. Zhao et al. [7] have
analyzed online hotel reviews for predicting customer satis-
faction through the mining of technical attributes in online
reviews.

Despite the contributions of previous studies, limitations
may arise from insufficient consideration of context informa-
tion in terms of analyzing customer needs. Typically, context
information refers to any information that can be used to
characterize the situation of entities (i.e. place, social situ-
ation or object) relevant to the interaction between a user
and a product [8]. Green et al. [9] have noted that customer
needs differ depending on the surrounding context, even if the
product function remains unchanged. Accordingly, customer
needs could be also considered from an alternative perspec-
tive, which involves around contextual information about
product use. Ignoring the context information may make the
functional improvement of a product difficult. Therefore, it is
necessary to simultaneously consider the context information
and product functions for identifying customer needs from a
holistic perspective.

To address these challenges, this study proposes a sys-
tematic approach for identifying context-aware customer
needs from online product reviews. It uses linguistic pattern
mining of online product reviews to extract context informa-
tion and product functions. For example, in the review ‘‘I
want to play music quietly while I sleep but the sound is
too loud’’, the product function ‘‘play music’’ and context
information ‘‘while I sleep’’ can be extracted. The cus-
tomer need can be identified with a combination of these
two extracted elements. The proposed approach consists of
following four steps: (1) collecting online product reviews
via web scraping and selecting negative reviews based on
sentiment analysis; (2) extracting context information and
product function expressions using linguistic pattern mining;
(3) defining context information and product function clusters
based on word embedding and clustering; and (4) identifying
customer needs, which are expressed as a combination of
context information clusters and product function clusters.
To demonstrate the validity of the proposed approach, a case
study using the Amazon Echo series smart speakers was
conducted.

The contributions of this study are threefold: First, this
approach allows us to understand customer needs by con-
sidering both product function and context information.
Therefore, latent customer needs for a product can be better
understood. Second, this approach is an early attempt to
extract context information and product functions from online

TABLE 1. Previous studies using online reviews to identify customer
needs.

product reviews for identifying customer needs. Hence, this
study can serve as a valuable reference point for subsequent
studies that aim to analyze both context information and
product functions. Third, due to its data-driven and large-
scale nature, the findings can assist the idea generation phase
in the product improvement process.

The remainder of this paper is organized as follows.
Section II includes literature review on customer needs anal-
ysis, context-aware approach, and linguistic pattern mining.
Section III describes the proposed analytical framework and
applied methodological approaches in detail. Section IV
presents a case study for illustrating the applicability of the
proposed approach. Section V discusses the applicability
of the proposed approach in devising product development
strategies. Finally, Section VI summarizes the major findings
and concludes with an outlook on possible future research as
well as theoretical and managerial contributions.

II. LITERATURE REVIEW
A. CUSTOMER NEEDS ANALYSIS USING ONLINE REVIEWS
The ability to accurately identify and respond to customer
needs is a primary concern for businesses, as customer needs
form the basis for future product innovation strategy [10],
[11]. Scholars have used customer complaints and customer
reviews under the scope of various research disciplines,
such as marketing, branding and consumer behavior [12],
[13]. To better cope with customer needs, various methods
are actively being investigated. Especially, the exploitation
of online products reviews, which could directly trans-
mit customers’ voices about products, has received much
interest [14] (Table 1).

Previous studies based on online product reviews for iden-
tifying customer needs can be broadly classified into two
categories: product-feature-based and customer-sentiment-
based studies. Product-feature-based studies define customer
needs through product features mentioned by customers,
such as physical characteristics and product specifications in
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online product reviews [15], [16], [17]. For example, Rai [21]
have presented a method for extracting key product attributes
and defining customer needs with a ranking system. The
attribute terms are tagged as frequently mentioned nouns, and
noun phrases were extracted using a lexical database. Based
on a case study of electronics products, product properties
preferred by customers, such as weight, cost, and water-
proofing, could be prioritized. Furthermore, Zhan et al. [22]
presented a method for summarizing online product reviews
for extracting customer needs across multiple reviews. Their
work has addressed the challenge of information overload
that product developers face.

On the contrary, customer sentiment-based studies define
customer needs through mining of customer opinions, which
are expressed as emotional words or sentiment scores about
product features in online product reviews [18], [19], [20].
For example, Hu and Liu [23] have presented a text sum-
marization method for extracting opinion words from online
product reviews. To this end, online product reviews on
digital cameras were analyzed and grouped into positive
and negative customer opinions. Customer opinions such as
‘‘horrible,’’ ‘‘incredible,’’ and ‘‘easy’’ were identified, which
could contribute to quicker processing of large amount of
online product reviews. Furthermore, Zhou et al. [24] have
applied sentiment analysis to user-generated online product
reviews and identified the number of customer needs with
regard to product line planning.

Although prior studies have confirmed the suitability of
online product reviews for defining customer needs, they
mainly extracted the physical characteristics of the product to
define customer needs. In other words, existing studies tend
to not take context information into account when defining
customer needs, thus demonstrating a potential limitation.
Context information can reveal additional information on the
applied setting of a product, such as when, where, and how
a product is being used. Apart from that, the concept of
product function, which represents the state of the product
features, has been not applied in obtaining customer needs.
For example, a previous study defined customer needs based
on product features, such as battery and sound, by examining
online product reviews related to a Bluetooth speaker. How-
ever, there were insufficient explanations regarding why the
battery constitutes customer needs (e.g. rapid consumption
in cold environments) and why the sound is customer needs
(e.g. volume control). This makes it difficult to determine
methods for accurately revealing customer needs. Therefore,
this study proposes an approach for understanding customer
needs based on the combination of context information and
product function using the linguistic pattern mining of online
product reviews.

B. CONTEXT-AWARE APPROACH FOR DERIVING
CUSTOMER NEEDS
In addition to factual information on a specific topic, text
documents (e.g. online product reviews or comments on

social platforms) contain context information [25]. Context
information refers to surrounding information, such as loca-
tion, time, mood, and other environmental factors present
within [26]. It can help explain the circumstances and settings
under which a certain product is used [27]. The explicit
consideration of context information can help reveal many
interesting patterns that would otherwise remain hidden [28].
There was a common consensus that incorporating context
information contributed to improved analysis performance
for customer understanding. For example, Sarker et al. [29]
collected context information such as temporal, spatial,
or social information from smartphone log data. They
predicted individuals’ smartphone usage based on context
information, and the introduced multi-dimensional context-
based analysis was able to predict smartphone usage patterns
more effectively. Boppana and Sandhya [30] presented a
context-aware restaurant recommender model based on deep
recurrent neural networks and the presented model showed
an accuracy of 99.6%. Rabatel et al. [31] incorporated con-
text information, such as age and gender of customers, for
analyzing sequential patterns of purchase history. In this way,
the decision makers can better adapt their strategy according
to different customer types. Kavitha and Ravikumar [32]
investigated context awareness in the healthcare field, and
identified challenges and opportunities related to advancing
context-aware applications.

However, only few studies have thus far used context
information to study customer needs through social media
mining. Hence, we propose a novel context-aware approach
for understanding customer needs using context information
derived from online product reviews. Therefore, customer
needs can be identified through the combination of product
function and context information, and amore specific product
improvement directions can be suggested.

C. LINGUISTIC PATTERN MINING
Linguistic pattern mining of human language involves the
extraction of information using the grammatical or structural
features of the language [33]. Depending on the purpose,
significant variations in patterns can be gleaned from the
text [34]. In general, linguistic patterns are extracted by tag-
ging parts of speech (POS), which involves labeling words in
a corpus according to the context and word definition [35].

Linguistic pattern mining has been applied to a variety
of research applications, such as the question answering
system [36], sentiment analysis [37], and customer-aspect
extraction [38]. In particular, mining of linguistic pattern
has been useful in processing patent documents to perform
a property-function network analysis [39]. In this regard,
a property represents a specific characteristic of the patented
product, and its function is the useful action of that product.
The ‘‘adjective + noun’’ pairs are identified as properties,
whereas ‘‘verb + noun’’ pairs are referred to as functions.
For finding word pairs grammatically related to the forms
‘‘adjective + noun’’ or ‘‘verb + noun,’’ Stanford typed
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FIGURE 1. Graphical example of Stanford typed dependencies for the
sentence ‘‘Bell, based in Los Angeles, makes and distributes electronic,
computer and building products’’. (Own representation based on
Yoon et al. [39].)

FIGURE 2. Overview of the analysis framework.

dependencies (SDs) can be adopted [40]. These dependencies
capture grammatical relationships in a sentence and can be
used by individuals who have no special linguistic expertise
(Fig. 1).

For example, SDs have been applied in the domain of user
experience-based product design (UX design) using online
product reviews [41]. For each online product review, all
possible phrases were extracted as initial candidate segments,
and the structures related to the UX design were filtered
out to discover customer requirements. Furthermore, lin-
guistic pattern mining has been applied to tackle various
decision-making issues, such as technology planning, detect-
ing technological changes, and locating R&D partners [42],
[43], [44].

Although linguistic patterns have been widely applied to
extract various types of information included in text docu-
ments, limited attentionwas paid to analyzing customer needs
based on contextual information and incorporating them into
product improvement strategy. Hence, this study proposes
a context-mining approach for discovering customer needs,
which are defined as a combination of context information
and product function.

III. METHODS
This section describes the overall analysis framework for
discovering customer needs using context mining (Fig. 2).

FIGURE 3. Exemplary review paragraph structure.

First, online product reviews were collected for the target
product and negative reviews were identified using sentiment
analysis. Second, context and product function expressions
were extracted from the negative reviews. Third, context
information and product function clusters were defined using
clustering and word embedding techniques. Finally, customer
needs are defined based on the combination of context infor-
mation and product function. In the following, each step will
be explained in a more detailed fashion.

A. DATA COLLECTION AND PRE-PROCESSING
In this step, online product reviews of a target product
were collected for determining and analyzing customer needs
based on context information. This can be achieved through
the application of web scraping technique, such as Selenium
library. In previous studies, online product reviews have been
analyzed in sentence units, but this study analyzes each
review paragraph as the analysis object [45], [46]. This is
because paragraphs have a storyline with multiple relevant
sentences explaining the subject matter in greater detail [47].
For example, the first, second, and third paragraphs in Fig. 3
refer to the rationale for purchasing, intended use, and spe-
cific use of the target product. Although an online product
review was published by a single customer, each paragraph
details a unique experience with different sentiment scores.
For this reason, the collected reviews were divided into para-
graphs and stored accordingly. Therefore, ‘‘review’’ in this
methodology indicates an individual ‘‘paragraph’’ within an
online product review (Fig. 3).

After structuring the reviews into paragraph units, the sen-
timent scores were determined to obtain negative reviews
using the sentiment analysis toolkit. In this study, the
Google Cloud Natural Language Processing (Google NLP)
API (https://cloud.google.com/natural-language) was used.
Google NLP has been used in various studies to extract senti-
ment scores, which range between −1 (most negative) and 1
(most positive) [48]. A negative sentiment score indicates
dissatisfaction with the product. If the sentiment score was
below zero, we labeled the concerned reviews as negative.
Although positive online product reviews could also entail
product information [49], a past study has shown that neg-
ative reviews tend to contain more detailed information on
product attributes requiring improvement than positive online
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reviews [50]. Moreover, negative online reviews are consid-
ered more credible, altruistic, and influential than positive
reviews [51], [52]. Therefore, this study considers negative
online reviews to discover customer needs.

B. EXTRACTING CONTEXT EXPRESSIONS AND PRODUCT
FUNCTION EXPRESSIONS
This section describes This subsection describes the extrac-
tion of context and product function expressions from online
product reviews using linguistic patterns. The context expres-
sions refer to a specific situation in which the customer uses
the product, such as time, location, and social environment,
whereas the product function refers to the functions provided
by the target product. Because the customer behavior depends
on the provided function, product functions used in this study
represent both the function provided by the product itself and
the behavior of customers using the product, such as ‘‘make
calls’’, ‘‘play video’’, and ‘‘search the Internet.’’

Specifically, the ‘‘verb + object’’ represents the product
functions, and the preposition can indicate the place and time
associated with this behavior. Examples of prepositions are
‘‘in’’, ‘‘at’’, ‘‘on’’, ‘‘of’’ and ‘‘to’’. Time can also be indicated
by conjunctions. For example, in following sentences ‘‘Ama-
zon echo show can find recipes in my kitchen’’ and ‘‘this is
perfect when I’m cooking,’’ the product function is under-
stood through the verb ‘‘find’’ and its object ‘‘recipes’’.
The preposition ‘‘in’’ and the noun phrase ‘‘my kitchen’’
indicate the location of product use. ‘‘I’m cooking’’ is the
dependent clause for the conjunction ‘‘when’’, which reveals
the timing of a product use. Accordingly, the context and
product function expressions can be extracted through verbs,
prepositions, and conjunctions. This study defines ‘‘prepo-
sition + phrase’’ and ‘‘conjunction + clause’’ as context
expressions and ‘‘verb + phrase/clause’’ as product function
expressions, which can be both extracted using a dependency
relationship.

A dependency relationship describes a grammatical rela-
tion between a governor word and a dependent word in a
sentence [53], [54]. This study relies on SDs, which were
originally developed as a practical representation of English
syntax. Because the online product reviews are written in
English, the use of SDs is more effective than other depen-
dency relations, such as universal dependency, attribution
relation, or grammatical-relations annotation [55]. There are
currently 50 pre-defined SDs. Among them, mark, pcomp,
and pobj relationships are used to extract context expres-
sions. Mark is assigned to a word that subordinates a finite
clause to another clause and extracts the head of clauses
with dependencies on conjunctions, such as ‘‘while,’’ ‘‘as,’’
and ‘‘when.’’ Furthermore, pcomp and pobj are assigned to
words that appear after the preposition, and they are used to
extract the head of phrases dependent on prepositions, such
as ‘‘on,’’ ‘‘in,’’ and ‘‘at.’’

To extract a product function expression, we extended the
dependency types suggested by a previous study [39]. The

TABLE 2. Different stanford typed dependencies used for extracting
context and product function expressions [38].

ccomp, dobj, and xcomp dependency relationships are used,
where ccomp and xcomp are assigned to verbs with a depen-
dent clause, capable of extracting the verb of the dependent
clause and the object of the verb. For extracting a verb and its
direct object, dobj is assigned to a verb with a noun phrase as
the object (Table 2).

From the first example in Table 2, terms that are depen-
dent on extracted relationships are jointly retrieved for a
more specific context expression. Hence, ‘‘while taking a
shower’’ is extracted using the mark relationship. In terms
of product function expressions, ‘‘my’’, which has a depen-
dency relationship with ‘‘voice’’, is extracted along with
‘‘recognizes voice’’ through ccomp. Thus, ‘‘recognizes my
voice’’ is extracted (see Table 2). Algorithm 1 shows the
steps involved in extracting context and product function
expressions.

Through the extracted context and product function expres-
sions, it is possible to have a deeper understanding of
where customers use the product and how the product is
used. However, in online product reviews, some phrases,
such as ‘‘in the home’’ and ‘‘in the house,’’ despite hav-
ing the same meaning, are expressed differently. Therefore,
the context and product function expressions with the
same meaning needs to be integrated through a clustering
method.
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Algorithm 1 Context and Product Function Expressions
Extraction
Input: Review phrase, R
Output: Context expression, c, and product function expression, f , for each R
1. Initialize list of context = []
2. Initialize list of product function = []
3. for in R do

|Check Stanford Dependency of
4. for word in do
5. Check context expression in :

if mark or pcomp or pobj in,
append word + child of words to context expression

6. Check product function expression in :
if ccomp or dobj or xcomp in,

appendword + head ofwords to product function expression
end for
Reset context expression and product function expression

end for

C. DEFINING CONTEXT INFORMATION CLUSTERS AND
PRODUCT FUNCTION CLUSTERS
This step groups together extracted expressions with simi-
lar meanings. Product function expressions, such as ‘‘play
music,’’ ‘‘play the music,’’ and ‘‘play the song,’’ are integrated
into the same cluster. For this purpose, word embedding
and clustering methods are used. In word embedding, the
given words are represented in a high-dimensional vector
space. Similar extracted expressions are clustered together
near the vector space, while dissimilar extracted expressions
are placed away from each other in the vector space. For
example, the extracted context expressions, such as ‘‘in the
house,’’ ‘‘in the home’’, and ‘‘in my home’’, when expressed
in a two-dimensional space through word embedding, appear
close to each other (Fig. 4).
For the word embedding, this study uses bidirectional

encoder representations from transformers (BERT), an NLP
technique developed by Google. The BERT model is a
general-purpose model that performs well in all NLP
fields [56]. The BERT model was pre-trained using a corpus
of 3.3 billion words (800 million words from Book Cor-
pus and 2.5 billion words from English Wikipedia). Unlike
other language models, the BERT model is trained using
word pieces, and the model can handle Out-Of-Vocabulary.
Therefore, the proposed approach can be applied to other
online reviews without additional training. In addition, the
BERT model is suitable for integrating similar expres-
sions because of its prominent performance and non-domain
constraints [57].

The extracted context and product function expressions are
represented in a vector space of 768 dimensions, respectively.
Hence, it is necessary to group similar expressions using a
clustering method. This study uses the k-means clustering
method, which assembles expressions based on the distance
between adjacent embedded expressions [58]. The k-means
clustering proceeds by iteratively assigning entities (Note:
Entities are context expressions and product function expres-
sions) to clusters and updating the cluster centroids based on
the mean of the assigned entities [59]. The initialization step

FIGURE 4. Exemplary word embedding and clustering. (Note: Although
expressed in a two-dimensional space, the result of word embedding is a
high-dimensional vector space with hundreds of dimensions.)

randomly selects k data points from the dataset as the initial
cluster centroids. Next, each entity in the dataset is assigned
to the nearest cluster centroid based on a distance metric (e.g.
Euclidean distance). This assignment is done by minimizing
the variance of distance differences among clusters. Since the
distance is calculated using similarity scores, the semantic
similarity between entities can be obtained and the similar
entities can be clustered as the same cluster. The k-means
has several advantages and disadvantages. While it is an
easily implementable algorithm capable of assigning every
data point to a cluster and handling large datasets in a com-
putationally efficient, it is limited in sensitivity to the initial
placement of centroids, specifying the number of clusters (k)
in advance and sensitivity to outliers. The optimal number
of k was determined by applying a gap statistic algorithm,
calculating the distance between adjacent elements in a clus-
ter [60]. If the data are well clustered, the gap statistic value
is high. Therefore, the k with the highest gap static value is
chosen as the ideal k . Consequently, words that share the
same meaning but have different expression forms can be
considered as the same. In the next step, customer needs are
defined using co-occurrence frequency of context informa-
tion clusters and product function clusters.

D. IDENTIFYING CUSTOMER NEEDS
In this subsection, a combination of context information clus-
ter and product function cluster is used to define customer
needs. Customer needs are represented as a combination of
each cluster appearing together in the same online prod-
uct reviews (Fig. 5). For example, if the customer needs
are defined through a combination of the context informa-
tion cluster ‘‘on_the_bed’’ and the product function cluster
‘‘play_a_game’’, these clusters co-occur within a single
online product review. Hence, the customer needs can be
understood as follows: a customer facing an issue while
playing a game on the bed.

In Fig. 5, the links between the context information cluster
(CI cluster) and product function cluster (PF cluster) indicate
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FIGURE 5. Defining customer needs using co-occurrence of context
information cluster and product function cluster.

that these clusters co-occur in the same review. The link
weight is proportional to the frequency of co-occurrences.
Hence, the higher the co-occurrence frequency, the more
important is the identified customer need for assisting the
product improvement decision. The most frequently occur-
ring customer needs have to be addressed with priority.
Accordingly, ‘‘customer need 2’’ in Fig. 5 has a higher prior-
ity than ‘‘customer need 3’’, as the co-occurrence frequency
of customer need 2 is more significant. Next, the effectiveness
of the proposed approach is verified through a case study of
the Amazon Echo series.

IV. CASE STUDY OF AMAZON ECHO
Amazon Echo is a smart speaker developed by Amazon
that can connect to Alexa, a virtual assistant service. This
device provides various voice-assisted services, such as play-
ing music, setting alarms, and searching for information.
With the development of artificial intelligence, the range of
functions performed by Amazon Echo has become increas-
ingly diverse. In a similar sense, customers’ motives for
using this speaker are becoming increasingly diversified. This
implies that more attention must be paid to the analysis of
underlying customer needs. Accordingly, we describe the
applicability of the proposed approach to Amazon’s flagship
smart speaker series (Amazon Echo, Amazon Echo Show,
and Amazon Echo Dot), which are collectively referred to as
Amazon Echo to make suggestions for product improvement
decisions.

A. COLLECTING AND PRE-PROCESSING OF ONLINE
REVIEWS
A total of 11553 online product reviews, which were avail-
able at the time of conducting this study, were collected
between January 1 and May 31, 2020, from the Amazon
online shopping website. The collected online reviews were
pre-processed by selecting reviews with one paragraph
(excluding one-sentence or one-word reviews) or dividing
reviews with more than two paragraphs into individual para-
graph units. Hence, the pre-processed reviews refer to a set of
single-paragraph derived online product reviews. For the sake
of simplicity, we refer to them as ‘‘reviews’’ in the following
case study. To determine negative reviews, sentiment scores

were measured. The sentiment score was calculated using the
Google NLP API. Of the 11553 reviews, 2105 reviews had a
sentiment score lower than 0, and the remaining 9448 reviews
had positive sentiment scores. As a result, the proposed
approach was validated using 2105 negative reviews.

B. EXTRACTION OF CONTEXT AND PRODUCT FUNCTION
INFORMATION
The context and product function expressions were extracted
from the 2105 negative reviews using the Stanford parser.
This study used Stanza (https://stanfordnlp.github.io/stanza),
a Python package of the Stanford parser. Using Algorithm 1
shown in section III-B, a total of 32709 context expressions
and 32346 product function expressions were obtained. How-
ever, some of the extracted expressions, such as ‘‘to this’’
‘‘loves it’’ and ‘‘got this’’, were rather vague and did not cover
either context information or production function. Hence,
stopword processing had to be performed to remove irrelevant
words.

After removal, 6747 context expressions and 4679 product
function expressions remained. In Table 3, the underlined
passages represent product function expression, while the
bold and italicized passages describe context expressions.
In case of review ID 1, only product function expressions
were extracted. The expressions ‘‘hear the music’’ ‘‘control
the lights’’ and ‘‘ask prompts’’ indicate different customer
behavior and could be regarded as one of many product
functions provided by Amazon Echo. On the contrary, in case
of review ID 2, only context expressions were extracted. The
context expression ‘‘as a speaker’’ highlights listening to
music through speakers as one of the circumstances in which
Amazon Echo device was employed.

C. GENERATION OF CONTEXT INFORMATION AND
PRODUCT FUNCTION CLUSTERS
Although the product function expressions in review IDs 1
and 4, ‘‘hear the music’’ and ‘‘playing music’’ have similar
meanings, they were expressed differently. Therefore, they
should be consolidated and assigned to the same cluster.
In this step, we first input the extracted product function
expressions and context expressions to each vector space.
Next, k-means clustering has been used to group similar
expressions. To position the extracted context and prod-
uct function expressions in individual vector spaces, word
embedding was performed. Because the extracted expres-
sions comprise multiple rather than single words, we relied
on the sentence BERT model rather than the general BERT
model. Using k-means clustering, similar expressions are
placed close to each other, while dissimilar expressions are
placed far apart in 768-dimensional vector space. The param-
eter k , which indicates the number of clusters in the k-means
clustering algorithm, is determined using the gap statistic
algorithm. The optimal choice of K is given by k for which
the gap between observed data and reference data reaches a
maximum. Fig. 6 shows the gap statistic values for the context
and product function expressions.
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TABLE 3. Examples of extracted context and product function
expressions.

The highest gap statistic values were found when the k
values were 37 and 47, respectively, and the cluster groups
were formed accordingly.

After clustering, a unique label needs to be assigned to
each cluster. The k-means clustering method groups val-
ues close to the centroid of each cluster, and these values
describe the cluster composition. Therefore, each cluster was
labeled using the top five expressions closest to each cen-
troid. The entire clustering results of context and product
function expressions can be found in Appendices 5 and 6.
Some of the exemplary clustering results of context and
product function expressions are demonstrated in Fig. 7,
respectively.

In Fig. 7, The listed expressions are the top five expressions
closest to the center point within each cluster. For example,
context expressions such as ‘‘in kitchen’’, ‘‘in the kitchen’’,
and ‘‘for the kitchen’’ are defined as ‘‘in_the_kitchen’’.
In product function clusters, product function expressions
such as ‘‘play music’’, ‘‘playing music’’, and ‘‘plays music’’
are defined as ‘‘play_music’’. In the next subsection, customer
needs should be defined through a combination of 37 defined
context information clusters and 47 product function clusters.

D. IDENTIFICATION OF CUSTOMER NEEDS
In the final step, the customer needs are defined through a
combination of 37 context information clusters and 47 prod-
uct function clusters. These combinations are calculated
based on the co-occurrence analysis referred in section III-D.
In total, 1739 different customer needs combinations can

FIGURE 6. Detected optimal number of K for k-means clustering:
(a) context expressions; (b) product function expressions. (Note: The red
dot indicates the optimal value.)

FIGURE 7. Exemplary representation of context information and product
function clusters.

arise from 37 context information and 47 product function
clusters. However, because the context and product function
expressions do not necessarily appear together in online
product reviews, only 1430 customer needs remained after
calculating the co-occurrence frequency of customer needs.
These identified 1430 customer needs can be interpreted as
potential customer needs requiring improvement. Neverthe-
less, to reduce the overall complexity, this study limits the
further examination to the top 10 most mentioned customer
needs (Table 4).

In Table 4, some of the context information clusters rep-
resent situations customers face, such as ‘‘while_cooking’’,
‘‘with_tv’’, and ‘‘as_an_intercom_system’’. Moreover, there
is also context information cluster indicating the location of
product usage, such as ‘‘in_the_kitchen’’. The various product
functions used in the context include ‘‘find_recipes’’, ‘‘con-
nect_doorbell’’, and ‘‘play_music’’. The identified customer
needs can be used as a reference for developing product
improvement strategies. For example, a customer need, which
is characterized by the combination of ‘‘with_ring_doorbell’’
and ‘‘connect_doorbell’’ could indicate that the product
might have a problem of connecting to third-party products
(ring_doorbell refers to a wired doorbell device). Accord-
ingly, a suggestion can be made that an improved product
version should support compatibility with other devices.
In the discussion, some specific customer needs have been
selected to analyze them in more detail and propose product
improvement strategies to show the advancement of the pro-
posed approach.
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TABLE 4. Examples of extracted context and product function
expressions.

V. DISCUSSION
A. NOVELTY OF PROPOSED CONTEXT-BASED CUSTOMER
NEEDS IDENTIFICATION APPROACH
Given the nature of the customer analysis, introducing novel
concepts to analyze customer needs is essential for identify-
ing business opportunities through customers’ eyes. To this
end, this study proposed a novel approach for identifying
customer needs based on context information and product
functions. The main difference between the proposed work
and prior works lies in the joint consideration of context infor-
mation and product functions from online product reviews.
Moreover, the current study uniquely combines linguistic
pattern mining, word embedding, and sentiment analysis into
a single research framework. Due to this reason, there is
no comparable standard baseline approach, which can serve
as an appropriate measure to evaluate the superiority of the
proposed approach in a quantitativemanner. Nevertheless, the
inclusion of context information is significantly important,
which can be backed up by the theory of Jobs-To-Be-Done
(JTBD) [61]. From the JTBD, a job describes a shorthand
for what a customer really seeks to accomplish in a given
circumstance [62]. Here, jobs are not dependent on product
functions; rather they are dependent on the context in which
customers are exposed. For example, in the context of apply-
ing Amazon Echo within the kitchen, a customer’s job is
to prepare the meals, not staring at the display of Amazon
Echo to identify recipes. Based on the proposed approach,
we can infer what customers really want to accomplish in a
specific context, extending the dimension of data-driven cus-
tomer understanding. As the focus of this study primarily lies
on the conceptual development of merging context informa-
tion and product functions from online product reviews, the
identified customer needs are expected to improve customer
understanding.

B. APPLICABILITY OF PROPOSED CONTEXT-BASED
CUSTOMER NEEDS IDENTIFICATION APPROACH
In the product development stage (e.g. product design,
product planning and product specification), a clear under-
standing of customers is crucial to minimize the market
risk [63]. Although customer uncertainty is inevitable in the

FIGURE 8. Exemplary of customer needs oriented from the context
information and product function clusters.

marketplace, a profound understanding of customer needs
can contribute to reduced uncertainty. In this perspective,
the customer needs defined by the combination of the con-
text information and product function clusters can be used
to thoroughly understand the customers. In the following,
we discuss the effectiveness of the proposed approach by
suggesting concrete directions for potential product improve-
ment. A closer look has been taken at some specific
context-oriented customer needs. The identified customer
needs can be expressed as a bipartite network composed of
context information clusters on the left and product function
clusters on the right (Fig. 8).

In Fig. 8, the link weight between context information
and product function clusters indicates the degree of co-
occurrence. In other words, the thicker the link, the more
often the co-occurrence exists. For example, the context infor-
mation cluster ‘‘in_the_morning’’ appears more frequently
with the product function cluster ‘‘play_music’’. This could
imply that many customers are dissatisfied with listening to
music in the morning. Additionally, product function clus-
ter ‘‘play_music’’ was also mentioned most frequently with
context information cluster ‘‘for_sleep_sound’’. Therefore,
the future product improvement direction could focus on
the music playback function in the morning and bedtime.
Next, the context information cluster ‘‘in_the_morning’’
appears more frequently with product function clusters such
as ‘‘ask_question’’ and ‘‘control_thermostat’’. This suggests
that customers are dissatisfied when asked about weather
and news in the morning, and they expressed dissatisfaction
with the process of adjusting the ambient condition, such
as a thermostat. Therefore, product planners might consider
developing product functions that can check whether a con-
sumer woke up in the morning, automatically play answers
to frequently asked questions (such as weather information),
or automatically adjust the ambient conditions, such as tem-
perature and curtains.

In case of ‘‘for_sleep_sound’’, it was frequently men-
tioned with product functions such as ‘‘control_light’’,
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TABLE 5. List of 37 context information clusters. TABLE 5. (Continued.) List of 37 context information clusters.

‘‘playing_books,’’ and ‘‘set_alarm’’. These results could
imply that customers want to use Amazon Echo as a sleep
aid. Therefore, in the process of establishing a product
improvement strategy, product managers can consider adding
sleep assistance services, such as adjusting the light intensity
through identifying customers’ sleep patterns or automati-
cally setting an alarm.

Overall, the potential improvement directions can be
specifically recognized for each individual context. Through
the novel approach presented in this study, it is expected
that product or R&D managers are capable of identifying
customer needs in more detail and reflect them in their future
product planning.

VI. CONCLUSION
This study proposed a context-aware approach for the iden-
tification of customer needs from online product reviews.
It differs from other studies in that it combines context infor-
mationwith the product function for deriving customer needs.
The improved insights are particularly useful for address-
ing new feature development from a customer’s perspective.
Based on a real-life case, this study showed that the pro-
posed approach is capable of assisting the idea generation
phase in the course of product improvement. The following
paragraphs pinpoint the individual contributions of this study
in more detail, which are characterized by the following
theoretical and managerial contributions.

With regard to its theoretical contributions, this study
extends the concept of context information to the domain
of customer understanding. To the best of our knowledge,
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TABLE 6. List of 47 product function clusters.

the approach proposed in this study represents one of the
first systematic methods for defining customer needs using

TABLE 6. (Continued.) List of 47 product function clusters.

context information in online reviews. Although previous
studies extracted keywords to define customer needs based on
product problems and features, they did not extract contextual
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information from online reviews using linguistic patterns.
The results of this study can serve as a basis for forth-
coming studies on mining context information from online
reviews. Moreover, this study proposed dependency types for
extracting context information from online product reviews.
Hence, this research fills the gap in the literature on the
topic of overlooking context information for product devel-
opment and service quality improvement from online product
reviews. The inclusion of context information extends the
information value from online product reviews, making them
more applicable for the customer experience management
and deepening understanding of customer needs. The main
strength of the proposed approach is the combination of
linguistic pattern mining, natural language processing, and
clustering methods into an integrated research framework.
We expect that this study can pave new ways for further
research related to better understanding customer needs based
on mixed methods.

Accordingly, following threemanagerial implications have
been derived from the analysis findings. (1) One of the serious
problems faced by product manufacturers is how to consider
the interaction of their product with the environment and
behavior of their customers [64]. The proposed approach
could provide a remedy to this issue, as product manufac-
turers can get improved insights into how, when, and where
their products are used based on context information. Subse-
quently, product manufacturers can better understand which
product functions customers perceive as uncomfortable fea-
tures, and in which environment the customersmay encounter
difficulties. Compared with traditional product feature-based
studies, the proposed approach has the advantage of bet-
ter addressing customer needs. (2) Market research is an
essential activity for businesses in the e-commerce indus-
try to understand the competitors and their strategies. The
proposed approach allows for the identification of product
use scenarios through online product reviews, which were
previously done through surveys or expert-based scenario
planning. This implies that the analysis process can be more
easily scaled up, allowing to generate a data-driven insight
into the product complaints. Moreover, this can significantly
reduce the analysis time by automating the process com-
pared to survey-basedmethods, which require a higher degree
of human intervention for processing information. (3) The
defined customer needs using the proposed approach can help
product designers in the idea generation phase. Since the
proposed approach can capture the specific context in which
the product is used, the product designers can leverage the use
cases for future product planning.

Despite its contributions, this study is subject to some
limitations. First, the proposed context-based approach could
not be compared with prior studies and could not be eval-
uated using common performance measures, because there
were no studies that explicitly rely on context information
for gaining customer understanding. Therefore, additional
research is required to discuss the identified context-based
customer needs with the real voices of customers such as

surveys, and product log data. Second, although the pro-
posed context mining approach can be applied to other user
generated contents, such as social media, blogs, and online
communities, the applicability was not tested. This opens a
potential future research avenue for subsequent studies. Other
types of text documents might be used as an input source
to make context-aware recommendation of product improve-
ment. Finally, the linguistic patterns used in this study are
based on English language grammar and cannot be applied
to other languages. Considering that customer needs may
vary across cultures, further research on context mining using
additional language models is necessary.

APPENDIX A
See Tables 5 and 6.
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