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ABSTRACT Face cognition mechanism has changed throughout the SARS-CoV-2 pandemic because of
wearing masks. Previous studies found that holistic face processing enhances face cognition ability, and
covering part of the face features lowers such an ability. However, the question of why people can recognize
faces regardless of missing some clues about the face feature remains unsolved. To study the face cognition
mechanism, event-related potential (ERP) evoked during the rapid serial visual presentation task is used. ERP
is often hidden under large artifacts and needs to be averaged across the tremendous number of trials, but
increasing the trial number can cause fatigue and affect evoked ERP. To overcome this limitation, we adopt
machine learning and aim to investigate the partial face cognition mechanism without directly considering
the pattern characteristic of the ERP. We implemented an xDAWN spatial filter covariance matrix method
to enhance the data quality and a support vector machine classification model to predict the participant’s
event of interest using ERP components evoked in the full and partial face cognition tasks. The combination
of the missing two face components and the physical response was also investigated to explore the role of
each face component and find the possibility of reducing fatigue caused during the experiment. Our results
show that the classification accuracy decreased when the eye component was missing and became lowest
(p < 0.005) when the eyes and mouth were absent, with an accuracy of 0.748 ± 0.092 in the button press
task and 0.746 ± 0.084 in the no button press task (n.s.). We also observed that the button press error rate
increased when the eyes were absent and reached its maximum when the eyes and mouth were covered
(p < 0.05). These results suggest that the eyes might be the most effective component, the mouth might also
play a secondary role in face cognition, and no button press task could be used in substitution of a button
press task to reduce the workload.

INDEX TERMS Partial face cognition, event-related potential, P300, machine learning, Xdawn.

I. INTRODUCTION
The SARS-CoV-2 pandemic brought not only a signifi-
cant epidemiological experience for the people but also an
unprecedented experience in terms of face recognition—
wearing facial masks. Face cognition is a fundamental and
essential skill in social interaction.When people interact, they
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first identify a person, then recognize social cues such as their
facial position, emotional expressions, eye gaze, and physical
changes to understand each other, decide how to make the
next move and establish a pleasant interaction. Covering part
of the face forced the mechanism of face cognition to change
from full to partial face. Previous studies of face cognition
reported that the processing of faces holistically increases the
face identification judgment and improves both visual short-
term and long-term memory for face recognition [1], [2], [3].
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Having part of the face covered weakens face cognition and
matching performance abilities [1], [4], [5], [6], [7], [8], [9].
Missing the eye component delays the response time while
missing the nose component leads to the loss of configural
information about the face [10]. Despite many studies on
partial face cognition, how people can recognize partial faces
correctly is still in question. What are the psychophysiologi-
cal effects of wearing a mask on face perception? This study
addressed this question using electrophysiological measure-
ments and machine learning.

A typical method to study face cognition mechanism in
visual perception is to use the rapid serial visual presen-
tation (RSVP) paradigm to obtain the target event-related
response [11]. It is a visual oddball task that presents a
stream of target and non-target stimuli at an extremely high
rate, during which the target is presented more infrequently.
The stimuli used in the RSVP can be either static stimuli,
such as images [12] or dynamic stimuli, such as videos [13].
A response to the RSVP can be captured by electroen-
cephalography (EEG). During the RSVP task, an event-
related potential (ERP) corresponding to cognition is induced
when a participant perceives the target image. The induced
ERP is a time-locked response associated with the stimulus
onset [14], [15]. It is a temporal waveform with components
named according to their polarity and latency. One of themost
commonly used biomarkers for visual perception is P300,
the positive peak induced 250–700 msec after stimulus onset
responsible for the rare target perception [11].

In ERP analysis, the process involves the grand averaging
procedure to the signal-to-noise ratio so that the obtained ERP
has high consistency with less contamination of artifacts [16].
Many studies claim that averaging a few trials (14 to 20) could
yield reliable ERP [17], [18], [19]. Still, it would preferably
be averaged about 100 trials [20]; hence, the appropriate
number of trials is still in question. The reason is that it
depends on many factors, such as the types of task (auditory
or visual task), the nature of the participants (age and health),
the sample size, the focused ERP component, or even the
noise environment of the experimental room [16], [17], [21],
[22]. Although increasing the number of trials may improve
data quality, more extended experiments may lead to fatigue,
which could lead to more noise contamination in the actual
experiment [22].
Thus, in this paper, we applied a machine learning

approach to decode the ERP evoked by target and non-target
in RSVP tasks for further application with few trials [23],
[24]. We hypothesized in this study 1) covering part of the
face lowers the ability to recognize faces and results in
lower classification accuracy, and 2) the button press and
no-button press tasks would perform comparably so that we
could reduce the workload by substituting the button press
task with the no-button press task. Our experiment designed
using stimuli consisting of full face and face with each
component covered, aimed to compare the similarity of full
face and partial face cognition using the machine learning

model to classify the target and non-target images using
evoked ERP features straightforwardly. An xDAWN covari-
ancematrix, whichmaximizes the signal-to-signal-plus-noise
(SSNR) [25], [26], with tangent space mapping [27] was
used for feature extraction. Then, support vector machine
(SVM) was used in the ERP classification of face cognition
tasks [28], as the combination of xDAWN and SVM was
suggested as a suitable model for face cognition in RSVP
tasks [11]. Furthermore, we tried to reduce the fatigue caused
during the experiment due to the physical response, which
is a concern in the face cognition task using EEG. We also
investigated how physical response (button press) affects the
model’s accuracy.

II. MATERIALS AND METHODS
A. PARTICIPANTS
Eighteen participants (nine males and nine females with an
average age of 26.05±2.61 years and an age range of 22–
31 years) voluntarily participated in the experiment after
providing written informed consent. The study was approved
by the Research Ethics Committee of the Tokyo University of
Agriculture and Technology (N02-14-E87 and N02-14-E92).
All participants self-reported normal or corrected-to-normal
vision and had no neurological disorders. None of the student
participants were encouraged to participate in this experiment
by their professors, nor did they obtain any credits for doing
so.

B. STIMULUS DESIGN
Colorful face images from a public dataset of the ‘‘Eth-
nic Origins of Beauty (Les origines de la beauté)’’ project
by Ivanova N. (available at lesoriginesdelabeaute.com) [29]
were used as an RSVP stimulus. The stimulus presentation
was created using the Psychophysics Toolbox Version 3 [30]
in MATLAB 2020a. Asian-like faces with black hair, dark
eyes, and fair skin were selected due to the other-race effect
or other-race bias, an observed phenomenon that people can
learn and recognize faces of their own race faster and better
than other races [31], [32], [33], [34]. The ethnic group of
the face images used in this experiment was Uyghurs, Han,
Korean, Tuvan, and Buryat.

The images were resized to 710× 555 pixels and trimmed
to a visual angle of 7.4 × 5.2 c/d so that only the face area
was visible. Previous studies have shown that distinctive faces
are easier to recognize than typical faces [35], [36]; therefore,
one distinctive face was set as the target image based on the
shape of the nose and mouth, which stood out from other
faces. Since all images were unfamiliar to the participants,
we allowed them to learn the target face by performing a
training task.

The experiment was divided into two parts, a training task
and a main task, which consisted of two response tasks (a
button press task and a no button press task). Each response
task consisted of seven blocks with seven face conditions pre-
sented individually in respective blocks. The face conditions
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used in the experiment were the full face images condition
(all parts of the face were exposed to the participants) and six
partial face images conditions (the images with the eyes cov-
ered, images with the nose covered, images with the mouth
covered, images with the eyes and nose covered, images
with the eyes and mouth covered, and images with the nose
and mouth covered). At the beginning of each task, the text
instruction and a full face target image were shown for the
participant to remember.

C. TRAINING TASK
The training task used three Asian-like faces: two non-target
faces and one designated target face. Each face was randomly
shown 10 times (30 trials in total), and each trial was pre-
sented until the participant responded by pressing a button.
The odd-numbered participants were asked to respond by
pressing the left button, and the even-numbered participants
were asked to respond with the right button when the tar-
get face was shown to avoid a decision-making response
bias [37]. Auditory feedback was provided for both cor-
rect and incorrect responses to help participants learn the
target face more easily. In this task, both visual and audio
stimuli were used simultaneously, the beeps at 800, 1,300,
and 2,000 Hz were played for correct responses, and only
the 800 Hz beep was played consecutively for incorrect
responses. According to [38], there are discrepancies between
the saliency of auditory stimuli when compared to visual
stimuli since visual stimulus has more than one salient point.
To overcome this biased, they suggested using audio with a
frequency of 800 Hz. However, the audio stimulus was only
used in the training task which there were no biosignal or
behavioral responses recorded, the frequency used as audio
stimuli might not have had a great impact on the EEG record-
ing task.

D. MAIN TASK
The stimulus presentation contained 120 trials. The face
images used in this task were a target face trained in the
training task and five non-target Asian-like faces that had
never been used in the training task. Each face was randomly
presented 20 times (0.16 probability rate of the target). The
task started with an instruction, followed by fixation for
500 msec to avoid attentional blinks, in which the second
target image cannot be perceived up to 500 msec after the
first target image is identified [39].

To investigate the effect of the button press response,
two response tasks (button press and no button press tasks)
were performed. The stimulus presentation was set to
200 msec [40], [41]. However, the participant will unlikely
respond by pressing the button within 200msec of the presen-
tation duration. Therefore, we have extended the presentation
time to 1000msec for the button press task. Consequently, the
image stimuli were presented at 1,000 msec for the button
press task and 200 msec for the no button press task, with
500 msec of fixation between each image. During the button

press task, the participants were asked to respond when the
target face was shown by clicking the left mouse. In addition,
the participants were also asked to count the number of the
target faces they saw and fill in the number at the end of each
block for both tasks (Figure 1). In the no-button press task,
the participants were asked to count the number of the target
faces seen in the same manner as the button press task with-
out providing any physical responses. EEG, eye movements,
button press action (only for the button press task), and the
number of target faces recognized were recorded.

E. DATA ACQUISITION
EEGwas recorded at a sampling frequency of 2,048 Hz using
Polybench software (Twente Medical Systems International
B.V., TMSi, Oldenzaal, Netherlands). Participants wore a
64-electrode EEG gel head cap, based on the 10-10 interna-
tional system (Fp1, Fpz, Fp2, AF7, AF3, AF4, AF8, F7, F5,
F3, F1, Fz, F2, F4, F6, F8, FT7, FC5, FC3, FC1, FCz, FC2,
FC4, FC6, FT8, M1, T3, C5, C3, C1, Cz, C2, C4, C6, T4,
M2, TP7, CP5, CP3, CP1, CPz, CP2, CP4, CP6, TP8, T5,
P5, P3, P1, Pz, P2, P4, P6, T6, PO7, PO5, PO3, POz, PO4,
PO6, PO8, O1, Oz, and O2). A disposable ground electrode
was placed on the participant’s left wrist to reduce artifact
interference compared to the EEG ground electrode, as sug-
gested by the TMSi manual. As a reference, the average of
the input EEG signals was amplified using a 72-channel Refa
Amplifier (TMSi, Oldenzaal, Netherlands). Eye movements
were measured simultaneously to detect eye blinks. They
were recorded with two channels, vertical and horizontal,
using a pair of microelectrodes (bipolar, TMSi, Oldenzaal,
Netherlands). The vertical eye movement channel was placed
above the right eye with a reference electrode on the left ear
lobe. The horizontal eye movement channel was placed near
the outer canthus of the right eye with a reference electrode
on the right ear lobe. Each participant placed their head on
chin support and sat 60 cm from a VIEWpixx display (120-
Hz refresh rate, 1, 920 × 1, 200 pixels, Vpixx Technologies,
Saint Bruno, Canada) in a soundproof room.

F. DATA ANALYSIS
1) PRE-PROCESSING
The recorded EEG was analyzed using MNE package
1.3.0 [42] in Python 3.5.8. The data were first re-referenced
using an average of the EEG around the earlobe electrodes
(M1 and M2) and filtered with one to 30 Hz FIR bandpass
filter. The artifacts such as eye blink were removed using
an extended infomax independent component analysis (ICA)
algorithm on the continuous data. The 64 electrodes were
grouped into 12 groups based on the brain lobe: frontal, pari-
etal, occipital, and temporal area (Figure 2, Table 1) [43] and
combined into one electrode by means. The obtained EEG
data (120 trials) were sliced into 120 epochs from 100 msec
before stimulus onset to 1,000 msec. To confirm the quality
of data, we have calculated the signal-to-noise ratio on the
grand average of each participant was calculated for each
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FIGURE 1. Experimental flow for the main tasks (The face images used in the real experiment were the dataset from les origines de la beauté
project).

FIGURE 2. Electrode group with yellow representing the left hemisphere,
red representing the right hemisphere, blue representing the center of the
EEG electrode position, and orange representing the common electrodes
in their corresponding groups.

condition (both button press and no button press) by dividing
the P300 peak amplitude by the standard deviation of the
amplitude across the pre-stimulus interval (−100 to 0 msec)
[44], [45], [46])

2) BEHAVIORAL RESPONSE
The button press error count was calculated by counting the
number of times that participants missed the task or press the
button incorrectly. If the target face was shown and partici-
pants did not press the button, it was considered an error count
for the target. On the other hand, if the participants pressed the

TABLE 1. The brain region and EEG electrode position correspond to the
brain lobe.

button when the target face was not shown, it was considered
an error count for the non-target.

Two-way repeatedmeasures analysis of variance (ANOVA)
with Greenhouse-Geisser correction in multiple comparisons
was used to calculate the button press error rate (Er ) of
18 participants, defined as

Er =
|va − vo|

va
(1)

where va and vo denote the ideal value (va = 20) and observed
value, respectively. Eq. (1) yields the error rate of the button
press response for each face and the error rate of the target
face count of each task.

The two factors used in ANOVA analysis were the type of
faces and face cognition conditions. The hypotheses were 1)
all the face types had an equal mean of error rate, 2) all the
face cognition conditions had an equal mean of error rate, and
3) the error rate of face types and face cognition conditions
were independent of each other. The target face error count on
both button press and no button press tasks were calculated by
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subtracting the face count number from the correct number of
20 target faces and using the absolute value of that face error
count to find the total face error count among 18 participants.
However, the target face error count’s results were in doubt
because the count on the correct target image could not be
clarified. There are chances that the participants could have
counted on the non-target and coincidentally got the count
correctly. For that reason, we cannot take this result into
account and did not perform the statistical test for the face
count error rate.

3) MACHINE LEARNING-BASED ANALYSIS
The whole epoch of the pre-processed data was used in both
the training and testing models. The data contained 20 trials
of target images and 100 trials of non-target images, with
12 electrode groups and 2,254 samples each.

a: STRATIFIED SAMPLING
Since the data were imbalanced, the non-target data were
divided into five sets according to the face images. We then
selected four trials from each non-target face without replace-
ment. This resulted in 20 trials of the non-target faces for each
set, with each non-target face event equally distributed. With
this method, 40 trials for each set of data were achieved when
combining the non-target data with the target data. Thus,
we obtained five datasets with 40 samples each; 20 target
samples and 20 non-target samples.

b: xDAWN SPATIAL FILTER
The obtained data were randomized and inputted into a super-
vised learning model to classify the brain response patterns
of the target and non-target images. To improve the noise-to-
signal ratio of the EEG data, the xDAWN covariance matrix
with tangent space mapping was calculated [27] using pyRie-
mann v0.3. The xDAWN is the spatial filter which is given as

w∗
k

= argmax
w

wTP(k)P(k)
T
w

wTXXTw
(2)

where w ∈ RE×1, E is the number of electrodes, k denotes
the class index, P ∈ RE×T represents the grand average of
the E electrodes with T time samples and X ∈ RE×T is the
signal including two classes: 0 and 1 [25], [26]. The matrix
Z̃i ∈ R4F×T of filtered evoke potential of both classes and
the filtered data were used to calculate the covariance matrix
6i ∈ R4F×4F where F is the number of xDAWN filters. The
matrix Z̃i is defined as

Z̃i =

W (0)T P(0)

W (1)T P(1)

W TXi

 (3)

where W (k)
∈ RE×F is the selected filter of class k and i is

the index of a trial from Nk trials, in which 1 ≤ i ≤ Nk [27].

c: TARGET CLASSIFIER AND EVALUATION
After obtaining the xDAWN covariance matrix from the pre-
processed data, we mapped it on the tangent space, and input
it into a linear support vector machine learningmodel without
tuning the parameters. The extracted features were used to
train the model to identify the target face with 0.33 of the
data used as the test data. The accuracy and the area under
the curve (AUC) of each model were calculated by averaging
five accuracies and the AUCs obtained from each set of data.

d: STATISTICAL TEST
Two-way repeated measures ANOVA with Greenhouse-
Geisser correction was applied to our accuracy results to
examine our hypotheses that 1) all the face condition groups
have equal mean accuracies, 2) all the button press conditions
have equal mean accuracies, and 3) the factors are indepen-
dent, or the interaction effect of the face cognition conditions
and button press conditions does not exist. The two factors in
our ANOVA test were seven face cognition conditions (full
face and six partial face conditions) and button press condi-
tions. The dependent variable was the number of participants,
which was 18 in this study. After identifying the conditions
that were significantly different, pairwise t-tests were per-
formed to explore the relationships that showed significant
differences using Benjamini/Hochberg (non-negative) cor-
rection.

III. RESULTS
A. BEHAVIORAL RESPONSE
Figures 3 and 4 show the total error count of the button
press response and the target face count of 18 participants,
respectively (Supplementary Tables 1 and 2 for error rate
details for each subject). From Figure 3, we can see that the
button press error count was highest when the eyes andmouth
component of the face were covered and second highest when
the eyes and mouth were covered. On the other hand, the
button press error count was similar in full face cognition and
partial face cognition with the eyes component presented.

Significant differences were also found between the face
cognition condition (F(6, 102) = 9.681, p < 0.001, ηp2 =

0.209), but could not find the difference in the type of faces
that participants made mistakes while pressing the button;
missing the button press on the target face and pressing
the button during non-target face presentation (F(1, 17) =

0.500, p > 0.05, ηp2 = 0.002). No interaction between the
face cognition condition and the type of face where the error
occurred was found (F(6, 102) = 3.239, p < 0.05, ηp2 =

0.058) (see Table 2). A pairwise t-test shows that the button
press error rate during the face with eyes and mouth covered
is significantly different from all other conditions except the
face with eyes and nose covered; full face (p < 0.001), the
face with eyes covered (p < 0.05), the face with nose covered
(p < 0.001), the face with mouth covered (p < 0.001), the
face with nose and mouth covered (p < 0.001). In addition,
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TABLE 2. The two-way repeated measures ANOVA result of button press
error rate in button press task.

FIGURE 3. Total button press error count of 18 participants in the button
press task, where yellow and gray colors represent the button press error
count when the target face image and non-target face image are shown,
respectively. The total number of errors for the target face image was 360,
and that for the non-target face image was 1,800.

FIGURE 4. Total number of target face error counts of 18 participants in
both button press and no button press tasks, where yellow and grey
colors represent the error count in the button press and no button press
tasks, respectively. The total number of errors for both the button press
and no button press tasks was 360.

the pairwise t-test also shows the button press error rate of
the condition when the face with eyes and nose covered has
significant differences between the full face (p < 0.05), the
face with nose covered (p < 0.05), and the face with nose and
mouth covered (p < 0.05) (see the t-values and effect sizes
in Supplementary Table 3 ).

Similarly, we could see from Figure 4 that the target face
count rate was higher when the eye component was covered,
especially when either nose or mouth was also covered in the
no-button press task. However, the target face error count was
relatively high during full face cognition in the button press
task which was opposed to the button press error count.

B. CLASSIFICATION PERFORMANCE
Figure 5 shows the example of ERP obtained from the full
face and the partial face cognition in the button press task.
The ERP was obtained by grand averaging the EEG data

FIGURE 5. P300 evoked by the target and non-target images during full
face and partial face cognition condition in button press task at the
parietal area. The conditions shown were a face with a nose covered as
an example of a partial face with one face component covered and a face
with eyes and mouth covered as an example of a partial face with two
face components covered. The ERP was obtained by grand averaging
across 18 participants and the P300 component was highlighted in blue
color. The blue line represents ERPs evoked by the target image and the
dotted line represents the ERPs evoked by non-target images.

of 20 trials across 18 participants. We could see that the
P300 evoked by the target image was relatively larger when
compared with that of the non-target images.

We inputted the processed EEG data through the xDAWN
filter and linear SVM model for target and non-target clas-
sification. The results of the classification model are shown
in Figure 6. It represents the average accuracy across the five
datasets extracted by balancing the ERPs evoked by target
and non-target faces during full and partial face cognition in
both button press and no-button press tasks. The accuracywas
calculated by averaging the accuracy obtained from 18 par-
ticipants. The results show that the classifier model of all
the conditions provided the accuracy above the chance level
which is at 0.50. We could see that the accuracy of the button
press task was almost the same as the accuracy of the no-
button press task except when the facewith nose covered, face
with mouth covered and face with nose and mouth covered.
In the mentioned three conditions, the accuracy during the
button press task was slightly higher than the no-button press
task. The highest accuracy of 0.860 when the participants
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TABLE 3. The two-way repeated measures ANOVA result of target and
non-target classification accuracy for full and partial face cognition in
button press and no-button press task.

recognized the face with the nose and mouth covered during
the button press task. In contrast, the highest accuracy for the
no-button press task was 0.862 obtained when the participant
recognized the full face.

Moreover, when comparing the accuracy of the face cogni-
tion condition with eyes being invisible including, the differ-
ences in accuracy changed between the two physical response
conditions were unremarkable (Figure 6). The accuracy also
became lowest when the eyes andmouth were covered in both
button press and no-button press tasks.

The two-way repeated measures ANOVA test of the
ERP classification accuracy results were shown in Table 3.
We could see that the accuracy in ERP classification sig-
nificantly affected only the face cognition condition groups
(F(6, 102) = 11.139, p < 0.001, ηp2 = 0.164), but no sig-
nificant difference in the button press conditions (F(1, 17) =

1.409, p = 0.252, ηp2 = 0.011), and the interaction between
the face cognition conditions and button press conditions
(F(6, 102) = 1.201, p = 0.317, ηp2 = 0.014) were found.
The pairwise t-test shows the significant differences between
the accuracy of the face with eyes and mouth covered condi-
tion and the other face condition; full face (p < 0.005), the
face with eyes covered (p < 0.001), the face with nose cov-
ered (p < 0.005), the face with mouth covered (p < 0.001),
the face with eyes and nose covered (p < 0.01), and the
face with nose and mouth covered (p < 0.005). Furthermore,
significant differences between the face with eyes and nose
covered condition and the following four face conditionswere
observed; the full face (p < 0.01), the face with nose covered
(p < 0.05), and the face with mouth covered (p < 0.05) (see
the t-values and effect sizes in Supplementary Tables IV).

The area under curve of each model and also averaged
across the results of five datasets and shows similar results
with the accuracy results we observed. The level of AUC
obtained from all condition were above 0.80 and the highest
AUC achieved was at 0.943± 0.056 in the full face cognition
condition during the no button press task. Moreover, the AUC
decreased when the eyes of the face stimulus were covered in
both the response tasks (button press task: 0.891 ± 0.071; no
button press task: 0.907 ± 0.065) and became lowest when
the face was shown with the eyes and mouth covered (button
press task: 0.829 ± 0.097; no button press task: 0.819 ±

0.110). (see Supplementary Table V for more details)

IV. DISCUSSION
In this study, we performed classification using P300 data in
the supervised model to explore the role of the face com-
ponents in face cognition with only a few trials of data.

FIGURE 6. The accuracy of participant dependent cross-validation in
target face classification using xDAWN covariance matrix, tangent space
mapping, and linear SVM model where blue color represents button press
task and orange color represents no-button press task. The error bar
denotes the standard deviation around the mean.

The accuracies of the classification model in all conditions
were above the chance level (0.50) and the AUC levels were
above 0.80 in all conditions. We found that the accuracy
dropped when the eyes and nose were covered and became
lowest among all the conditions when the eyes and mouth
were covered. We also investigate our hypothesis that the
no physical response (no button press) task would lower
the fatigue caused during the cognition task. We found that
the ERP evoked in the button press task provided slightly
better accuracy than the no button press task in partial face
cognition. However, no significant differences were observed
between the accuracy of the button press and the no-button
press task.

A. BEHAVIORAL RESPONSE
The behavior responses of the button press, and target face
count error rate showed comparable results that the error
became higher when the eyes and nose or mouth were cov-
ered. However, no statistical test was performed for the target
face count error rate due to the reliability of the data. On the
contrary, a significant difference was found in the button error
rate in the condition when the eyes and another component
were missing compared to the other face conditions.

When the eye components were hidden together with
another face component, the error rate of both the button
press response and the target face count increased and was
markedly higher than the task with only more components
hidden. These results indicated that many participants made
more mistakes when eye components were invisible and
made the face cognition task become harder when the other
component of the face was covered along with the eyes and
suggesting that eye components might be crucial in face cog-
nition. We also observed that the error rate of the face count
was not associated with that of the button response as we saw
that the full face target image count error rate was higher than
when the eyes were covered in the button press task result.
Regardless of the higher target face count error rate, partic-
ipants were able to respond to the target image by pressing
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the button correctly. Some participants also reported that they
were too focused on the button press task and might have
miscounted the target face number, which caused a higher
error rate in the target face count. However, as we mentioned
in the Methods section the result of face count might not
be accurate and reliable enough to make a conclusion. Only
the number of times the participants counted the face was
recorded. The issue was that if the participants counted on
the wrong face but got the number of counts correct, it would
be recorded as a correct task, and without clarification, such
a flaw could lead to the wrong result if the face count is also
considered. For that reason, we neglected the results of the
face count error rate.

Our result obtained in this behavior responses showed that
the button press error rate was similar in the case of full face
and partial face with the eyes visible. These results implied
that there is a possibility that people can recognize a partial
face with the eyes at a similar level as in full face cognition.
However, many studies reported that covering parts of the
face such as having a mask on the face reduces the ability
of face perception especially for face identification [5], [6]
and emotional categorization [7], [8], [9]. One reason why
our result of the partial face with the nose and mouth covered
(equivalent to wearing a mask) had a similar level of button
press task error might be that we trained the participants to
learn the face prior to the experiment and they performed the
same target face cognition task for 7 blocks. The participants
might become more familiar with both the target face and the
partial face cognition task as they performed the experiment
and make the cognition of the partial face with the nose and
mouth covered, which is the last block to perform, became
easier than it could be.

B. TARGET CLASSIFICATION PERFORMANCE
The classification model we employed in this study provided
accuracies over 0.70, having AUC over 0.80, which are both
above the chance level of 0.5. These results suggest that the
model performed well in classifying the ERPs evoked in the
face recognition task although only 20 trials per image were
used, which is considerably small for the analysis of ERPs.
The reason that the ERP data yielded high accuracy in target
image classification is that we used the xDAWN covariance
matrix for feature extraction. It is calculated with the matrix
of both filtered average data or evoked and filtered data
which improves the signal-to-noise ratio (SNR) [27]. With
this method of analysis, we can solve the problem in analysis
ERP with fewer trials. This could help not only reduce the
burden of the participants during the experiment but also
increase the opportunity for ERP application in the future.

From the partial face cognition results, we found that the
accuracy decreased when the eyes and nose were covered
and became lowest when the eyes and mouth were covered.
We also observed that the highest accuracy in the button press
taskwaswhen the participants recognized the facewith a nose
and mouth covered whereas the highest accuracy in the no-
button press task was during the full face cognition. These

results imply that the presence of eyes plays a crucial role in
partial face cognition [4], [47] which supports our behavioral
response finding. From the results, we can interpret that the
mouth might play a second important role in face cognition
since missing the mouth component along with the eyes led
to lower accuracy and AUC too.

In addition, the accuracy in the button press task and the no-
button press task was almost the same in all the face cognition
conditions except in the partial face cognition with the eyes
visible. In partial face cognition with the eyes visible (the face
with nose covered, the face with mouth covered, and the face
with nose and mouth covered), the accuracy in the button
press task was higher than the no-button press task but no
significant differences were observed between the accuracy
of the two tasks. Gerson et al. [48] studied the effect of button
press and no button press on the surveillance RSVP task by
presenting the images for 100 msec and found similar results
to our finding that there were no significant differences in the
button press and no-button press task performance. Although
the button press response might not affect the classification
performance, we should further investigate the ERP charac-
teristic changes in both button response tasks to achieve a
stronger conclusion.

In the comparison of behavioral response and classifi-
cation performance statistical results, the two-way repeated
measures ANOVA results in both behavioral response and
classification performance show significant differences in the
face cognition condition. In particular, we observed that the
face with eyes and nose covered and the face with eyes and
mouth covered have significant differences in accuracy when
compared with the full face, the face with nose covered and
the face with mouth covered in both behavioral responses
and classification performance results. From these results,
we could assume that the full face, the face with the nose
covered, and the face with the mouth covered might have a
similar cognitive response pattern, having eyes as the most
important component.

C. EFFECT ON EXPERIMENTAL DESIGN
We only recorded the button press accuracy to confirm the
behavioral responses. Nevertheless, to understand the brain
motor activity of the button press mechanism, the reaction
time of the button press is also an important key that could
provide a fruitful meaning to our results. In addition, the pre-
sentation time for the button press task was set to 1,000 msec,
whereas in the no button press task, it was set to 200 msec.
The significant difference in the presentation time can cause
a better perception of the button press task due to a longer
time to expose to the stimulus and process the presented
information of the image. Consequently, the target count
number might be inaccurate due to shorter or longer memory
maintenance periods and the combination of all these factors.
This difference in time could also affect the accuracy as previ-
ous studies [49] found that the classification performance of
the RSVP task improves when presented with the images for
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100–200 msec compared with that of 50 msec presentation
time.

To overcome such a problem, we should also investigate
a similar presentation period to diminish any inconsistency
in our experiment and investigate the effect of workload on
button press tasks. It was suggested that 500 msec could
be the most suitable for the RSVP face cognition task [11].
Presenting the face image stimulus for 500 msec might also
yield a better brain response in the no-button press task and
reduce the accuracy-workload trade-off in the classification
model.

D. LIMITATION AND FUTURE WORK
Several factors such as the length of the experiment [50] can
also affect the quality of EEGwhen the experiment is run for a
long time. These factors can lower the ERP level, resulting in
lower accuracy, and hence, they also need to be investigated
along with the button press task. In the next stage, we would
like to examine the mechanism of partial face cognition by
exploring the characteristics of ERP: amplitude, and latency,
with a more significant trial number of the task to compare
our classification results so that this study can reveal more
details on how to face components affect the brain response
during the face cognition and the role of button press task.

REFERENCES
[1] J. Tanaka and M. Farah, ‘‘Parts and wholes in face recognition,’’ Quart.

J. Experim. Psychol., A, Hum. Experim. Psychol., vol. 46, pp. 225–245,
Jan. 1993, doi: 10.1080/14640749308401045.

[2] K. M. Curby and I. Gauthier, ‘‘A visual short-term memory advantage for
faces,’’ Psychonomic Bull. Rev., vol. 14, no. 4, pp. 620–628, Aug. 2007,
doi: 10.3758/BF03196811.

[3] K. M. Curby, K. Glazek, and I. Gauthier, ‘‘A visual short-term mem-
ory advantage for objects of expertise,’’ J. Experim. Psychol., Hum.
Perception Perform., vol. 35, no. 1, pp. 94–107, 2009, doi: 10.1037/0096-
1523.35.1.94.

[4] T. Nguyen and K. Pezdek, ‘‘Memory for disguised same- and cross-race
faces: The eyes have it,’’ Vis. Cognition, vol. 10, pp. 1–8, Jan. 2017, doi:
10.1080/13506285.2017.1329762.

[5] E. Freud, A. Stajduhar, R. S. Rosenbaum, G. Avidan, and T. Ganel,
‘‘The COVID-19 pandemic masks the way people perceive faces,’’ Sci.
Rep., vol. 10, no. 1, p. 22344, Dec. 2020.

[6] D. J. Carragher and P. J. B. Hancock, ‘‘Surgical face masks impair
human face matching performance for familiar and unfamiliar faces,’’
Cognit. Res., Princ. Implications, vol. 5, no. 1, p. 59, Dec. 2020, doi:
10.1186/s41235-020-00258-x.

[7] C.-C. Carbon, ‘‘Wearing face masks strongly confuses counterparts in
reading emotions,’’ Frontiers Psychol., vol. 11, Jan. 2020, Art. no. 566886.

[8] C. Ferrari, T. Vecchi, G. Sciamanna, F. Blandini, A. Pisani, and S. Natoli,
‘‘Facemasks and face recognition: Potential impact on synaptic plasticity,’’
Neurobiol. Disease, vol. 153, Jun. 2021, Art. no. 105319.

[9] G. Prete, A. D’Anselmo, and L. Tommasi, ‘‘A neural signature of expo-
sure to masked faces after 18 months of COVID-19,’’ Neuropsychologia,
vol. 174, Sep. 2022, Art. no. 108334.

[10] T. Roberts and V. Bruce, ‘‘Feature saliency in judging the sex and
familiarity of faces,’’ Perception, vol. 17, no. 4, pp. 475–481, 1988, doi:
10.1068/p170475.

[11] S. Lees, N. Dayan, H. Cecotti, P. McCullagh, L. Maguire, F. Lotte,
and D. Coyle, ‘‘A review of rapid serial visual presentation-based
brain–computer interfaces,’’ J. Neural Eng., vol. 15, no. 2, 2018,
Art. no. 021001.

[12] J. F. Maguire and P. D. L. Howe, ‘‘Failure to detect meaning in RSVP
at 27 ms per picture,’’ Attention, Perception, Psychophys., vol. 78, no. 5,
pp. 1405–1413, Jul. 2016.

[13] D. Rosenthal, P. DeGuzman, L. C. Parra, and P. Sajda, ‘‘Evoked neural
responses to events in video,’’ IEEE J. Sel. Topics Signal Process., vol. 8,
no. 3, pp. 358–365, Jun. 2014.

[14] S. Sur and V. K. Sinha, ‘‘Event-related potential: An overview,’’ Ind.
Psychiatry J., vol. 18, no. 1, pp. 3–70, 2009.

[15] G. F. Woodman, ‘‘A brief introduction to the use of event-related potentials
in studies of perception and attention,’’ Attention, Perception, Psychophys.,
vol. 72, no. 8, pp. 2031–2046, Nov. 2010, doi: 10.3758/BF03196680.

[16] S. J. Luck, ‘‘Ten simple rules for designing and interpreting ERP exper-
iments,’’ in Event-Related Potentials: A Methods Handbook, vol. 4.
Cambridge, MA, USA: MIT Press, 2005.

[17] J. Cohen and J. Polich, ‘‘On the number of trials needed for P300,’’ Int.
J. Psychophysiol., vol. 25, no. 3, pp. 249–255, Apr. 1997.

[18] W. J. R. Rietdijk, I. H. A. Franken, and A. R. Thurik, ‘‘Internal consistency
of event-related potentials associated with cognitive control: N2/P3 and
ERN/Pe,’’ PLoS ONE, vol. 9, no. 7, Jul. 2014, Art. no. e102672.

[19] K. M. Jensen and J. A. MacDonald, ‘‘Towards thoughtful planning of ERP
studies: How participants, trials, and effect magnitude interact to influ-
ence statistical power across seven ERP components,’’ Psychophysiology,
vol. 60, no. 7, pp. 1–12, Jul. 2023.

[20] W. Giroldini, L. Pederzoli, M. Bilucaglia, S. Melloni, and P. Tressoldi,
‘‘A new method to detect event-related potentials based on Pearson’s cor-
relation,’’ EURASIP J. Bioinf. Syst. Biol., vol. 2016, pp. 1–13, Oct. 2016.

[21] J. Marco-Pallares, D. Cucurell, T. F. Münte, N. Strien, and
A. Rodriguez-Fornells, ‘‘On the number of trials needed for a stable
feedback-related negativity,’’ Psychophysiology, vol. 48, no. 6,
pp. 852–860, Jun. 2011.

[22] M. A. Boudewyn, S. J. Luck, J. L. Farrens, and E. S. Kappenman, ‘‘How
many trials does it take to get a significant ERP effect? It depends,’’
Psychophysiology, vol. 55, no. 6, Jun. 2018, Art. no. e13049.

[23] S. Aggarwal and N. Chugh, ‘‘Review of machine learning techniques
for EEG based brain computer interface,’’ Arch. Comput. Methods Eng.,
vol. 2022, pp. 1–20, Oct. 2022.

[24] M. Kato, T. Okumura, Y. Tsubo, J. Honda, M. Sugiyama, K. Touhara,
and M. Okamoto, ‘‘Spatiotemporal dynamics of odor representations in
the human brain revealed by EEG decoding,’’ Proc. Nat. Acad. Sci. USA,
vol. 119, no. 21, pp. 1–10, May 2022, doi: 10.1073/pnas.2114966119.

[25] B. Rivet, A. Souloumiac, V. Attina, and G. Gibert, ‘‘xDAWN algorithm
to enhance evoked potentials: Application to brain–computer interface,’’
IEEE Trans. Biomed. Eng., vol. 56, no. 8, pp. 2035–2043, Aug. 2009, doi:
10.1109/TBME.2009.2012869.

[26] B. Rivet, H. Cecotti, A. Souloumiac, E.Maby, and J. Mattout, ‘‘Theoretical
analysis of XDAWN algorithm: Application to an efficient sensor selection
in a P300 BCI,’’ in Proc. 19th Eur. Signal Process. Conf. (EUSIPCO),
Barcelona, Spain, Aug./Sep. 2011.

[27] C. Simar, R. Petit, N. Bozga, A. Leroy, A.-M. Cebolla, M. Petieau,
G. Bontempi, and G. Cheron, ‘‘Riemannian classification of single-trial
surface EEG and sources during checkerboard and navigational images in
humans,’’ PLoS ONE, vol. 17, no. 1, Jan. 2022, Art. no. e0262417, doi:
10.1371/journal.pone.0262417.

[28] B. Cai, S. Xiao, L. Jiang, Y. Wang, and X. Zheng, ‘‘A rapid face
recognition BCI system using single-trial ERP,’’ in Proc. 6th Int.
IEEE/EMBS Conf. Neural Eng. (NER), Nov. 2013, pp. 89–92, doi:
10.1109/NER.2013.6695878.

[29] N. Ivanova. The Ethnic Origins of Beauty (Les Origines de la
Beauté). Accessed: Sep. 18, 2020. [Online]. Available: https://lesorigines
delabeaute.com/

[30] D. H. Brainard, ‘‘The psychophysics toolbox,’’ Spatial Vis., vol. 10, no. 4,
pp. 433–436, 1997.

[31] J. C. Brigham and P. Barkowitz, ‘‘Do ‘they all look alike?’ The effect
of race, sex, experience, and attitudes on the ability to recognize faces,’’
J. Appl. Social Psychol., vol. 8, no. 4, pp. 306–318, 1978.

[32] P. Chiroro and T. Valentine, ‘‘An investigation of the contact hypothesis of
the own-race bias in face recognition,’’Quart. J. Experim. Psychol. Sect. A,
vol. 48, no. 4, pp. 879–894, Nov. 1995, doi: 10.1080/14640749508401421.

[33] C. A. Meissner and J. C. Brigham, ‘‘Thirty years of investigating the own-
race bias in memory for faces: A meta-analytic review,’’ Psychol., Public
Policy, Law, vol. 7, no. 1, pp. 3–35, Mar. 2001.

[34] W. G. Hayward, S. K. Favelle, M. Oxner, M. H. Chu, and S. M. Lam,
‘‘The other-race effect in face learning: Using naturalistic images to inves-
tigate face ethnicity effects in a learning paradigm,’’ Quart. J. Experim.
Psychol., vol. 70, no. 5, pp. 890–896, May 2017.

[35] T. Valentine, ‘‘A unified account of the effects of distinctiveness, inversion,
and race in face recognition,’’ Quart. J. Experim. Psychol. Sect. A, vol. 43,
no. 2, pp. 161–204, May 1991, doi: 10.1080/14640749108400966.

86130 VOLUME 11, 2023

http://dx.doi.org/10.1080/14640749308401045
http://dx.doi.org/10.3758/BF03196811
http://dx.doi.org/10.1037/0096-1523.35.1.94
http://dx.doi.org/10.1037/0096-1523.35.1.94
http://dx.doi.org/10.1080/13506285.2017.1329762
http://dx.doi.org/10.1186/s41235-020-00258-x
http://dx.doi.org/10.1068/p170475
http://dx.doi.org/10.3758/BF03196680
http://dx.doi.org/10.1073/pnas.2114966119
http://dx.doi.org/10.1109/TBME.2009.2012869
http://dx.doi.org/10.1371/journal.pone.0262417
http://dx.doi.org/10.1109/NER.2013.6695878
http://dx.doi.org/10.1080/14640749508401421
http://dx.doi.org/10.1080/14640749108400966


I. Chanpornpakdi, T. Tanaka: Role of the Eyes: Investigating Face Cognition Mechanisms

[36] T. Valentine and M. Endo, ‘‘Towards an exemplar model of face pro-
cessing: The effects of race and distinctiveness,’’ Quart. J. Experim.
Psychol. Sect. A, vol. 44, no. 4, pp. 671–703, May 1992, doi:
10.1080/14640749208401305.

[37] J. J. Starns and Q.Ma, ‘‘Response biases in simple decision making: Faster
decision making, faster response execution, or both?’’ Psychonomic Bull.
Rev., vol. 25, no. 4, pp. 1535–1541, Aug. 2018, doi: 10.3758/s13423-017-
1358-9.

[38] A. Armstrong and J. Issartel, ‘‘Sensorimotor synchronization with audio-
visual stimuli: Limited multisensory integration,’’ Exp. Brain Res.,
vol. 232, no. 11, pp. 3453–3463, Nov. 2014, doi: 10.1007/s00221-014-
4031-9.

[39] J. E. Raymond, K. L. Shapiro, and K. M. Arnell, ‘‘Temporary suppression
of visual processing in an RSVP task: An attentional blink?’’ J. Experim.
Psychol., Hum. Perception Perform., vol. 18, no. 3, pp. 849–860, 1992.

[40] Y. Asaumi, K. Morita, Y. Nakashima, A. Muraoka, and N. Uchimura,
‘‘Evaluation of P300 components for emotion-loaded visual event-related
potential in elderly subjects, including those with dementia,’’ Psy-
chiatry Clin. Neurosci., vol. 68, no. 7, pp. 558–567, Jul. 2014, doi:
10.1111/pcn.12162.

[41] W. Huang, X. Wu, L. Hu, L. Wang, Y. Ding, and Z. Qu, ‘‘Revisiting the
earliest electrophysiological correlate of familiar face recognition,’’ Int.
J. Psychophysiol., vol. 120, pp. 42–53, Oct. 2017.

[42] A. Gramfort, ‘‘MEG and EEG data analysis with MNE-Python,’’ Frontiers
Neurosci., vol. 7, pp. 1–12, Jan. 2013.

[43] A. K. Pandey, C. Kamarajan, N. Manz, D. B. Chorlian, A. Stimus, and
B. Porjesz, ‘‘Delta, theta, and alpha event-related oscillations in alcoholics
during Go/NoGo task: Neurocognitive deficits in execution, inhibition, and
attention processing,’’ Prog. Neuro-Psychopharmacol. Biol. Psychiatry,
vol. 65, pp. 158–171, Feb. 2016, doi: 10.1016/j.pnpbp.2015.10.002.

[44] S. Debener, A. Strobel, B. Sorger, J. Peters, C. Kranczioch, A. K. Engel,
and R. Goebel, ‘‘Improved quality of auditory event-related potentials
recorded simultaneously with 3-T fMRI: Removal of the ballistocardio-
gram artefact,’’ NeuroImage, vol. 34, no. 2, pp. 587–597, Jan. 2007.

[45] L. Hu, A. Mouraux, Y. Hu, and G. D. Iannetti, ‘‘A novel approach for
enhancing the signal-to-noise ratio and detecting automatically event-
related potentials (ERPs) in single trials,’’ NeuroImage, vol. 50, no. 1,
pp. 99–111, Mar. 2010.

[46] K. M. Spencer, ‘‘10 averaging, detection and classification of single-trial
ERPs,’’ Cogn. Neurodyn., vol. 9, no. 6, pp. 589–601, Dec. 2015.

[47] J. Royer, C. Blais, I. Charbonneau, K. Déry, J. Tardif, B. Duchaine,
F. Gosselin, and D. Fiset, ‘‘Greater reliance on the eye region predicts
better face recognition ability,’’ Cognition, vol. 181, pp. 12–20, Dec. 2018.

[48] A. D. Gerson, L. C. Parra, and P. Sajda, ‘‘Cortically coupled computer
vision for rapid image search,’’ IEEE Trans. Neural Syst. Rehabil. Eng.,
vol. 14, no. 2, pp. 174–179, Jun. 2006.

[49] P. Sajda, A. Gerson, and L. Parra, ‘‘High-throughput image search via
single-trial event detection in a rapid serial visual presentation task,’’ in
Proc. 1st Int. IEEE EMBS Conf. Neural Eng., Mar. 2003, pp. 7–10.

[50] S.-Y. Cheng and H.-T. Hsu, ‘‘Mental fatigue measurement using EEG,’’ in
Risk Management Trends. London, U.K.: IntechOpen, 2011.

INGON CHANPORNPAKDI received the B.E.
and M.E. degrees in biomedical engineering
from Tokai University, Kanagawa, Japan, in
2018 and 2020, respectively. She is currently pur-
suing the Ph.D. degree in electronic and infor-
mation engineering with the Tokyo University
of Agriculture and Technology, Tokyo, Japan.
From 2022 to 2023, she was a Research Assistant
with Hiroshima University, Hiroshima, Japan. Her
research interests include cognitive neuroscience,

biomedical signal processing, and machine learning.

TOSHIHISA TANAKA (Senior Member, IEEE)
received the B.E., M.E., and Ph.D. degrees from
the Tokyo Institute of Technology, in 1997, 2000,
and 2002, respectively.

From 2000 to 2002, hewas a JSPSResearch Fel-
low. From October 2002 to March 2004, he was a
Research Scientist with the RIKEN Brain Science
Institute. In April 2004, he joined the Department
of Electrical and Electronic Engineering, Tokyo
University of Agriculture and Technology, where

he is currently a Professor. In 2005, he was a Royal Society Visiting Fellow
with the Communications and Signal Processing Group, Imperial College
London, U.K. From June 2011 to October 2011, he was a Visiting Faculty
Member of the Department of Electrical Engineering, University of Hawaii
at Manoa. His research interests include signal processing and machine
learning, including brain and biomedical signal processing, brain–machine
interfaces, and adaptive systems.

Prof. Tanaka is a member of IEICE, APSIPA, the Society for Neuro-
science, and the Japan Epilepsy Society. He is the Co-Founder and the CTO
of Sigron, Inc. Furthermore, he served as a Member-at-Large on the Board
of Governors (BoG) of the Asia–Pacific Signal and Information Process-
ing Association (APSIPA). He was a Distinguished Lecturer of APSIPA.
He serves as a Vice-President of APSIPA. He served as an Associate Editor
and a Guest Editor for special issues in journals, including IEEE ACCESS,
Neurocomputing, IEICE Transactions on Fundamentals, Computational
Intelligence and Neuroscience (Hindawi), IEEE TRANSACTIONS ON NEURAL

NETWORKS AND LEARNING SYSTEMS, Applied Sciences (MDPI), and Advances
in Data Science and Adaptive Analysis (World Scientific). He served as the
Editor-in-Chief of Signals (MDPI). Currently, he serves as an Associate Edi-
tor for Neural Networks (Elsevier). He is a Co-Editor of Signal Processing
Techniques for Knowledge Extraction and Information Fusion (withMandic,
Springer, 2008), and a leading Co-Editor of Signal Processing and Machine
Learning for Brain-Machine Interfaces (with Arvaneh, IET, U.K., 2018).

VOLUME 11, 2023 86131

http://dx.doi.org/10.1080/14640749208401305
http://dx.doi.org/10.3758/s13423-017-1358-9
http://dx.doi.org/10.3758/s13423-017-1358-9
http://dx.doi.org/10.1007/s00221-014-4031-9
http://dx.doi.org/10.1007/s00221-014-4031-9
http://dx.doi.org/10.1111/pcn.12162
http://dx.doi.org/10.1016/j.pnpbp.2015.10.002

