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ABSTRACT The Sine Cosine Algorithm (SCA) is a well-known optimization technique that utilizes sine
and cosine functions to identify optimal solutions. Despite its popularity, the SCA has limitations in terms
of low diversity, stagnation in local optima, and difficulty in achieving global optimization, particularly in
complex large-scale problems. In response, we propose a novel approach named the Improved Weight and
Strategy Sine Cosine Algorithm (IWSCA). The IWSCA achieves this by introducing novel self-adaptive
weight and social strategies that enable the algorithm to efficiently search for optimal solutions in complex
large-scale problems. The performance of the IWSCA is evaluated with 23 benchmark test functions and
the IEEE CEC 2019 benchmark suite, compare it to a state-of-the-art heuristic algorithm and two improved
versions of the SCA. Our experimental results demonstrate that the IWSCA outperforms existing methods
in terms of convergence precision and robustness.

INDEX TERMS Sine cosine algorithm, self-adaptive weight, social strategy, complex large-scale problems.

I. INTRODUCTION
In the contemporary epoch, meta-heuristic algorithms (MA)
[1], [2], [3] have garnered significant attention across
a broad spectrum of application domains. Examples of
well-known MA algorithms include Particle Swarm Opti-
mization (PSO) [4], and Artificial Bee Colony Algorithm
(ABC) [5]. Additionally, the evolutionary computation and
swarm intelligence literature features other algorithms such
as Marine Predators Algorithm (MPA) [6], Whale Optimiza-
tion Algorithm (WOA) [7], GreyWolf Optimizer (GWO) [8].
It is noteworthy that each of these algorithms has been metic-
ulously crafted to tackle specific optimization challenges
that arise in complex real-world scenarios, and researchers
relentlessly explore new ways to enhance their perfor-
mance [9], [10], [11], [12]. The Sine Cosine Algorithm
(SCA) has emerged as a promising approach to optimizing
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population-based optimization problems, which is developed
by S.Mirjalili [13]. The SCA is based on simulating themath-
ematical functions of sine and cosine, and it has demonstrated
superior efficiency in comparison to other similar algorithms.
The SCA achieves optimization by leveraging the periodic
nature of sine and cosine functions to develop a mathematical
model.

The Sine Cosine Algorithm (SCA) is a well-known
metaheuristic optimization technique used to determine the
positions of a population of N individuals through random
generation. In this approach, each solution to an optimization
problem is associated with the position of the corresponding
individual in the search space. In the subsequent iteration,
the position of the i-th individual is updated based on the
following (1):

X t+1
i =

{
X ti + r1 × sin(r2) × |r3Pti − X ti |, r4 < 0.5
X ti + r1 × cos(r2) × |r3Pti − X ti |, r4 ≥ 0.5

(1)
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FIGURE 1. The basic principle of SCA.

where t is the current iteration number, X ti is the i-th position
component of individual in the t-th iteration, Pti is the i-th
component of the best individual position variable in the t-th
iteration, r1 is a linearly decreasing convergence parameter,
and its expression is given by (2). Where a = 2, and t
represents the current iteration number while T represents
the maximum number of iterations. r2, r3, r4 are random
parameters that are uniformly distributed, r2 ∈ (0, 2π ), r3 ∈

(0, 2), r4 ∈ (0, 1),

r1 = a− t
a
T

(2)

Fig.1 provides a detailed illustration of the impact of sine
and cosine functions on a random number when seeking the
next solution. Specifically, it highlights how adjusting the
values of sine and cosine functions facilitates the search for
the subsequent step in the current solution. The position-
update (1) in SCA relies solely on the destination point to
determine the distance of the next search region, resulting in
a bias towards exploitation.

To tackle this issue, this study proposes an modified ver-
sion of the SCA, denoted as the Improved Self-adaptive
Weight and Social Strategy Sine CosineAlgorithm (IWSCA).
Firstly, Self-adaptive weight parameter is employed to update
the population’s positional information using adaptive weight
parameters. The parameter ω is adjusted, and each indi-
vidual adopts the random values for r1, r2, r3, and r4,
thus effectively maintaining population diversity and improv-
ing solution accuracy. An adaptive parameter adjustment
strategy is implemented to balance global search perfor-
mance and local exploitation performance. The inclusion of
a dynamic inertia weight strategy enables the optimization
process to fully utilize individual positional information,
enhancing local exploitation performance and accelerating
the algorithm’s convergence speed.

Meanwhile in order to balance the algorithm’s global
exploration capability and local exploitation capability, a free
social interaction strategy is utilized based on the sine cosine
function. This strategy incorporates the guidance of the dif-
ference between the global best individual and a random
individual, as well as information from other individuals
in the population. By updating the positional information
of individuals with lower fitness values in the population,
the algorithm’s exploration and exploitation capabilities are
strengthened.

The aforementioned approaches address the deficiencies
of the algorithm for function optimization, including slow

convergence speed and low convergence accuracy. Through
the implementation of adaptive weight parameters and social
interaction strategy, the proposed method achieves enhanced
solution quality, maintained population diversity, and accel-
erated convergence speed.

II. BACKGROUND AND RELATED WORK
In the literature, researchers have been exploring various
optimization strategies to improve the performance of the
Sine Cosine Algorithm (SCA). Li and Wang [14] introduced
a method for generating new candidates using Gaussian
search equation and exponential decrement strategies, which
effectively enhances the diversity of the algorithm. He and
Wang [15] also proposed a dynamic selection strategy that
is dynamically regulated during the course of evolution. The
parent with higher fitness is given higher selection proba-
bility, resulting in faster convergence and better exploration.
Li and Zhao [16] proposed a dynamic dimension and a greedy
strategy by dimension approach, which evaluates the solu-
tions in each dimension. This strategy helps to avoid getting
stuck in local optima and improves the overall performance
of the algorithm. Gupta and Deep [17] suggested a hybrid
Sine Cosine Algorithm with opposition-based learning. This
approach combines the use of opposite initial numbers and
a self-adaptive component strategy to jump out of the local
optima and achieve better convergence. Feng and Duan [18]
introduced an enhanced version of SCA, referred to as ESCA,
which incorporates several modified strategies to improve its
performance. These strategies include opposition learning for
expanding the search range, adaptive evolution for enhancing
global exploration, neighborhood search for increasing pop-
ulation diversity, and greedy selection for ensuring solution
quality. Zhou and Wang [19] proposed a modification to the
SCA algorithm by adjusting the conversion parameters from a
linear decline to a nonlinear decline, which optimizes the bal-
ance between global and local exploration. Gupta and Deep
[20] presented a hybrid algorithm that integrates the exploita-
tion skills of crossover with personal best state of individual
solutions and self-learning and global search mechanisms.
Saha [21] developed a multi-population-based adaptive SCA
with a modified mutualism strategy. This algorithm updates
solutions using a sine or cosine strategy, and a modified
mutualism phase is adopted.

Priya et al. [22] have ingeniously applied an enhanced
Sine Cosine Algorithm (SCA) to distribute multimedia con-
tent in the cloud. Abdel-Basset et al. [23] have remarkably
utilized SCA to tackle multi-objective problems for real-
time task scheduling in multiprocessor systems. Khrissi et al.
[24] have smartly incorporated SCA with clustering methods
to revolutionize the field of image segmentation. Mean-
while, Kumar et al. [25] have judiciously merged SCA,
where the Cauchy and Gaussian strategies efficiently opti-
mized global exploration and local exploitation ability,
respectively. Elaziz et al. [26] have astutely suggested an
improved opposition-based Sine CosineAlgorithm (OBSCA)
that leverages the opposition-based learning mechanism to
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enhance convergence speed by steering away from local
optima. Chen et al. [27] have put forth an advanced orthog-
onal learning-driven multi-swarm sine cosine optimization
approach that is highly effective in various optimization
problems. Nenavath et al. [28] have deftly combined SCA
with a differential evolution algorithm to produce a powerful
hybrid algorithm that significantly accelerates the conver-
gence rate. Kaveh et al. [29], have ingeniously proposed an
adaptive Sine Cosine Optimization algorithm integrated with
Particle Swarm Optimization, where PSO is introduced into
ASCA_PSO to enhance the SCA algorithm’s exploitation
capability.

Regardless of the updating strategy used by SCA, local
optima stagnation and insufficient optimization may occur
when solving large-scale global optimization problems,
Hence, we introduce an enhanced SCA algorithm that utilizes
self-adaptive weight and social strategies to overcome local
optima:

1.Self-adaptive weight parameter tuning scheme is adopted
into the improved SCA. according to the proportion of fitness
value;

2.Social mechanism was implemented to balance explo-
ration and exploitation, preventing premature convergence to
a local optimal position;

3.The proposed algorithm was tested by 23 benchmark test
functions and IEEECEC2019 benchmark, compared to state-
of-the-art algorithms and different SCA variants.

The remaining part of this paper is organized as follows.
Section II briefly introduces the original SCA. Section III
describes the proposed sine cosine algorithm in detail.
Section IV gives the experimental results and analysis of
the benchmark function. Section V concludes this paper and
indicates future research.

III. IMPROVED SINE COSINE ALGORITHM
A. SELF-ADAPTIVE WEIGHT
In this paper, we propose an approach that incorporates an
adaptive weight parameter into the optimization process.
By fully leveraging the adaptive variation of the parame-
ter, our approach enhances the global exploration capability
of the algorithm and improves the ability of individuals
to escape from local optima, while still maintaining strong
performance in local development when the optimization
is relatively stable. Specifically, in the early stages of the
optimization, our approach accelerates the global exploration
of the solution space. In more stable situations, it increases
the ability to develop solutions locally, achieving a balance
between global and local exploration. We aim to make full
use of the position information of the destination point to
increase exploration through the design of a self-adaptive
weight position-update (1), which is described by (3):

X t+1
i =

{
ωX ti + r1 × sin(r2) × |r3Pti − X ti

∣∣ , r4 < 0.5
ωX ti + r1 × cos(r2) × |r3Pti − X ti

∣∣ , r4 ≥ 0.5
(3)

Weight parameter ω is the balance factor and described
by (4), whose function is to adjust the weight between the
destination point and the current individual in (4). This study
proposes a self-adaptive weight that guides the update for-
mula for dynamic correction. Pti denotes the best fitness value
of the current iteration of position variable, whileGbest signi-
fies the global optimal fitness value. r5 are randomparameters
that are uniformly distributed between 0 and 1.

ω = (ωinit − ωend ) × r5 ×
(n− i)Pti
nGbest

,

ωinit = 0.9, ωend = 0.4 (4)

In instances where the fitness value of the current position
variable surpasses the global fitness value, the inertia weight
assumes a larger value, is advantageous in terms of global
exploration capabilities and expands the search space for
feasible solutions. Conversely, self-adaptive weight gener-
ates a smaller value to facilitate faster convergence rates,
which promotes healthy development of the region. The self-
adaptive weight is thus advantageous in aiding particles in the
SCA to automatically select global or local phases, thereby
improving accuracy and convergence speed and reducing the
possibility of falling into local optima.

B. SOCIAL STRATEGY
In this section, we present another part of the Improved
Algorithm, which can optimize the search space and speed
up the effectiveness of the search process in the IWSCA. The
modified search (5), introduced in the IWSCA is expressed
as follows:

X t+1
i =


ωX ti + r1 × sin(r2)×|r3Pti − X ti

∣∣+(Gbest − Pti ),
r4 < 0.5

ωX ti + r1 × cos(r2)×|sr3Pti − X ti
∣∣+(Gbest − Pti ),

r4 ≥ 0.5
(5)

In this optimization methodology, the current solution at
iteration t is denoted as X ti , while the current best position
attained by the solution is represented as Pti . Furthermore,
Gbest denotes the best position among the population of solu-
tions, and parameters r1, r2, r3, r4 are consistent with those
used in classical SCA.
The second crucial component in the search process is the

social component which is represented by (Gbest −Pti ) on the
right-hand side. This strategy improves the ability to develop
solutions locally while still maintaining the ability to escape
from local optima. The solution updated may have a chance
to diverge from the current state of a solution to avoid falling
into the local optimal when the search area provided by the
coefficient is very large.
The social components and self-adaptive weight provide a

direction to the current solution by combining the directions
of the best solution state and the best population state. The
newly developed algorithm can be summarized in the follow-
ing steps:
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Algorithm 1 The Improved Sine Cosine Algorithm
Initialize population N and Max iterations
Initialize fitness optimal Pti and global optimal Gbest according to
X ti
While(t< Max iterations)

for i = 1: N
Update r1 by the (3),
Update r2, r3, r4, r5
Update self-adaptive weight ω according to (4)
Update each individual of both the sub population by (5)

if (f (xt+1
i ) < f (Pti ))

Update the current best position Pti
End if

End for
if (f (Pti ) < f (Gbest ))

Update the global best position Gbest
End if

End while
Return Gbest

FIGURE 2. Framework of IWSCA.

Thus the phase of opposition based weight and self-
adaptive strategy provides an enhanced global and local
search which helps in increasing appropriate diversity and
avoids the skipping of true solutions. The flow of search pro-
cess of proposed Sine Cosine Algorithm is presented in Fig.2
A detailed analysis off enhanced diversity of solutions and
exploitation of search space has been done in experimental
section.

IV. EXPERIMENTS AND DISCUSSION
A. BENCHMARK PROBLEM EXPERIMENTS
Within the framework of optimization research, a key aspect
of assessing the efficacy of newly proposed algorithms is

the utilization of a rigorous evaluation process. To this end,
we conducted an extensive examination of the IWSCA on a
diverse set of benchmark problems. These classical 23 bench-
mark functions test can be categorized into three distinct
categories, namely unimodal, multimodal, and fixed dimen-
sion problems [30], [31]. Due to space limitations, we only
provide an overview of the 16 benchmark function problems.

In the evaluation of the classical set of problems, we uti-
lized a population size of 50 solutions, and the termination
criterion for all algorithms was fixed at 1000 iterations.
To ensure the robustness and validity of our results, we con-
ducted a comprehensive comparison across two distinct
evaluation criteria, namely mean and standard deviation,
This evaluation was conducted 20 independent runs on each
function in order to provide a thorough and comprehensive
assessment of the algorithm’s efficacy. To facilitate these
experiments, we utilizedMATLAB 2020a on a personal com-
puter with a 3.2 GHz CPU and 16 GB RAM.

The IWSCA has demonstrated superior optimization per-
formance compared to classical Sine Cosine Algorithm
(SCA) and other popular population-based optimization algo-
rithms, includingMPA,WOA,GWO,PSO,ABC, (Differential
Evolution, DE) [32], (Gravitational Search Algorithm, GSA)
[33] and (Cuckoo Search Algorithm, CS) [34]. The obtained
results are presented in Table 1.

We compared the experimental results of algorithms on the
F1-F23 function. Due to the length issue of the paper, Table 2
only shows the experimental results of the test function
F1-F16. Upon careful examination of the data presented in
Table 1, it is evident that the IWSCA outperform other state-
of-the-art optimization techniques. Our proposed algorithm,
IWSCA, consistently achieved the theoretical global opti-
mum for 12 of these functions (F1-F5, F7-F11, and F13-F14).
Although IWSCA did not achieve the theoretical global opti-
mum for functions F6 and F12, the obtained solutions were
superior to those obtained by the other compared algorithms.
In comparison,MPA perform better than IWSCA on only two
functions (F6 and F12) and worse on the remaining functions.

The performance of PSO, WOA, ABC, GWO, SCA DE,
GSA and CS were considerably worse than the superior
performance of IWSCA for any of the 16 benchmark func-
tions. These results highlight the superior performance of
IWSCA in terms of global exploration and the ability to
escape from local optima compared to the other compared
algorithms.

In this study, we present the convergence curves of the nine
optimization algorithms tested in Fig.3. The results show that
IWSCA perform exceptionally well in achieving the theo-
retical global minimum for the Unimodal functions F1-F5,
requiring only around 600 and 800 iterations, respectively.
Furthermore, it converged faster than other algorithms on
the Multimodal functions F9, F10, F11, and F16, achieving
the theoretical global minimum with only a few iterations.
In fixed-dimension problems, IWSCA also exhibited superior
convergence speed and accuracy compared to other heuristic
algorithms, indicating significant characteristics.
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TABLE 1. Comparison results for benchmark functions.

In contrast, the other nine algorithms, including MPA,
PSO, ABC, WOA, GWO, and SCA, converged prematurely
in all benchmark functions, and the obtained solutions were
consistently inferior to those obtained by IWSCA. MPA
perform better than IWSCA in only two functions (F6 and
F12) but perform worse in other functions. In all other tested

functions, MPA failed to converge to the theoretical global
minimum after 1000 iterations and produced solutions that
deviated significantly from the theoretical values, indicating
that the algorithm became trapped in local optima.

The convergence curves demonstrate that IWSCA consis-
tently found the theoretical global minimum for the majority
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FIGURE 3. Convergence curves for benchmark functions.

TABLE 2. CEC2019 function.

of the benchmark functions, further highlighting its superior
optimization performance. The excellent convergence speed
of the IWSCA ensured that it could effectively reduce the
computational complexity of the optimization problem.

Fig.4 shows box-plot test of the global optimal solutions
of comparison algorithms in 20 independent experiments
on different test functions. It can be seen that IWSCA can
converge to the theoretical extreme value of the function on
different test functions with a stable distribution of optimal

values and good robustness of the algorithm. The results
obtained from other algorithms have significant deviations
from the theoretical extreme values of the function, and
exhibit strong volatility, indicating poor robustness of the
algorithm.

B. IEEE CEC2019 LARGE-SCALE GLOBAL OPTIMIZATION
PROBLEMS EXPERIMENTS
In order to further evaluate and compare the performance
of the IWSCA on Large-Scale Global Optimization (LSGO)
problems, IEEE CEC2019 were employed in this study.
A detailed description of these problems is presented in
Table 2, which elucidate the complexity of the optimization
landscape for these problems [35], [36]. We tested 20 inde-
pendent runs on each function with the similar populations
and iterations with previous experiments, ensuring a rigorous
evaluation of the algorithms.

The function values are summarized in Table 3, which
provide an in-depth analysis of the performance of the
IWSCA and its comparison to other algorithms, including
other improved versions of SCA, MSCA [30] and ISCA [37].
It shows that the IWSCA get closer to the minimum values

73058 VOLUME 11, 2023



Y. Chun, X. Hua: Improved SCA for Optimization Problems

FIGURE 4. Box-plot for benchmark functions.

than other algorithms. The IWSCA obtain the remarkable
performances, which outperforms other algorithms in solving
LSGO problems with a significant improvement in accuracy
and convergence speed for most of CEC2019 functions.

The convergence curve algorithms shown in Fig.5, which
clearly shows that the IWSCA generates a smaller value
to facilitate faster convergence rates than other algorithms.
It converged faster than other algorithms on the functions
CEC01-CEC03, which is achieving the theoretical global
minimum with only a few iterations. On the functions
CEC04-CEC10, the IWSCA also exhibited superior con-
vergence speed and accuracy compared to other heuristic
algorithms, indicating significant characteristics.

C. IWSCA FOR THE ENGINEERING PROBLEM
In this section, we investigate the efficacy of the IWSCA
in the pressure vessel design (PVD) (Yang et al., 2020).
When we design pressure vessels, the demand for required
raw materials should be minimized to significantly reduce
production costs. The pressure vessel design is shown in

Fig.6 with covers on both sides and a hemispherical head
shape. L is the height of the remaining part after removing
the hemispherical head, R is the inner radius of the cylindrical
part, Ts and Th represent the difference between the outer and
inner radii of the cylindrical part and the head, respectively.
The mathematical model is described as follows:

f (x) = 0.6224x1x3x4 + 1.7781x2x23
+ 19.84x21x3 + 3.1661x21x4

x = (x1, x2, x3, x4) = (Ts,Th,R,L)

g1(x) = 0.0193x3 − x1 ≤ 0

g2(x) = 0.00954x3 − x2 ≤ 0

g3(x) = 1296000 − 4/3πx33 − πx23x4 ≤ 0

g4(x) = x4 − 240 ≤ 0

The cost optimization achieved by IWSCA is signifi-
cantly lower compared to SCA, as evidenced by Table 4. In
fact, IWSCAdemonstratesmore pronounced advantages over
widely known algorithms such as MPA, WOA,GWO,PSO
and ABC when solving this specific problem. Furthermore,

VOLUME 11, 2023 73059



Y. Chun, X. Hua: Improved SCA for Optimization Problems

FIGURE 5. Convergence curves for CEC 2019 functions.

TABLE 3. Comparison results for CEC2019 functions.

FIGURE 6. Pressure vessel design.

IWSCA exhibits a lower optimum cost than enhanced SCA
variants such as Modified SCA (MSCA) and Improved SCA
(ISCA). Based on the presented case study, the final results
demonstrate that IWSCA excels in both exploration and
exploitation, outperforming its competitors in obtaining solu-
tions. Consequently, it can be concluded that the proposed

TABLE 4. Comparison results for pressure vessel design.

IWSCA holds great promise for practical applications in real-
world scenarios and engineering challenges with constraints.

V. CONCLUSION
The study presents an innovative approach to the Sine
Cosine Algorithm by incorporating a social strategy and self-
adaptive weight setting. This approach aims to overcome the
limitations by avoiding local optima and improving overall
performance. The experimental results clearly demonstrate
that the IWSCA significantly enhances search efficiency,
solution accuracy, and convergence speed compared state-
of-the-art heuristic algorithms and other improved versions
of SCA. These findings suggest that the IWSCA is a supe-
rior optimization method in solving LSGO problems with
promising practical applications in various fields that require
optimization.

Future research should focus on implementing IWSCA
on multi-objective optimization. This would allow for more
extensive testing of the algorithm’s capabilities and pro-
vide a better understanding of its potential in real-world
applications.
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