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ABSTRACT Deep neural network-based decision support has been more prevalent in many cross-discipline
applications, as their strong computation ability can facilitate knowledge discovery and rule mining. In this
context, this work explores its utilization to the field of education quality evaluation, in order to bring
more automatic elements for this purpose. Therefore, a BP neural network-assisted smart decision method
for education quality is proposed in this paper. Specifically, the method of questionnaires is utilized to
screen indicators, expert evaluation method is adopted to determine the weight of evaluation indexes, and
a comprehensive education evaluation index system is accordingly built. After constructing a complete
evaluation system, this paper establishes an evaluation model of ideological and political education by
using BP neural network algorithm and takes University as an example to compare the performance of W
University students before and after applying the model. This model has been applied and demonstrated, and
the evaluation way of college teaching quality has been innovated. At last, some simulation experiments are
carried out for further assessment, and the results show that the proposal can work well in terms of automatic
education quality evaluation.

INDEX TERMS Smart evaluation, education quality, BP neural network, decision support system.

I. INTRODUCTION
College students’ political education is an important part
of college moral education, which has a direct impact on
college’s whole progress of education work, especially on
the students’ moral education [1]. In recent years, artificial
intelligence has aroused great interest of scholars at home and
abroad [2]. Many countries have done a lot of research on
it, and formulated corresponding policies and strategies [3].
To improve the education quality in colleges, we must estab-
lish a sound evaluation system [4]. Taylor, a famous scholar in
American education, once said, ‘‘The analysis of educational
goals, educational evaluations and educational plans are in a
continuous cycle [5].

When you are evaluating the effect of educational evalua-
tions, youwill repeatedly want to correct and revise those pre-
set educational goals [6]. After the revision of the goals and
the guidance plan, the guidance method and the evaluation
plan are also required to be revised [7]. They are mutually
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cyclical and are a dynamic process [8]. Therefore, improv-
ing the educational evaluation method can make the whole
process of education has an increase [9], [10]. Therefore, the
establishment of ideological and political education evalua-
tion system in colleges must aim at promoting work in this
field [11], [12]. This paper constructs the evaluation system
model by using expert evaluation method and BP neural
network algorithm [13].

In the aspect of theoretical value, this paper discusses the
realistic problems in the humanities and social sciences [14].
In the aspect of practical value, to reform the current eval-
uation system in colleges, we must solve the problems of
single evaluation method [15]. Through the mathematical
model, the evaluation results can be quantified [16]. Hence,
schools can better evaluate it objectively, and can find the
problem, thus promoting its further development [17]. At the
same time, through the implementation of evaluation system,
a teacher reward and punishment mechanism can be estab-
lished. And the enthusiasm of teachers to educate people
scientifically can be improved. While building evaluation
system, a corresponding incentive mechanism should be

VOLUME 11, 2023 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 74569

https://orcid.org/0000-0002-9299-131X
https://orcid.org/0000-0002-7146-5636
https://orcid.org/0000-0002-2673-9909


D. Zhang, L. Chen: BP Neural Network-Assisted Smart Decision Method for Education Quality

gradually established, so that teachers can devote themselves
to the education work in this field [18].

rest of this paper is organized as follows: the second part
discusses the related work, the third part constructs the eval-
uation index system, the fourth part designs the education
quality evaluation system based on BP neural network, and
the fifth part summarizes the full text.

II. RELATED WORK
Educational evaluation is a way to measure the characteristics
of educational phenomena [19]. During the development of
educational evaluation theory, many different explanations
have emerged with the gradual deepening of understanding.
A popular idea is that equating educational assessment with
educational testing as a process of comparing it to an expected
ideal situation or goal. Taylor’s value assessment theory is
a representative concept [20]. The United States and West-
ern Europe have conducted a comprehensive assessment of
teaching quality in colleges. Its evaluation direction mainly
focuses on the moral evaluation. There are many assessment
methods, including Hutson’s morality assessment method,
Cartel’s 16-factor personality questionnaire method, and the
cognitive school’s moral judgment test method [21].

The basic idea of thesemethods is to obtain relevant assess-
ment information from three aspects. First, to see what the
person being assessed has said about his own situation. Sec-
ond, to see what people who know the person being assessed
have said to him and to see what the person being tested
actually does, how he acts in a real-life environment. Then,
according to certain rules or standards, the obtained data and
information are analyzed and processed, and evaluation is
made [22]. Some schools, at the time of the final exam, will
write a conduct comment on the score report. In educational
evaluation, there are many methods for evaluating students’
morality, such as behavioral evaluation, behavioral addition
and subtraction scoringmethod, examination scoringmethod,
integral scoring method, fuzzy comprehensive evaluation
method, moral situation evaluation method, OSL morality
scoring method, FRC Morality Assessment Method, etc.

By summarizing the above research methods, it can pro-
vide a useful reference for the evaluation. In practice, two
or three methods are generally used for comprehensive
evaluation [23]. This paper analyzes several comprehensive
evaluation methods commonly used at present, and they each
have their own characteristics and application scope.This
paper makes a comprehensive analysis of the evaluation in
colleges, and believes that both qualitative and quantitative
analysis are objects that will cause a general concern in the
current academic circles, but there are notmany achievements
at present. Using expert evaluation method and BP neural
network technology in the evaluation of college education,
quantifying the content of the abstract evaluation indicator,
and establishing a comprehensive evaluation mathematical
model to achieve quantitative evaluation is the future research
trend [24].

III. EVALUATION INDICATOR SYSTEMCONSTRUCTION
A. DIVERSIFIED EVALUATION SUBJECTS
To make sure that the assessment results is accurate, we must
have a high quality assessment team. Firstly, the members
of the evaluation group should know clearly the direction
and demand of the teaching reform, the education theory, the
teaching content, the orientation of evaluation, the theory and
technique of the teaching assessment. Secondly, in the teach-
ing assessment, we should focus on teaching supervision and
peer evaluation, which are usually made up of experts and
scholars in a particular field. Thirdly, the evaluation should be
serious. The final assessment of the teaching should take into
account the opinion of the majority of evaluators. Fourthly,
it is necessary to enhance the assessment of students so as
to make them master the assessment methods and decrease
the influence of subjective factors. Currently, the teaching
assessment group is made up of experts, teachers, colleagues,
students, etc. In the course of assessment, each aspect has its
own function. Based on the above analysis, we can set up the
evaluation system as follows(Table 1).

TABLE 1. List of evaluation indicators.

B. WEIGHT CONSTRUCTIONMETHOD OF EVALUATION
INDEX SYSTEM
1) MATHEMATICAL STATISTICAL METHOD
a: EXPERT EVALUATION METHOD
The expert evaluation method is to select a group of profes-
sionals, score the indicators, give the weights they think are
reasonable, and then perform a weighted average according
to the weight coefficients given by each expert, so as to
obtain the weight distribution of each indicator [25]. The
basic process is as follows:

The first step is to identify expert candidates. First of all,
it is necessary to identify a group of experts and scholars
with richwork experience, complete knowledge system, good
professional ethics, and recognized by most people in the
field, and set up an expert group to evaluate the weight of
indicators.

The second step is the initial evaluation by experts. The
determined indicator system is submitted to each expert of
the expert group for review, and each expert determines
the weight of each indicator in the indicator system on the
premise of not affecting each other.

The third step is to gather expert opinions. After experts
determine the weight of each indicator, the data is collected,
organized and processed.

The fourth step is to calculate the result. Through the
weighted average of each evaluation indicator, the weight
distribution system of every indicator is obtained. If the
evaluation conclusions are very different, then it is neces-
sary to hold an expert meeting to adjust various indicators,
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TABLE 2. Weight distribution table of each evaluation indicator.

and finally reach a consensus, and the final result of the
weight distribution system is scientifically valid.

TABLE 3. List of evaluation indicators.

b: WEIGHTED STATISTICAL METHOD
When there are not so much experts, we could choose to
use the weighted average method in this sistuation [26].
If there are three different evaluation indicators of A1, A2,
A3, the corresponding weights need to be given by different
experts, as shown in Table 2. The weights of each indicator
are determined by experts, and the weight distribution of each
indicator is obtained, as shown in Table 3. Using formula
Ax =

∑6
n=1 dini to calculate, then the weight coefficient of

each evaluation indicator can be obtained:

B = (0.212, 0.344, 0.189) (1)

c: FREQUENCY STATISTICAL METHODS
When the number of experts is too large, the weight set
listed by the experts is processed by the frequency statistics
method [27]. If there are evaluation indicators such as B1,
B2, . . . BN, they need to be determined by different experts,
as shown in Table 4. After the calculation of experts, the
weight distribution of each indicator is obtained, as shown
in Table 5. According to weight distribution table proposed
by each expert, we could perform univariate analysis on each
of its evaluation indicators, and the weight of each indicator
is obtained. how to operate is as follows:

At first, factor Bx(x = 1, 2, · · · n) represents different indi-
cator at different situation.in its weight bxn(n = 1, 2, · · · , l),
find the maximum Mx and minimum Mn. This can be
expressed as:

Mx = max
1<i<l

{bxn} , Mx = min
1<j<l

{bxn} (2)

And then find suitable positive integer, set the value of Mx−Mn
Q

as the group distance and arrange the weights in order from
small to large, and divided into Q groups according to the

group distance. Then, the Q groups are sorted in descend-
ing order, and obtained the frequency of each weight set.
Finally, the largest group can be determined according to
the frequency of each weight group, and take the median of
the weights in the group as the weight, which can finally be
expressed as follows:

b = (b1, b2, · · · , bn) (3)

2) FUZZY RELATIONAL EQUATION METHOD
Essentially, the problem of solving fuzzy relational equations
is to find weight distribution, so nowwe introduce the method
of fuzzy relational equations to find weight distribution [28].

Tj×o · So×n = Cj×n (4)

As the kernel of fuzzy mathematics, the significance of fuzzy
relation equation is self-evident. For this reason, we first
introduce this method. because the simplicity and intuitive
description, this paper only deals with the case that the eval-
uation index is a finite set. In the condition of finite universe,
fuzzy matrix can be used as an equivalent substitute for fuzzy
relation. If the fuzzy matrix S ∈ γn×t , Cϵγo×t is known,the
unknown fuzzy matrix y is required to satisfy:

Yo×n · Sn×t = Co×t (5)

Or the fuzzymatrix Sϵγn×t ,Cϵγo×t is known,the unknown
fuzzy matrix x is required to satisfy:

So×n · Yn×t = Co×t (6)

If transpose both sides of the formula So×n · Yn×t = Co×t ,
then the following formula can be gotten:

Yt · Sr = Cr (7)

According to weight distribution requirement, this paper sim-
ply discusses the following form of fuzzy matrix.

(y1, y2, . . . , yo) ·


s11 s12 . . . s1n
s21 s22 . . . s2n
. . . . . . . . . . . .

so1 so2 · · · son

= (c1, c2, . . . , cn) (8)
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TABLE 4. Weight distribution table of each evaluation indicator.

TABLE 5. College teaching quality evaluation form (for students).

TABLE 6. College teaching quality evaluation form (for experts).

C. EVALUATION INDEX SYSTEM
Pluralism is one of the most distinctive characteristics of
wisdom evaluation methods of ideological and political the-
ory courses in colleges and universities. Among them, the
evaluation subject and the evaluation object are diversified.
The traditional way of evaluation of ideological and polit-
ical theory courses in colleges and universities is mainly a
one-way evaluation of teachers on students, mostly using
‘‘other evaluation’’, while the wisdom evaluation of ideolog-
ical and political theory courses in colleges and universities
is a multi-dimensional three-dimensional evaluation with the
help of the new generation of information technology such as
big data and artificial intelligence.

Wisdom evaluation methods of ideological and political
theory courses in colleges and universities include not only
other evaluation, but also self-evaluation, other evaluation,
mutual evaluation, third party evaluation and other diversified

evaluation methods. Based on the interactive and personal-
ized characteristics of information technology, the evaluation
activities are carried out in the information evaluation system.
The system pushes corresponding learning resources accord-
ing to the individual characteristics and interests of each
student, which provides a basis for improving the teaching
of ideological and political theory courses in colleges and
universities.

This paper carried out a well-designed questionnaire,
a preliminary selection, an expert selection, and a formal
questionnaire. During the release of the public ques-tionnaire,
we conducted a survey of school students about the school’s
continuous improvement in the quality of education. Ques-
tions in the questionnaire include ‘‘What should the school
do to continuously improve the quality of teaching?’’, ‘‘How
do you think we can improve the quality of your own learn-
ing?’’ The questionnaire was distributed at random, and the
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students were asked to give their views as much as possible.
100 questionnaires were sent out, 96 copies were obtained.

In this paper, we sorted out the major content of the
open-ended questionnaire, conducted preliminary indicator
screening, and solicited the opinions of education evaluation
experts and school supervision experts, and put forward pre-
liminary teaching quality evaluation indicators based on these
opinions, including college teaching quality evaluation form
for students, for experts, for teaching supervision and peers:

IV. EDUCATIONAL QUALITY EVALUATION SYSTEM
BASED ON BP NEURAL NETWORK
A. BP NEURAL NETWORK
BP network was a kind of network that has many layer feed
trained. At present, 90% of neural network models are made
of BP network or its deformation. It is the major part of for-
ward network and it is very popular adopted in the field [29].
Figure 1 illustrates a neural network model with S inputs
and a hidden layer. The activation function of BP network
is differentiable everywhere, so we usually use logarithm of
sigmoid or tangent activation function and linear function.

FIGURE 1. Evaluation system of college teaching quality.

In essence, the BP algorithm takes the total error of the net
as an objective function, and the minimum value is obtained
by the gradient method [30]. The entire learning process can
be illustrated in Figure 2. These parameters are initialized
with random numbers in the range of [-1, 1] to initialize the
initialization parameters and learning parameters, including
5 parts.

The training sample of network consists of 2 parts, the
input vector Y = [y1, . . . , yo1]U . In this model, the next
algorithm steps of hidden layer are:

zli = g

 o1∑
j=1

xjk · ylj + θi

 (9)

oks = h

(
o2∑
i=1

xitzli + θ t

)
(10)

In this learning algorithm, the error F needs to be calculated
and then the generation algorithm in the output layer is

ES =
1
2

N3∑
S=1

(
T kS − OKS

)
(11)

Then we use what the the final results of error F to see if the
actual output is the same as the expected number, and then

the error function is like:

E =
1
2

N∑
k=1

N3∑
S=1

(
T kS − OKS

)
(12)

If the actual results of this algorithm is not higher than
the preset limit or preset number is less than the learning
times, then the progress will not move on. If it achieves the
value c, the progress continue. The neuron error in both layers
is calculated. If the preset value is Ut = [U1, . . . ,Uo3], the
actual value is Pt = [P1, . . . ,Po3]. Then, the formula can be
deduced:

ekt =

(
ukt − pkt

)
pkt
(
1 − pkt

)
t = (1, 2, . . . . . . ,O3) (13)

According to the former value in the layer, we will get the
resule ekt and whs and yh, the right number in the other layer
could be calculated as:

eli =

[
o3∑
u=1

elSw
l
is

]
yli
(
1 − yli

)
i = (1, 2, . . . . . . , 02) (14)

xit is adjusted first, and then xji is adjusted. The adjustment
amount of the weight is:

1xit = −η
∂F
∂xit

= ηf lt zi (15)

1xji = −η
∂F
∂xji

= ηf li yu (16)

The correction weight is

x l+1
= x l + 1x = x l − ηl

∂f l

∂x l
(17)

The adjustment amount of the threshold is

θi = η
∂F
∂θi

(18)

θt = η
∂F
∂θt

(19)

θ l+1
= θ l + η

∂F
∂θ l

(20)

B. TEACHING QUALITY EVALUATION MODEL BASED ON
BP NEURAL NETWORK
1) ARTIFICIAL NEURAL NETWORK STRUCTURAL
FRAMEWORK
Combined with the teaching quality evaluation indicator sys-
tem constructed above, this system designs four subsystems,
The outputs of the 4 subsystems constitute the input of the
whole network. As shown in Figure 3. Choice of network
model is a key problem. A good network model can reduce
the number of network training, save a lot of training time,
decrease the training time of the model, and improve the total
efficiency [25]. The network consists of network level and the
number of nodes in every layer. The evaluation of teaching
quality can be considered as a nonlinear mapping, that is,
from input (teaching quality evaluation indicator) to output
(the final evaluation of the teachers’ teaching quality).
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TABLE 7. College teaching quality evaluation form (for experts).

FIGURE 2. Neural network model structure diagram with one hidden layer.

FIGURE 3. BP neural network training flow chart.

Kolmogorov’s theorem pointed out that the BP network’s
advantage could be that it can effectively reducing the storage

consumption of the network and highly improving learning
efficiency [31],which is really convenient for the people who
use this network. This paper’s network has three layers.

2) NEURAL NETWORK MODEL STRUCTURE
Firstly, we construct this kind of network is by specifying
the related numbers in each layer [32]. We decided the first
parameters by continuously change the part of network, and
continue to put in numbers to let the network study. After
the repeating of the learning, the network became more and
more stable,then the training program become more muture.
When it meets the goal we set before, it will finish and
stop. [33].

The concrete steps to build the model and the steps are just
like the following:

(1) Determine initial value of the first layer
according to the evaluation system that build before,

we could accordingly divided the progress into five first
indicators and 13 secondary indicators, and then we know the
node is 13.

(2)Determine the value of the second layer
Because the consequence is the just one, so we could easily

set the value. In this paper we set the range to [0,1].
(3) Determining of the last layer value
The most popular used formulas to determine the last layer

number are:

H =
√
K + P+ b

H = log2 o

H =
√
om (21)
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FIGURE 4. Neural Network Evaluation System for Teaching Quality in Colleges.

FIGURE 5. BP neural network model.

H represent the value of first layer, O represents the value
of the second layer, andm represents the last layer. According
to the calculating progress n =

√
o+ m + b, the number of

second layer nodes is 6 to 15, and keep testing, we get the
best hidden layer node 8.

(4) Activation function selection
we use the function form as follows to determine the

activation function, which is the initial function of the second
layer

f (y) =
1

1 + f −y (22)

(5) Establishment of model
Establish the network structure as shown in Figure 4.
In this part of system, the value that put in is Y =

(y1, y2, · · · , y13)U , and value that used in the second layer
is X =

(
x12, x13, · · · , x13,8

)
, the value of the third layer

is Z = (z1, z2, · · · , z8), what we gain in this structure is
X = (x1, x2, · · · , x8). What we use to calculate in this model
is as follows.

zil = g

(
13∑
i=1

xji · yli + θi

)

pt l = h

(
8∑
i=1

xizli + θ

)
(23)

(6) Selection of network learning algorithm

FIGURE 6. Student evaluation of teaching neural network training flow
chart.

Generally BP Neural Networks use a special way to adjust
the weight of network numbers, which is the advantage of
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FIGURE 7. 2019-2021 W University first-year academic achievement distribution map.

BP Neural network. However, this learning method has some
shortcomings of easily making mistakes during the progress
of learning, which means we need a way to overcome the
shortcomings of BP neural network, the solution of which is
LMBP learning algorithms. LMBP is a modification of tradi-
tional learning algorithm. Compared with other algorithms,
the convergence rate and precision of LMBP are closer to our
needs. This paper chooses the LMBP learning algorithms to
conduct the learning progress.

3) LMBP LEARNING ALGORITHMS
The training steps of LMBP are: in the first stage of training,
select minimum learning speed λ: λ = 0.001, if the error F
can’t be reduced by a step, multiply λ by 10, and this step
is repeated until F decreases. When there was a small F,
multiply λ by 0.11 and continue the operation. The execution
steps of the algorithm are as Figure 6.

C. APPLICATION OF TEACHING QUALITY
EVALUATION MODEL
This model takes W University as an example, through
the investigation and comparison of W University students’
performance before and after the application of the model.

There are four grades in W University. Six classes were
selected from the freshmen of the 2019 class, and 30 stu-
dents were randomly selected from each class, with a total
sample of 180 students. The teaching quality evaluation
model is applied in 3 classes, and the 90 sample student
groups applying the model are denoted by A, the other
3 classes do not apply this model, and the 90 sample
student groups that do not apply the model are denoted
by B. The grades of the three-year statistical sample stu-
dents were compared and verified, and the results are
as follows.

It can be clearly seen that the scores of students Awho have
applied the model have a larger increase than the scores of
students B who have not applied the model, and the learning
effect is very good.

V. CONCLUSION
This paper selects the indicators through the method of ques-
tionnaires, determines the weight of the evaluation indexes
by the AHP method, and builds a comprehensive ideo-
logical and political education evaluation index system.
After constructing a complete evaluation system, this paper
establishes an evaluation model by applying the BP neural
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network algorithm, and takes W University as an example to
compare the performance of W University students before
and after applying the model.

This model has been applied and demonstrated, and the
evaluation method of college teaching quality has been inno-
vated. The most value part of this paper is to use the AHP
method and BP network algorithm in the system construction,
which is convenient for the college to improve their teaching
quality, quantifying the content of the abstract evaluation
index, and establishing a comprehensive evaluation mathe-
matical model to achieve quantitative evaluation is the future
research trend.

The evaluation of ideological and political theory courses
in colleges and universities urgently needs to transform to
wisdom evaluation which is one of the core elements of
wisdom education. It plays a driving role in the optimization
of education ecology, which is the result of the comprehen-
sive effect of the development of science and technology
and the innovation of technology. It is a new realm and a
new paradigm of the innovation and reform of the way of
education evaluation.

It is imperative to iterate and upgrade to the wisdom eval-
uation method that adapts to the development requirements
of the new era. In this paper, the topic is closely combined
with the actual needs of the new era of educational evaluation
reform, focusing on hot issues. However, the current theoret-
ical and empirical research on wisdom evaluation is still in
the preliminary exploration stage, and the relevant literature
materials are limited.

In addition to the limited research ability of my own, there
are still deficiencies in the depth and breadth of the theoretical
content of this topic. We will continue to make efforts to
conduct deeper research in the future. It is expected that the
research on this topic can arouse the academic resonance of
the majority of education scholars and enrich the theoretical
think tanks on wisdom evaluation methods of ideological and
political theory courses in colleges and universities.
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