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ABSTRACT With the development of computer vision and image transfer, facial expression transfer has
been more and more widespread applications. But there are still some problems, such as lack of realistic
expression, poor retention of facial identity features and low synthesis efficiency. In order to solve the
problems of facial expression transfer, the paper proposes a facial expression transfer model based on
conditional generative adversarial network, which can generate a highly realistic face image with source
facial expression and target facial identity features, when gave a source face image and a target face image.
The model consists of two parts: the facial feature point fusion module and the expression transfer module.
Among them, the facial feature point fusion module uses an auto-encoder to encode the face key feature
point image of the source facial expression and the face feature key point image of the target face, so as to
transfer the source facial expression information to the corresponding face key feature points of the target
image; the expression transfer module uses the facial feature point fusion module to generate the face key
feature point image and the target face image, and then generates an image with the source facial expression
and the target face identity features through the modified U-net network. The model is finally validated on
two publicly available datasets, RaFD and CK+, and the experimental results show that the generated facial
expression is more realistic than the pix2pix model, and the model only needs to be trained once to complete
the transfer between any facial expression.

INDEX TERMS Face features, facial expression transfer, conditional generative adversarial networks, U-net,
face editing.

I. INTRODUCTION

Facial expression is an essential complement to human ver-
bal communication, and rich facial expression can reveal
more information, so generating highly realistic facial expres-
sion has been a hot research topic in the field of computer
vision and image transfer. Among the field, facial expres-
sion transfer is one of the important branches, which is to
transfer the facial expression of source images to the faces
of target images. With the rapid development of intelligent
human-computer interaction technology, facial expression
transfer is increasingly extensively used in many fields such
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as data expansion, film and television production and game
entertainment [1].

Goodfellow et al. [2] proposed Generative Adversarial
Network (GAN) to greatly improve the quality of generated
images, but in order to make the generated images have cer-
tain desired properties, the literature [3] proposed Conditional
Generative Adversarial Network (CGAN), i.e., adding label
information to the GAN to constrain the generated images.
The literature [4] enabled a single generator to transfer
between seven facial expression by specifying the expression
domain conditions, and the facial expression generated are
more natural and realistic than those generated by the Star-
GAN model. The paper is precisely based on the conditional
generative adversarial network to transfer the source facial
expression to the target face using the target face feature
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point images with the source expression as the conditional
information and the arbitrary target face images as the input.
The main contributions are summarized as follows:

(1) Propose a novel based on conditional generative adver-
sarial network model, including two modules: facial
feature point fusion module and expression transfer
module. The model can effectively accomplish facial
expression transfer.

(2) The autoencoder [5] is used as the facial feature point
fusion module to generate the key points of facial fea-
tures used to guide facial expression transfer.

(3) Modify the structure of the U-net [6] network for the
features related to facial expression transfer.

Il. RELATED WORK

The current facial expression transfer methods can be divided
into two main categories [7]: one is to use the traditional 3D
modeling method to build a 3D face parameter model and
make the target face match the source facial expression; the
other is to use deep learning to generate directly the target face
image with source facial expression by generating adversarial
network models. Most of the traditional facial expression
transfer methods are based on the construction of face mod-
els, by mesh fitting and 3-dimensional morphable model
(3DMM) to generate new facial expression. Thies et al. [8]
proposed Face2Face model, which uses the identity and
expression information of each frame to construct a paramet-
ric model, and uses the expression parameters of the source
face model to replace the corresponding expression param-
eters in the target face model. Tran and Liu [9] proposed
nonlinear 3DMM reconstruction, where the encoder can com-
plete the modeling from 2D to 3D by estimating and double
decoding the texture and shape, etc. The literature [10] used
an improved parametric-unsupervised regression to transfer
the basic expression from the source model to the target
model. However, these methods mentioned above need to
design different facial model parameters for different char-
acters, thus the generalization is low and the control of facial
details is insufficient.

Driven by the proposal and development of deep learn-
ing, generative adversarial network (GAN) have shown
extremely high fitting ability in image generation and greatly
improved the quality of generated images. Pix2Pix [11]
changed the input of the original GAN from random noise
to specified expression information to complete the transfor-
mation between paired images. In facial expression transfer
research, researchers have proposed many variants of GANSs.
G2-GAN [12] used facial geometric information as a con-
ditional vector to guide expression synthesis. However, the
model requires the neutral expression image of the person
as a medium to achieve expression transfer, which limits
the effectiveness of the network to a certain extent. Expr-
GAN [13] introduced an expression control module that
transforms one-hot vectors with specified expression labels
into expression codes to control the generation of face images
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with different expression intensities. The literature [7], on the
other hand, proposed a face synthesis model driven by facial
geometric features and attribute labels, and the introduction
of a novel soft margin triplet perception loss function allows
the model to converge faster and better maintain the identity
features of the target face. The literature [14] obtained the
respective potential vectors by encoder mapping the face
pictures and the key points of face features with facial expres-
sion information into the potential space, and the obtained
cascaded vectors are then decoded to generate face pictures
with the specified expression. The literature [15] removed
the batch normalization layer of the encoder and added the
expression label feature map to the decoder to make changes
to the expression, thus reducing the model parameters to
some extent. These aforementioned methods only focus on
the transfer of expression to face, while ignoring the identity
features of the target faces.

Therefore, to address the above problems, the paper
proposes a novel facial expression transfer model based
on conditional generative adversarial networks. The model
mainly consists of two modules: facial feature point fusion
module and expression transfer module. The model can gen-
erate a new highly realistic face image with the source facial
expression and the target face identity features based on the
input source face image and the target face image.

IIl. FACIAL EXPRESSION TRANSFER BASED ON CGAN
The structure of the proposed model is shown in Fig. 1,
which mainly includes the facial feature point fusion module
and the expression transfer module. The facial feature point
fusion module is denoted as ®, the expression transfer mod-
ule is denoted as 2. The facial feature point fusion module
is the part in the dashed box in Fig. 1. Firstly, the feature
extractor provided by DLIB is used to pre-train the model for
extracting the face feature key points L of the source image
and the facial feature key points L, of the target image, and
then the features are extracted by encoder Ggye1 and Ggue2
respectively, and then the two are cascaded and decoded by
decoder Gpe, to obtain a deviation vector; finally, this devia-
tion vector is fused and summed with the target facial feature
point image Jg.,. The fusion process can be expressed as:

Jgen =L+ (L, Ly)
= Lt + Gpec (GEnc1 (Ls) » GEnc2 (Ly)) (D
The expression transfer module is the modified U-net net-
work in Figure 1. The target image P; and the generated face
feature key point image Jg, are fed into the modified U-net
network €2 to generate the face image I4., With the source

expression and the target face features. The transfer process
can be expressed as:

Igen =Q (Jgem Pt) 2

A. FACIAL FEATURE POINT FUSION MODULE
The facial feature point fusion module is an auto-encoder
network, as shown in Figure 2. The facial feature point
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FIGURE 1. Structure of facial expression transfer model.

FIGURE 2. Structure of facial feature point fusion module.

fusion module mainly encodes the source face feature
key point image L; and the target face feature key point
image L;. Since the face identity features are different, the
same expression is different on different faces, such as the
deformation of the senses and the movement of the facial
muscles [7].

The facial feature key point information is mapped into a
latent space by an encoder, and then the facial feature point
fusion module transfers the expression information of any
source face to the target face in the latent space (i.e., the
position change of the facial feature points).

B. EXPRESSION TRANSFER MODULE

Facial expression transfer is the transfer of only facial expres-
sion while retaining most information such as face features
and background. Due to the fact that the input source expres-
sion image and the target face image are aligned in spatial
location, and the encoding-decoding structure and Skip Con-
nection of the U-net network can perform the image transfer
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well, therefore, the U-net network is modified as the generator
of the expression transfer module.

According to DCGAN [16], the convolutional kernel size,
activation function and network normalization method of the
U-net network are modified as follows:

(1) To make the network itself to learn spatial up-sampling
and down-sampling, the network eliminates the maxi-
mum pooling layer and uses transposed convolution for
the up-sampling process.

(2) To restrict the pixel values of the images to the range
(—1, 1), the output layer uses Tanh as the activation
function and does not perform batch normalization, and
the rest of the network layers use the ReLLU activation
function.

(3) To avoid the checkerboard artifacts, the modified U-net
network uses a difference up sampling and down sam-
pling method, while in order to reduce the model
complexity, the convolutional kernel size is setup
as 4 x 4.

The modified U-net network is a fully convolutional net-
work, which consists of three main basic structures: the
up-sampling layer consisting of the activation function ReLLU,
Transposed Convolution with a Stride of 2, and Batch
Normalization; the down-sampling layer consisting of the
activation function LeakyReLU, Convolution with a Stride
of 2, and Batch Normalization; and the bottleneck layer
consisting of the activation function LeakyReLU, ReLU,
Convolution, and Batch Normalization. The bottleneck layer
consists of the activation function LeakyReLU, ReLU, con-
volution and batch normalization. the input layer is the key
point image of the face generated by the target face image and
the facial feature point fusion module, and the output layer is
composed of ReL.U, transposed convolution and Tanh, and
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the size of both the input and output layers is 256 x 256. The
specific network parameters are shown in Table 1.

TABLE 1. Modified U-net network parameters.

Number of layers Type of layer Output Dimension
0 Input layer (256,256,4)
1 (128,128,64)
2 (64,64,128)
3 (32,32,256)
4 Down-sampling (16,16,512)
5 (8,8,512)

6 (4,4,512)
7 (2,2,512)
8 bottleneck layer (2,2,512)
9 (4,4,512)
10 (8,8,512)
11 (16,16,512)
12 Up-sampling (32,32,256)
13 (64,64,128)
14 (128,128,64)
15 Output layer (256,256,3)

The expression transfer module uses the Markov dis-
criminator, which is a fully convolutional network that can
accept inputs of arbitrary size compared to the discriminator
of the original generative adversarial network. To improve
the stability during training, the batch normalization of the
Markov discriminator is changed to Spectral Normalization
(SN) to satisfy the Lipschitz continuity condition according
to WGAN [17]. The Markov discriminator discriminates true
from false for each grid point in the feature map after multi-
level down-sampling feature extraction, and the mean value
of the feature map of size 30 x 30 is used for the loss
calculation.

The Markov discriminator input layer consists of con-
volution with activation function LeakyReLU (k = 0.2),
the down-sampling layer consists of convolution, spectral
normalization with ReLLU, and the output layer consists of
convolution with activation function Sigmoid. The specific
network parameters are shown in Table 2.

IV. LOSS FUNCTION

A. LOSS FUNCTION OF THE FACIAL FEATURE POINT
FUSION MODUL

Adversarial loss function. It is used to judge whether the
generated facial features key points are realistic and reduce
the gap between the generated image and the real image, and
is defined as:

Lp; = Ex~Pyy(x) [log Dy ()]
+ Eopye(o) [log (1 — Dy (@ (2)))] 3)
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TABLE 2. Discriminator network parameters.

Number of layers Type of layer Output Dimension

1 Input layer (128,128,64)

2 Down-sampling (64,64,128)

3 Down-sampling (32,32,256)
Conv, SN,

4 LeakyReLU (31,31,512)

5 Output layer (30,30,1)

where, P;., (x) denotes the data distribution of real facial
feature points, z denotes a set of inputs to @, and D; denotes
the discriminator of the facial feature point fusion module.

Cyclic consistency loss function. It’s used to calculate the
error between the source facial key points generated by Jgep
inverse and the real source facial key points, and also allows
the network to better preserve the target facial identity fea-
tures while changing facial expression, defined as:

Lcycle =| ® (s, ® (L, Ly)) — Ls |11 @

where, J; indicates the source facial feature points with ref-
erence expression.

L1 loss function. It is used to calculate the error between the
generated target facial key points with source facial expres-
sion and the real target facial key points, defined as:

Ly =| Jgen —Jo I (5)

where, J, indicates the real target face image with the source
expression.

Combining Eqgs. (3) - (5), the total loss function Lg of the
facial feature point fusion module is defined as:

LG = AMLp, + A2Leye + A3LL1 (6)

where A1, A7 and A3 indicate the weights of each loss function
in the facial feature point fusion module.

B. LOSS FUNCTION OF THE EXPRESSION

TRANSFER MODUL

The most significant feature of generative adversarial net-
work is to train the network model through adversarial
learning between the generator and discriminator. In order to
reduce the gap between generated and real images, and maxi-
mize the generation of real and natural images, the expression
transfer module uses the adversarial loss function of cGAN,
defined as:

Legan = Ep, 1, [log Dy (Py, 1,)]

+ Ep, gy [10g (1= Dy (Pr, @ (P, Jgen)))] - (D
where, Ip indicates the real target face image with source
expression and Dy is the Markov discriminator.

To calculate the pixel-level error between the generated

image and the real target image, the expression transfer mod-
ule also introduces a pixel-level loss function. Isola et al. [11]
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FIGURE 3. Facial expression transfer effect on CK+ dataset.

proposed that optimizing the L; parametrization of the
error between the generated image and the real image
can effectively mitigate the image blur caused by the L,
parametrization, therefore, the L; parametrization is used to
define the pixel-level loss function.

Lpix =|| Igen -1, |h (8)

Combining Egs. (7) and (8), the total loss function Lg of
the expression transfer module is defined as:

Lo = wiLegan + M2Lpix ©)

where, 1 and y, indicate the weights of each loss function
in the expression transfer module, respectively.

V. EXPERIMENTS AND RESULTS

A. DATASETS

The experiments are conducted using two different
types of datasets: the CK+ (The Extended Cohn-
Kanade Dataset) [18] and the RaFD (The Radboud Faces
Database) [19].

82280

The CK+ dataset contains 123 participants with a total
of 593 facial expression sequences. Each sequence started
with a neutral expression and ended with a peak expression,
and all of them were tagged with the FACS (facial action
coding system) coded AU. Most of the images in the CK+
dataset are grayscale, but there are a few color expression
sequences, which need to be converted to grayscale before
the experiment.

The RaFD dataset contains 67 participants with a total
of 8040 images. It contains 8 facial expression, i.e., happy,
sad, surprised, angry, fearful, disgusted, contempt and neutral
facial expression. Each facial expression contained 3 different
gaze directions and was captured simultaneously from differ-
ent angles using 5 cameras.

Before the experiments started, the two datasets were
divided into training sets and test sets in the ratio of 8:2, and
the training sets was enhanced with data using a left-right
flipping strategy. In addition, the DLIB model was used to
extract 68 key points of facial features for each image under
the above two datasets.
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FIGURE 4. Facial expression transfer effect on RaFD dataset.
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FIGURE 5. SSIM index value change curve with training process.

B. TRAINING METHODS

In the model training, the loss function defined in equation (6)
is used to train the facial feature point fusion module first;
then the parameters of the completed face feature point fusion
module are fixed; and finally, the expression transfer module
is trained using the loss function defined in equation (9).
According to the literature [7], the weights A1, A2 and A3
of the loss function of the facial feature point fusion module
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FIGURE 6. PNSR index value change curve with training process.

are set to 0.1, 10 and 100, and 400 epochs are trained. In the
training process of the expression transfer module, two met-
rics, namely structure similarity (SSIM) and peak signal to
noise ratio (PSNR), are used to evaluate the generated facial
expression images with the real ones. The SSIM reaches a
maximum value of 0.805 and stabilizes after 100 epochs of
training, and the PNSR also stabilizes at this time. Therefore,
the loss function weights 1 and u2 of the expression transfer
module are set to 1 and 100, and 120 epochs are trained.
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Both modules use Adam [20] optimizer for parameter
tuning. For the facial feature point fusion module, 81 is 0.5,
B2 is 0.999, and Batch-Size is 8. For the expression transfer
module, 81 is 0.5, 82 is 0.999, and Batch-Size is 8. The
learning rate of the generator is 0.0002, and the learning rate
of the discriminator is 0.0001.

C. RESULTS AND ANALYSIS

The proposed method is subjected to a series of experiments
on the datasets CK+ with RaFD, and the effect of facial
expression transfer is visualized. Figure 3 shows the effect
of facial expression transfer on the CK+ dataset and Figure 4
shows the effect of facial expression transfer on the RaFD
dataset, where the first row is the input source face image
and the first column is the input target face image, target
face images are randomly selected 2 from the training sets
and 4 from the test sets. From figure 3 and figure 4, it can
be intuitively seen that the faces generated by the model not
only maintain the source expression and target face identity
features, but also have natural and realistic expression.

The difference between the images generated by the facial
expression transfer model and the real images is quanti-
fied using two metrics: structure similarity (SSIM) and peak
signal to noise ratio (PSNR). The larger the PNSR value,
the better the quality of the generated image. The proposed
method is compared with CGAN, G2-GAN, and Pix2Pix
models. Table 3 shows the comparison of evaluation metrics
under the CK+ dataset and Table 4 shows the comparison of
evaluation metrics under the RaFD dataset.

TABLE 3. Comparison of evaluation metrics under the CK+.

Model SSIM PSNR (dB)
CGAN 0.692 22.244
G2-GAN 0.767 24.420
Pix2pix 0.784 24.687
The proposed model 0.805 25.610

TABLE 4. Comparison of evaluation metrics under the RaFD.

Model SSIM PSNR (dB)
CGAN 0.554 16.412
G2-GAN 0.829 21.745
Pix2pix 0.765 19.230
The proposed model 0.801 19.338

The experimental results show that the proposed facial
expression transfer model based on conditional generative
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adversarial network has an SSIM of 0.801 and PSNR of
19.338 dB on the RaFD dataset, both of which are better than
the cGAN model and the Pix2pix model, but are relatively
lower when compared to the G2-GAN. However, the SSIM
of the model on the CK+ dataset is 0.805 and the PSNR
is 25.610 dB, both metrics are significantly better than the
other three models, especially than the cGAN. it can also be
seen from Table 3 and Table 4 that the metrics on the CK+
dataset are better than those on the RaFD dataset for the same
model, which is because the face images on the CK+ dataset
are grayscale map, and the transfer of facial expression on
grayscale images is easier than color images.

VI. CONCLUSION

The proposed facial expression transfer model based on con-
ditional generative adversarial network can generate a highly
realistic face image with source facial expression and target
facial identity features to any given source face image and
target face image. The model is designed with two closely
related modules: the facial feature point fusion module and
the expression transfer module, and also introduces the adver-
sarial loss function, the cyclic consistency loss function and
the pixel-level loss function, which can ensure that the syn-
thesized face image keep the identity features of the target
face well and make the facial expression more realistic and
natural.

Further research will be conducted to incorporate and opti-
mize facial attribute modification to allow the generation of
face images with diverse styles by inputting relevant face
attribute information.
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