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ABSTRACT Organizations have used software engineering data to support decision-making by applying
data-driven approaches such as software analytics. However, adopting analytics tools depends on the
information they provide and the real needs of practitioners. Significant research has addressed the needs
of developers, whereas the needs of managers are not well understood. Moreover, few studies have focused
on the practitioners’ view of data-driven decision-making. From a managerial viewpoint, this case study
provides an in-depth analysis of the information needs and the perceptions of data-driven decision-making
of practitioners from one software development organization. We interviewed personnel in leadership
positions and used coding procedures (open and selective coding) to analyze the collected data.We identified
19 software analytics use cases and mapped them to the software life cycle processes from ISO/IEC/IEEE
12207:2017, of which organizational project-enabling and technical management processes were the most
highlighted by the interviewees.We also provided a set of indicators to meet the identified use cases and shed
light on critical aspects of the organization’s analytics scenario. Furthermore, we identified project-related,
human-related, and context-specific factors that affect managerial decision-making and organizational
aspects that influence the adoption of software analytics initiatives. Although our results are particularly
relevant to organizations similar to the one described herein, they aim to serve as input for implementing
new analytics solutions by practitioners and researchers in general and contribute to the body of knowledge
on the topic from a practitioner’s perspective, helping organizations in their attempts to adopt data-driven
approaches.

INDEX TERMS Case study, data-driven decision-making, managerial decision-making, software analytics,
use cases.

I. INTRODUCTION
Software organizations have focused on obtaining valuable
information about their products and processes. As many
aspects of development can be measured throughout a
project’s life cycle, many advances in analyzing soft-
ware engineering data and developing products through
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data-driven approaches have been made [1], [2]. One such
approach that has gained notoriety is software analytics,
which uses data, analysis, and systematic reasoning to
support practitioners in making informed decisions about
software projects [3]. Through analytic technologies such as
datamining,machine learning, and information visualization,
practitioners can explore and analyze data to obtain insightful
information that they can act on while performing data-driven
tasks [4].
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Previous research has explored the challenging aspects of
making decisions based on software data. Zhang et al. [4]
advocate that the investigation of how practitioners act on
the information delivered by analytics solutions should be
a concern and highlight the need for providing adequate
support for decision-making. In addition, Svensson et al. [5]
reinforce the scarcity of studies focusing on the practitioners’
view of data-driven decision-making, especially for agile
organizations.

Adopting software analytics requires eliciting the relevant
data for an organization and understanding the relationship
between these data and the needs of its practitioners [6].
Buse and Zimmermann [1], [3] indicate that a major factor
contributing to the delay or failure of many software projects
is the notable disparity between the information provided by
analytics tools and the real needs of project managers. They
argue that existing research has provided significant find-
ings on the developers’ needs, while the managers’ have not
received the same attention. To leverage the potential of soft-
ware analytics, some issues identified by the research com-
munity need to be appropriately addressed, such as having
new in-depth studies on the needs of those who make critical
decisions in software projects [1], [2], [3], [7], [8]. Moreover,
understanding what influences managers’ decision-making
plays a relevant role in increasing the effectiveness of project
management [9] and, therefore, demands more investigation
in the context of data-driven approaches [5].

Most data-driven approaches have focused on supporting
software developers. In contrast, this study focuses on better
understanding the specific needs and perspectives of software
practitioners in leadership positions. This paper reports the
results of a case study conducted in one software development
organization, aiming to identify use cases, decision-making
factors, and organizational aspects that influence the adop-
tion of software analytics initiatives from the perspective
of managers. By delving into these areas, we contribute to
the knowledge base in this domain with valuable insights
useful for organizations making efforts toward becoming
data-driven. Furthermore, this study differentiates itself from
previous work by prioritizing practitioners in management
positions who have received limited attention in data-driven
decision-making [8]. To achieve our objective, we focused on
the following research questions:

RQ1. What is the current scenario regarding the use of
software analytics for managerial decision-making in
the organization?
RQ2. What are the information needs (use cases) of
practitioners for managerial decision-making, and what
aspects of the software engineering process are they
related to?
RQ3. What indicators (metrics) are needed for sup-
porting managerial decision-making, and what are the
challenges regarding the data required to obtain these
indicators?
RQ4.What do managers take into account when making
decisions about software projects?

RQ5. What organizational aspects affect the adoption of
software analytics?

Preliminary results of our study have been published else-
where [10] and [11], solely presenting software analytics use
cases and related indicators. This paper builds on our previous
works as follows: we improved our analysis by identifying the
software engineering processes most highlighted by the prac-
titioners, perceiving how well the use cases cover their needs
from a broader perspective; we also identified factors affect-
ing managerial decision-making in the context of software
analytics and elicited organizational aspects that influence
the adoption of such a data-driven approach. We believe that
our findings concerning the RQs above provide organizations
with valuable knowledge about critical issues that should
be considered when attempting to adopt software analytics,
enabling a more holistic view.

This paper has the following contributions:
(i) The results presented herein contribute to the research

area of software analytics by providing use cases for man-
agerial decision-making. The research community advocates
new studies on this topic, which are crucial for developing
more effective analytics solutions aligned with practitioners’
needs, as new tools will be able to deliver relevant and impact-
ful insights. Further, we mapped the identified use cases
to processes from ISO/IEC/IEEE 12207:2017 Systems and
software engineering — Software life cycle processes [12]
(hereinafter referred to as ISO 12207). To the best of our
knowledge, previous empirical studies have not provided
such a mapping, which is a unique contribution of this paper.

(ii) It points out factors that influence managers’ deci-
sions in the context of our study. Given the need to explain
and understand several software engineering phenomena, our
results can be seen as a step toward adding to the body of
knowledge on howmanagerial decisions aremade in software
development.

(iii)We identified a set of aspects that affect the adoption of
a software analytics approach, which enables an organization
to be aware not only of its potentialities but also its limitations
so that the organization can take action to overcome them.

The remainder of this paper is structured as follows.
Section II presents background literature to help the reader
understand the fundamental aspects of our study. Section III
presents related work. Section IV describes the employed
research design. Section V presents our results. Section VI
discusses our results in light of related work. Section VII
discusses threats to validity. Finally, Section VIII presents our
conclusions.

II. BACKGROUND
Software development is rife with challenges that can impede
progress and result in project delays or failures [13]. When
suitable data are not available to understand the complex-
ities of a project, it becomes difficult to take effective
action to increase the likelihood of success [3]. Furthermore,
project and organization-specific factors can also contribute
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to project failure [13]. Software analytics offers a promising
solution to help stakeholders make informed decisions about
various aspects of a software project by converting data from
different sources into actionable information. However, sev-
eral research problems still need to be addressed to leverage
its potential.

Martínez-Fernández et al. [14] highlighted that existing
software analytics tools often fail to provide information con-
nected with higher-quality goals. In their study, they explored
the benefits of integrating quality models into analytics tools
to effectively evaluate and enhance software quality. They
emphasized the importance of adapting the quality models
integrated into such tools to better align with companies’
specific needs and development processes.

Prior studies have highlighted various challenges asso-
ciated with software analytics and data-driven software
engineering. For instance, Figalist et al. [2] called attention
to the importance of selecting appropriate metrics tailored
to a specific purpose, as well as asking relevant questions
and identifying the distinct information requirements of var-
ious stakeholders. Notably, there is significant difficulty in
identifying the needs of managers, which may not be readily
apparent [1], [3], making it challenging to provide compelling
use cases that offer tangible value to organizations [2].

The overarching goal of software analytics is to provide
managers and software engineers with actionable insights.
However, moving from information to insights is not easy,
requiring knowledge of the domain and the ability to identify
patterns involving a set of relevant indicators [3]. To obtain
insightful information from software data, practitioners take
advantage of analytic technologies such as machine learning,
which is well-recognized for learning hidden patterns or pre-
dictive models from data, playing a relevant role in software
analytics [4]. However, several challenges have to be faced
along theway, for example: i) lack of transparency ofmachine
learning models, making them difficult to understand; ii)
difficulty in specifying use cases for analysis; iii) ensuring
the sufficient quality of data; and iv) making teams confident
about the results and their value [2]. So, in practice, the analy-
sis of data generated from software engineering activities gets
stuck at a prototypical stage, and the results are rarely used to
make decisions based on data [2].

III. RELATED WORK
Existing studies have examined the needs of different prac-
titioners in software development. Biehl et al. [15] gathered
the requirements of programmers in a large software com-
pany and proposed a visualization tool to keep software teams
informed of team activities. Buse and Zimmermann [1] con-
ducted a survey to determine the data and analysis needs of
managers and developers for software development analytics.
Phillips et al. [16] concentrated on the specific context of
integration decisions for large-scale parallel development and
presented an overview of the information requirements of
release managers. Begel and Zimmermann [17] compiled
145 questions about software engineering issues that data

scientists could answer to address the information needs of
software professionals. Treude et al. [18] researched what
information developers would expect in a summary of devel-
opment activity. In the context of validating and maintaining
evolving software systems, Al-Nayeem et al. [19] addressed
the information needs of software engineers. Lastly,
Pascarella et al. [20] focused on identifying the information
needs of developers in the specific context of code review.

In our study, we also focused on decision-making in
the context of software analytics. Previous research has
investigated the challenges and benefits of organizations
implementing data-driven approaches (e.g., [21], [22]). How-
ever, few studies have looked into the practitioners’ view of
data-driven decision-making [5]. Furthermore, such studies
did not prioritize those in management positions, who are the
target of our investigation.

Drury-Grogan and O’Dwyer [23] investigated the
decision-making process in agile teams, identifying three
factors that influence decision-making during Sprint Plan-
ning and Daily Scrum Meetings: sprint duration, experience,
and resource availability. Without being specifically inter-
ested in the perspective of managers, the authors focused
solely on decisions related to task definition, task estima-
tion, and resource allocation in the Sprint Planning Meeting
and decisions on how to remove impediments in the Daily
Scrum Meeting. Cunha et al. [9] aimed to understand the
decision-making process in software project management,
identifying factors that affect how managers make decisions,
which the authors classified into two groups: contextual
and individual factors. The study was conducted without
considering the context of a data-driven approach (such as
software analytics in our study).

Svensson et al. [5] looked into industry practitioners’ view
of data-driven decision-making, investigating their experi-
ences and how data can improve decision-making in agile
software companies. Their results indicated that practitioners
see such an approach for making decisions as promising,
although its potential is currently unfulfilled. Svensson and
Taghavianfar [21] conducted an empirical study investigating
the challenges and benefits faced by organizations through
their attempts to become data-driven in practice. Like [5],
the authors did not focus on managerial decision-making in
software projects.

In contrast to previous studies, we first provided an
overview of the organization’s current analytics scenario to
facilitate the understanding of the organizational context in
which our findings take place. It is worth mentioning that
many studies employed a top-down approach (e.g., surveys),
using pre-defined checklists for data collection. Thismay pre-
vent fundamental aspects of the research topic from emerging
in collaboration with the participants. Previous studies did
not focus onmanagerial decision-making asmost participants
are developers. Also, they were conducted under targeted
contexts (e.g., awareness in software teams, summary of
development activity, code review) or were related to specific
decision scenarios (e.g., integration decisions).

VOLUME 11, 2023 73147



T. Rique et al.: On Adopting Software Analytics for Managerial Decision-Making

TABLE 1. Overview of related work.

Table 1 provides an overview of related work, describing
each study’s scope or research goal and indicating how the
study maps to the five RQs addressed by our paper. Different
research questions are investigated in related studies, not
or only partially related to our RQs. In this way, such an
overview makes it more evident to what extent our study
advances the state-of-the-art.

IV. RESEARCH DESIGN
This section presents the employed research methodology.
We aimed to generate practical knowledge related to the
practitioners’ perspectives on adopting software analytics for
managerial decision-making [24]. For this purpose, we con-
ducted a case study in one organization following the specific
guidelines for case study research in empirical software engi-
neering [25], [26].

It is worth highlighting that the research community has
conducted case studies with a single organization, as can
be observed in Rodríguez et al. [27], Phillips et al. [16],
Senapathi et al. [28], and Shahin and Babar [29], having,
respectively, 10, 7, 6, and 6 participants. Despite ‘‘small’’
sample sizes being commonly criticized without evidence
support when assessing the rigor of a study, they are effective
for qualitative research and able to reach saturation [30],
a feasible criterion to consider when evaluating the validity

of a case study [26]. Hennink and Kaiser argue that ‘‘sample
sizes in qualitative research are guided by data adequacy,
so an effective sample size is less about numbers (n’s) and
more about the ability of data to provide a rich and nuanced
account of the phenomenon studied’’ [30]. Moreover, our
study falls into the concept of context-driven research, which
should play a more substantial role in software engineer-
ing [31]. No universal solution exists for most software
engineering problems since the applicability of a solution
depends on contextual factors which vary across domains
and industries. Briand et al. suggest that ‘‘we solve problems
in context, identify commonalities and differences across
contexts, adapt solutions to different contexts, and generalize
over time by building a body of knowledge from concrete
experience’’ [31].

We interviewed practitioners involved in managerial
decision-making and used coding procedures available in
the qualitative data analysis literature [32] to identify their
needs. Thus, our approach enabled them to speak freely and
researchers to focus on the knowledge being provided [27].

Next, Section IV-A presents the literature review per-
formed to support the study, Section IV-B describes the
organization under study, Section IV-C details the interview
procedures and subjects’ profile, and Section IV-D summa-
rizes the employed data analysis procedures.
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A. LITERATURE REVIEW
Based on a knowledgeable selection of high-quality papers on
the research topic at hand, we first performed a non-commital
literature review [32] to map the state-of-the-art and identify
research gaps. After analyzing the data, we conducted
a deeper analysis of the literature to integrate our find-
ings into the context of existing knowledge (as discussed
in Section VI). To search the literature systematically,
we applied a snowballing approach having Buse and Zimmer-
mann [1] as the seed paper. We did so because it is a seminal
work on the topic and advocates new in-depth studies to better
understand the information needs of stakeholders in software
development analytics.

B. CONTEXT DESCRIPTION
This section presents details that help characterize our case
using the context facets by Petersen and Wohlin [33].

Our case is VIRTUS,1 a research, development, and
innovation center that conducts projects in several techno-
logical domains (e.g., Web systems, mobile systems, AI,
augmented reality, embedded systems, and hardware), focus-
ing on diverse market segments (e.g., security, biometry,
and business intelligence). It comprises hundreds of engi-
neers and researchers in its headquarters in Campina Grande,
Brazil.

The projects in the organization result from incentive
mechanisms between academia and industry promoted by
the Brazilian government and are developed with industry
partners such as HP, Epson, Envision, Ericsson, and many
other large, medium, and small-size technology companies,
usually lasting from ten to eighteen months.

The organization is hierarchical and project-oriented from
the structural perspective, having a quality department
responsible for defining guidelines for its projects’ qual-
ity processes and auditing them. It generally uses agile
approaches such as Scrum or Kanban for project execution.
The development practices and tools follow the organiza-
tion’s guidelines and are tailored to meet the projects’ needs
(e.g., programming language and type of system). A pro-
prietary tool used by the organization to support project
management integrates requirement, test, and issue manage-
ment, source code repositories, and software build systems,
enabling the traceability of development artifacts. For this
purpose, it follows a model similar to the Agile Traceability
Information Model, widespread in agile management tools.

C. SUBJECTS AND DATA COLLECTION
We collected data through individual interviews. For this
purpose, we had the support of a champion in the organization
to identify practitioners in our case that could effectively con-
tribute to this study, as shown in Table 2. As our study focuses
on managerial decision-making, we interviewed people in
leadership positions. The interviewees were practitioners
with a vast experience in the software industry, playing dif-

1https://www.virtus.ufcg.edu.br/

ferent roles in the organization: one software architect, two
project managers, and one lead developer. People in the orga-
nization can play different roles depending on the project. For
example, being a software architect when he was interviewed,
P1 has also played the role of developer and project man-
ager in previous projects, sharing his perceptions from the
perspective of a practitioner directly involved in managerial
decision-making. Moreover, the practitioners’ contribution
is particularly significant due to their varied perspectives,
further enhanced by the opportunity to collaborate with com-
panies operating in diverse contexts.

The interviews were semi-structured and lasted approxi-
mately one hour (we provide the interview script in Appendix
A). Table 2 shows the actual length of each interview. Due
to the Covid-19 pandemic, the first author of this paper
conducted all interviews between October 2021 and January
2022 via Google Meet, voice recorded and transcribed with
the consent of the participants.

D. DATA ANALYSIS
We started analyzing the data as soon as the first interview
was conducted, using an iterative approach in which data
collection and analysis occurred in parallel and were stopped
when no new insights emerged from the data. This means that
the last interviewee did not make any substantive, additional
contribution to answer our research questions, which is in line
with the instructions presented in Runeson et al. [26].

The interview transcripts went through a systematic mul-
tistep process using qualitative data coding procedures, i.e.,
open and selective coding [32]. During the analysis, we also
considered the six phases described in thematic analysis by
Braun and Clarke [34]. We applied the constant comparison
method (CCM) [32], analyzing the data iteratively. How-
ever, aiming for greater readability, the analysis process is
described in a sequential manner.

To explain the employed data analysis procedures,
we focused on the factors the participants considered relevant
to support managerial decision-making. Figure 1 details how
we analyzed the data using one of the dimensions identified
in the study as an illustrative example, ‘human-related fac-
tors’. The first and third authors (A1 and A3) participated
in the analysis. To obtain an overview of the data, A1 read
each transcript (step 1). In the next step, A1 analyzed the
transcripts inductively, using open coding (step 2) by going
through the data and attaching codes to relevant concepts. The
CCM was applied to identify patterns within each interview.
We clustered open codes around factors and dimensions by
applying selective coding. Figure 1 shows some instances of
the factor ‘domain experts’ opinion’ as they were coded in
P1’s interview transcripts. When explaining that he considers
specialized opinions to make decisions, P1 used terms such
as ‘technical leader’ and ‘quality team’, which we aggregated
under the factor ‘domain experts’ opinion’. By applying steps
3a, 4a, 5a, and 6a, we identified relevant factors from each
interview and emailed them back to each interviewee for
validation.
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TABLE 2. Interviewees’ profile.

Next, A1 used the CCM to identify patterns between inter-
views and saturate categories (step 3b). We made revisions
and modifications when necessary (step 4b) until obtaining
the final factors and their respective dimensions (step 5b).
Table 8 shows the complete list of factors (step 6b).

To mitigate researcher bias in the analysis process, A1
and A3 analyzed interview P1 (the first interview carried
out) separately. To ensure validity, A1 and A3 compared
their respective individual coding to check whether both
researchers identified a similar list of factors. After this step,
we agreed that, for all the remaining interviews, A1 would
analyze them and prepare individual reports containing the
list of factors. Then, A3 would review and validate the factors
identified in each interview before emailing them to the inter-
viewees. Aiming to keep a clear chain of evidence, besides
the list of factors and their respective descriptions, the reports
sent to the interviewees also included the quotations that
supported each factor. We performed the analysis using the
qualitative analysis tool MAXQDA.2

We employed the same steps described earlier to identify
use cases for software analytics. However, after inductively
identifying them through coding procedures, wemapped such
use cases to ISO 12207 software processes using a deductive
or a priori approach that can help researchers integrate con-
cepts already well-known in the extant literature [35]. As ISO
12207 depicts each process into activities and corresponding
tasks, we associated them with each use case when applica-
ble. Such a mapping went through a peer review process in
which the first two authors participated (A1 and A2) and was
documented and made available as supplementary material.3

V. RESULTS
This section presents the results of our study by addressing
the RQs. First, we present the current software analytics sce-
nario of the organization under study, answering RQ1. Then,
RQ2 is answered by identifying relevant use cases for soft-
ware analytics in the context of managerial decision-making.
We answer RQ3 by pointing out indicators identified in the
interviews. Next, we present the interviewees’ perceptions
when making managerial decisions in software develop-
ment, answering RQ4. Finally, we answer RQ5 by discussing
aspects of our target organization that affect the adoption of
software analytics.

2https://www.maxqda.com/
3https://doi.org/10.5281/zenodo.7628890

A. CURRENT SOFTWARE ANALYTICS SCENARIO (RQ1)
We aimed to investigate the use of analytics for managerial
decision-making within our target organization. Our analy-
sis revealed the typical problems practitioners usually seek
to solve, primarily associated with team productivity, risks,
schedule, and quality. We also identified critical aspects that
can be seen as challenges the organization must confront
to leverage its analytics approach, which we summarized in
Table 3. For more in-depth insights, such as quotations from
the interviews, we refer to our prior publication [11].
Finding 1. Practitioners from our target organization are
interested in solving problems mostly related to team pro-
ductivity, risks, schedule, and quality. Critical aspects of the
organization’s current scenario can be seen as challenges
to be faced to leverage its analytics approach: experts’
opinion over data, adherence to the development process,
need for parameterizing the development process, analytics
approach limited to data visualization, data analysis based
on practitioners’ experience, trustworthiness of the current
approach, and data format issues.

B. SOFTWARE ANALYTICS USE CASES (RQ2)
We identified 19 software analytics use cases. Table 4 shows
the list of use cases, their description, and the corresponding
number of participants who mentioned them. Descriptions
emerged directly from the interviews. Also, most use cases
(e.g., managing product quality) are rather general, likely
applicable to many other organizations, and in some cases,
already identified in previous studies (see Section VI). They
are also grounded in our empirical data, thus genuinely repre-
senting the needs of decision-makers in our case. Conversely,
a few use cases are more specific to our target organization;
for example, identifying new features for projects is directly
related to the way how projects work in the organization.

Not all use cases were addressed with the same level of
detail. The Totals column in Table 4 shows the number of
practitioners that mentioned each use case, and the corre-
sponding number of times (instances) that the use case was
identified in the transcripts. The complete list of use cases
and their respective quotations is made available as supple-
mentary material.4 We also refer to our previous work [11]
for a more comprehensive description of use cases.

To find out what aspects of the software engineering pro-
cess were highlighted by the participants, we mapped the
identified use cases to the software life cycle processes from
ISO12207 [12], which establishes a common framework con-

4https://doi.org/10.5281/zenodo.7628975
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FIGURE 1. Iterative data analysis procedures.

taining processes, activities, and tasks that can be applied to
the full life cycle of software systems, products, and services.
It arranges those activities into four process groups:

1) Agreement processes
2) Organizational project-enabling processes
3) Technical management processes
4) Technical processes

Our mapping resulted in the association of use cases
with the four process groups mentioned above. However,

as our focus is on managerial decision-making, this paper
only addresses the organizational project-enabling and tech-
nical management processes since they concentrated the vast
majority of use cases, which points to their relevance in
the software development context from the managers’ per-
spective. The complete mapping is publicly available as
supplementary material (referenced in Section IV-D). Table 5
depicts both process groups into the corresponding life cycle
processes and shows their association with our use cases.
Notice that a few use cases were mapped to multiple ISO
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TABLE 3. Critical aspects regarding the organization’s analytics scenario.

12207 processes (e.g., UC01 was mapped to quality manage-
ment process and quality assurance process).
Finding 2. The 19 software analytics use cases identified
in our analysis (see Table 4) relate to the following ISO
12207 processes: organizational project-enabling pro-
cesses (portfolio management [UC14]; human resource
management [UC08, UC09, UC10]; quality management
[UC01, UC03, UC04, UC06, UC07]; knowledge manage-
ment [UC18, UC19]) and technical management pro-
cesses (project planning [UC17]; project assessment and
control [UC11, UC12, UC13, UC15]; risk management
[UC16]; quality assurance [UC01, UC02, UC03, UC04,
UC05, UC06]).

C. INDICATORS (RQ3)
During our interviews, we asked the participants about
the indicators they deemed necessary to fulfill their needs.
Table 6 presents these indicators associating them with the
software life cycle processes addressed in our analysis.
In cases where an indicator may not be self-explanatory,
we included a brief description in parentheses for clarity.

The interviewees highlighted certain obstacles related to
the availability and format of the data necessary to obtain
these indicators. Table 7 provides a summary of these chal-
lenges. More comprehensive insights into them have been
previously published [11].
Finding 3. Practitioners highlighted the following chal-
lenges regarding indicators (see Table 6): data from
different sources, data not available, adding new features
to start collecting data, need for structuring data input, and
need for parameterizing the development process.

D. FACTORS AFFECTING MANAGERIAL
DECISION-MAKING (RQ4)
We captured several factors influencing managerial decision-
making deemed relevant by the participants, which we
classified into three dimensions given their similarities: (i)
project-related, (ii) human-related, and (iii) context-specific
factors.

Project-related factors refer to aspects of software projects
that affect the reasoning employed by managers when mak-
ing a decision. Human-related factors refer to the human
aspects of software engineering, including the stakeholders’
needs, expectations, expertise, and the project team’s dynam-
ics. Finally, context-specific factors include organizational
characteristics and constraints that play a role in data-driven
managerial decision-making.

Table 8 shows the list of factors, their description, and the
corresponding number of practitioners who mentioned them.
Most factors (e.g., project data and customer expectations)
are rather general, likely applicable to many other organi-
zations, and in some cases, already identified in previous
studies (see Section VI). They are also grounded in our empir-
ical data, thus genuinely representing what managers keep
in mind when making decisions in our case. Other factors
are more specific to our target organization; for example,
innovation level is directly related to the type of projects it
executes.

Not all factors were addressed with the same level of
detail. The Totals column in Table 8 shows the number
of participants that mentioned each factor, and the corre-
sponding number of times (instances) that the factor was
identified in the transcripts. Human-related factors were the
ones mentioned the most, i.e., coded 26 times in MAXQDA.
Next, we provide illustrative quotations from the interviews
aiming to keep a clear chain of evidence for factors and their
dimensions. The complete list of factors and their respective
quotations is made available as supplementary material.5

Project data (F1): ‘‘The second most important [factor] is
obviously the quality of data, right? It’s not only the data but
the quality of the data. It’s the real data, from the observation
to the correct insertion of the data in the tool, because it is
useless having the best tool in the world if the input is wrong.
You will not have correct outputs with wrong inputs, so I think
this is the second most important part.’’ (P3).
Project constraints (F2): Some constraints introduce bias

into decision-making and impact the execution of projects

5https://doi.org/10.5281/zenodo.7628994
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TABLE 4. List of identified use cases.

TABLE 5. Mapping of use cases to software life cycle processes from ISO/IEC/IEEE 12207:2017.

in the organization, as highlighted by P4: ‘‘sometimes the
schedule makes us make some decisions, prioritize some
things. . . So schedule brings a bias when making some deci-
sions’’. He added: ‘‘the schedule is a very inflexible thing in

the way [the organization] makes contracts, where basically
I am company X, I contract [the organization], I am paying
12 months for that team allocation in there, so I cannot fail
to meet that deadline’’ (P4).
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TABLE 6. Indicators to meet the identified use cases.

TABLE 7. Challenges regarding the availability and format of the data required to obtain indicators.

Customer expectations (F3): ‘‘What influences my deci-
sion? The customer expectation, I think it’s the key, right?
Because any problem that occurs actually occurs because
the customer is expecting something, and delivering what the
customer expects is the whole point’’ (P1).
Domain experts’ opinion (F4): ‘‘I validate whether my

feeling, my experience is really correct, and then I consider
the experts’ opinion, right? [. . . ] That is how I usually vali-
date things’’ (P3). ‘‘I have a conversation with the technical
leader to verify if. . .within this scenario we are late, but are
we able to continue?’’ (P1).

Personal experience (F5): ‘‘I usually put my experience
first, [. . . ] I have participated in more than 15 projects, of all
niches, international, national, public, private, large, small,
long-term, short-term, with a lot of people, few people. So you
accumulate a lot of experiences for comparison. So the first

thing is the feeling, ‘I’ve already experienced this reality else-
where’, it’s the first thing’’ (P3). ‘‘Experience is a must-have
factor, often the experience of life, not only of projects. . .when
making a decision, I use my experience a lot’’ (P2).

Innovation level (F6): ‘‘There is something that is impor-
tant not only to me but to [the organization] as well, whether
I am applying innovation. We are in a context in which we
necessarily have to work with innovation. I’m not just there
to make a product for the company to make money. We have
to work with innovation in the context of the project, okay?
So this is important for decision-making’’ (P2).

We also captured key aspects that complement the iden-
tified factors in Table 8 and contribute to understand the
reasoning employed by our participants in the decision-
making process. Next, we provide examples of evidence in
which our results are grounded.
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TABLE 8. Factors affecting managerial decision-making.

Project aspects: Tomake a decision, P1 stated that he ana-
lyzes whether a given problem compromises the customer’s
expectation. If so, he tries to answer how, looking for several
project aspects that could be affected. ‘‘At first you have the
customer’s expectation and then. . . ‘Does that compromise
the customer’s expectation? Yes, it does’. And then, I start
to analyze how it is going to compromise. ‘It compromises
the schedule’. So, as it compromises something within the
schedule, I’ll check the data and analyze. . . how late is it? In
what part of the scope are we? Have we managed to deliver?
What is the priority of the items? What are the lowest priority
items?’’ (P1).
Impact analysis: P1 mentioned that, when determining

the direction a project should take, one key step is choosing
from a set of alternatives. ‘‘So, when you gather all this
information, you have some possible decisions, analyze the
impacts that they can have for that moment, and what can
be worse and better in each of them. Measuring the impacts,
you decide where to go’’ (P1). P2 provided an example: ‘‘if we
have quality problems, then I need to work together with the
team and the board at the same time, either by bringing in an
expert or changing a person that may be causing a problem
in the code or training the quality team’’.

Continuous quality improvement: ‘‘You try to have a
kind of continuous improvement within the project. And if a
problem happens here, I don’t want it to happen again from
now on, and how are we going to change that? So if it’s
been a problem in the development process, I’ll focus on the
development process part, then I’ll see if there was a failure
in the development process’’ (P1).

Awareness of the problem that leads to decision-
making: ‘‘I think the identification of the need [of making
a decision] basically happens together with the data. When
not, you need to look for more data, which sometimes may
even involve the customer, talking to experts, you may need to
consult the tool’’ (P1). ‘‘[The decision-making process] is not
very clear, but. . . I have this input. . . and from this input, I’ll
make decisions, okay? For example, if I see that my team’s
productivity is decreasing, I will act on this, find out what
is happening, if there was a problem with someone, if the
part that people are working on. . . if the activity or task is
complex’’ (P2).
Continuous decision-making: P1 described decision-

making as a continuous process in which some decisions are

made quickly, while other decisions require a more detailed
analysis. ‘‘[The decision-making process] doesn’t have a very
clear flow, and we make decisions all the time, you know? So
we can make a decision very quickly, we can make a deci-
sion that requires a deeper analysis. . . but [decision-making]
happens all the time’’ (P1).

Complexity of the problem: P1 also mentioned that the
complexity of the problem being addressed affects how he
makes decisions. Depending on the type of problem, making
decisions may be simple or may require a thorough analysis
of the problem, as he gives an example: ‘‘I think that’s how
[decision-making] works, what changes sometimes is the time
you spend to make a decision. For example, you saw that the
customer has a test coverage expectation, which is a metric he
wants, and you observed that at the end of a sprint, when the
quality team brought it in, the test coverage metric was lower
than expected. You can immediately say, ‘hey guys, in the next
sprint we’ll separate a part of it, we’ll have to work to do it,
to achieve test coverage’ ’’ (P1).
Finding 4. Practitioners highlighted project-related,
human-related, and context-specific factors affecting
managerial decision-making (see Table 8). In addition, the
reasoning behind the decision-making process involves
the following: project aspects, impact analysis, continuous
quality improvement, awareness of the problem that leads
to decision-making, continuous decision-making, and
complexity of the problem.

E. ORGANIZATIONAL ASPECTS AFFECTING THE
ADOPTION OF SOFTWARE ANALYTICS (RQ5)
We asked the interviewees about organizational aspects that
facilitate (+) or hinder (−) the adoption of software analytics.
Next, we provide illustrative quotations to keep a clear chain
of evidence for such aspects.

+ Project-oriented approach: ‘‘We work in a project-
oriented way, with a well-defined project structure, right?
[. . . ] So, one thing that I think favors the analytics approach
is the good structuring and the definition of what a project
within [the organization] is, right?’’ (P1).

+ Well-defined project setting: ‘‘[. . . ] you have at least
one proposal related to the product, how many people you
will need to work with, which is information that not every
company thinks about before starting to develop. [In the
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organization], you have a well-defined budget, you have a
start date, an end date, a preliminary view of the scope, which
is the most volatile part, and the number of people. . . that is
good’’ (P1).

+ Context of research, development, and innovation:
‘‘Aspects that favor. . . firstly because we are in a context of
research and development, so I think this is inherent to [the
organization] itself, as we always work with research and
innovation, so we are in an environment conducive to the
application of everything that is new to improve our processes
[. . . ] we are not a software factory. . . so, naturally, a software
factory aims to deliver the product with what the customer
asked for and get its return for that. In [the organization] we
are research, we are innovation’’ (P2).

+ Organization’s effort to leverage its analytics
approach: ‘‘We have already started something similar,
I mean the board has already started something similar, there
is already a considerable effort, so we are still collecting data
[. . . ] but we are open to that’’ (P2).

+ Diversity of projects: ‘‘We have projects with different
characteristics, so we have samples that favor a very diverse
data analysis. So I think this is quite favorable’’ (P2).

+ Research support: ‘‘I think that what favors [the appli-
cation of software analytics]. . . I think that the support for
research in [the organization] is really interesting, right?
[The organization] is usually very open to that’’ (P4).

−Not well-defined project requirements:Many projects
in the organization begin without a clear definition of the
parameters they should have. P1 stated that ‘‘one difficulty
that we have, within the [organization’s] structure, in my
view, is great volatility of requirements. . . let’s say, a high
level of uncertainty of these points at the beginning of the
project. Maybe if we tried to solve these points in an initial
phase, even if it took a month or two, having these parameters
well-defined would help, but I think that today this fails in
many projects; in the end, there is a project plan that does
not reflect the project, and that is why you cannot define some
points. So I think that sometimes this volatility, this flexibility
can affect these analytics issues that I highlighted, related to
process and product’’.

− Low process standardization: P1 called attention
to the need for improving process standardization and
monitoring the projects’ compliance with such standards,
as he explained: ‘‘The points approach in Scrum, how it
works. . . I’ve seen a million times the manager saying ‘on
my team, half a day is 3 points’. It doesn’t work, you know?
It’s not like that. . . if you know the productivity calculation,
you can see that this will never measure productivity increase
or decrease; it’s impossible, it’s impossible. Mathematically,
this is impossible, so. . . there is no standard for this kind of
thing, there is no well-defined standard, a very clear guide to
practices, right? And the absence of this makes you unable to
perform a well-done data analysis. Now, this is the point that
would need to be improved, so if I were to summarize, to have
useful data, you need to guarantee the quality of the process,
so there is nothing today that tells you, for example, ‘how is

the level of adherence to the process in this project?’ It does
not exist’’.

− Low investment in the organization’s tools:
‘‘Although everyone here has a degree in computing, it turns
out that our tools don’t have much investment. We invest a lot
in our customers’ and partners’ tools, but we don’t invest in
our own tools. Generally, our history is always tools made
in a hurry, with teams that are not mature. They are usually
university students who are interns, then [the organization]
hires interns to do it, the code gets bad, a lot of problems,
anyway. . . processes are not applied properly’’ (P3).

− Project data confidentiality: ‘‘Projects are confiden-
tial, right? We can’t share project data even with other people
from [the organization], because it only involves those people
on the team, [. . . ] so there’s this obstacle too. How do you get
data from several projects if you have data confidentiality? I
don’t know what that would be like [. . . ] Other institutions,
for example, do not have such confidentiality issues because
they do not usually work with innovation, right? They usually
work with off-the-shelf projects, so confidentiality is not a big
deal as it is in our case’’ (P3).

− Data availability issues:‘‘On the aspects that make it
difficult, I think that in general, then I’ll say again that it’s
my perception, there’s a chance of a good part of the required
data not being available, so you run the risk of this happening.
If you have a good idea of how to develop and everything
else, but either that is not being stored, or it is not available
because it is not being collected in an automated way, and it
may also be that today the tool used for project management
does not support this type of implementation’’ (P4).
Finding 5. The following organizational aspects facili-
tate the adoption of software analytics: project-oriented
approach, well-defined project setting, context of research,
development, and innovation, organization’s effort to lever-
age its analytics approach, diversity of projects, and
research support. Aspects hindering the adoption of soft-
ware analytics: not well-defined project requirements, low
process standardization, low investment in the organiza-
tion’s tools, project data confidentiality, and data availabil-
ity issues.

VI. DISCUSSION
This section integrates our results into the existing body of
knowledge on the topic. Our goal is to analyze to what extent
the information needs identified in our study have also been
considered in related work and discuss important aspects
of data-driven managerial decision-making, outlining some
research directions.

A. COMPARISON TO INFORMATION NEEDS IDENTIFIED
IN RELATED EMPIRICAL STUDIES
It is worth mentioning that the studies presented in Section
III have some particularities that made it difficult to ana-
lyze to what extent the information needs identified in our
study have also been addressed in related research. Many of
these studies did not specifically concentrate on managerial
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decision-making and were conducted within specific, tar-
geted contexts. As a result, it can be challenging to draw
direct comparisons between our findings and those presented
in previous literature.

On the current analytics scenario of our target organiza-
tion, our results support relevant findings in the literature.
Figalist et al. [2] highlighted certain challenges within the
field of software analytics, including the lack of trust in
data-driven approaches and the difficulty of sharing data
among teams due to different data sources and formats. These
challenges align with the aspects trustworthiness of the cur-
rent approach and data format issues identified in our study.
Similarly, the aspect need for parameterizing the development
process supports the call by Martínez-Fernández et al. [14]
for adapting quality models integrated into analytics tools to
reflect companies’ needs and development processes.

Concerning the needs of practitioners, Buse and Zim-
mermann [1] presented information needs through decision
scenarios, enabling a broader view. Our study attempted to
elicit these needs in the form of clear use cases, approach-
ing them in a more targeted manner. Although differing in
terminology, the use cases UC02 and UC03 from our results
relate to targeting testing in [1] as they involve testing aspects
such as the source of bugs and the management of bugs
through their entire life cycle. In Buse and Zimmermann’s
work [1], targeting testing relates to testing activities for
which information on the code or bug fixes is necessary
(e.g., test allocation). The same occurs with the use case
UC06 and targeting refactoring in [1] since both technical
debt and refactoring impact software quality characteristics.
The use case UC08 from our results also supports Buse
and Zimmermann’s findings given that it also appears in [1]
as targeting training needs. Although interviewees in our
study referenced other scenarios discussed in [1] (e.g., the
one related to stability), they did not emphasize or provide
sufficient details to justify their inclusion as separate use
cases. These scenarios were rather used by interviewees to
illustrate and support the use cases that emerged from our
analysis.

Biehl et al. [15] focused on a targeted context, addressing
a tool for team activity awareness. Their study involved pro-
grammers whose needs were elicited to support developing
such a tool, but not discussed in sufficient detail, which
hindered comparing them with our results. So, we could not
identify correspondences between the use cases from our
work and the programmers’ needs in [15]. The same applies
to the studies [18], [19], [20], focusing on targeted contexts
such as summary of development activity, code review, and
validating evolving software systems, respectively.

Phillips et al. [16] used interviews and coding techniques
to elicit the information needs of the stakeholders involved in
their study. Hence, their findings appear not to be limited due
to the shortcomings in the research method mentioned earlier
in this paper. However, their work focused on integration
decisions in parallel development, and we did not identify any
use case in that specific context.

Begel and Zimmermann [17] elicited 145 questions as
developers’ information needs, making it difficult to find a
reasonable correspondence between each question and the
use cases from our results. However, such questions were
grouped into categories, and an interesting fact is that the
productivity category ‘‘is what [many respondents] think of
when they hear the term ‘software data analytics’ ’’ [17].
In our study, the most mentioned use case by the interviewees
was UC11 (managing team productivity), which is consistent
with this claim.

Most of the indicators elicited in our studywere not consid-
ered in previous research on practitioners’ information needs
for software analytics. This is because the research method
we used facilitated the emergence of these indicators from
the analysis of the interview transcripts rather than relying
on predefined lists provided by researchers. We could only
compare our indicators with those from the study conducted
by Buse and Zimmermann [1], given its focus on analytical
decision-making. In their study, we found bug reports and
test coverage to be the only indicators we could relate to
ours, amount of bugs, bug increase rate, bug criticality, and
requirements coverage by tests.

Existing studies have addressed the use of metrics in agile
software development (e.g., [36], [37]). Their findings can be
used to complement our set of indicators, as some metrics
help meet the needs elicited in our study.We did not provide a
detailed comparison to such studies because they do not focus
on the specific needs of managers for software development
analytics.

Finally, our analysis contributed to the literature on soft-
ware analytics by mapping the use cases identified through
our coding procedures to dimensions from ISO 12207 since
it classifies software processes as agreement (e.g., acquisition
and supply), organizational project-enabling (e.g., human
resources and knowledge management), technical manage-
ment (e.g., project planning and risk management), and
technical (e.g., software requirements and validation). This
allowed us to identify which types of processes were high-
lighted by the interviewees and perceive how well the use
cases cover the needs ofmanagers from a broader perspective.

Our data show that quality issues are a key concern for
managers since many use cases are related to the quality man-
agement and quality assurance processes. This fact suggests
that managers are interested in using analytics solutions to
ensure that products and services meet organizational and
project quality objectives and customer satisfaction. Also, it is
essential to guarantee that the developed product is of the
desired quality and follows the established procedures.

Managers are also interested in other types of processes
while performing their roles. Among their purposes, we could
perceive the following: monitor project status, and techni-
cal and process performance, besides directing execution to
help ensure performance by plans and schedules (project
assessment and control process); provide the organization
with necessary human resources and maintain their com-
petencies (human resource management process); provide
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the organization with the capability to exploit opportunities
to reuse existing knowledge (knowledge management pro-
cess); identify, analyze, and monitor risks (risk management
process); sustain projects, performing their assessment to
confirm they justify continued investment (portfolio man-
agement process); and coordinate workable plans to increase
delivery value (project planning process).

B. DISCUSSION ON DATA-DRIVEN MANAGERIAL
DECISION-MAKING
Not many studies in the literature provide a practitioner’s
view of data-driven decision-making [5], which hindered
comparing our results with related work. Moreover, such
studies do not focus on a managerial perspective.

Our results concerning what managers take into account
when making decisions support or complement relevant find-
ings in the literature. For example, data and metrics appear
as the most important factors to managers in [1], followed by
other factors such as customer input and personal experience.
Such factors were also highlighted in our results. However,
although the factor project data is among the most men-
tioned factors influencing decision-making in our study (see
Table 8), we cannot claim that it plays a major role since other
factors appeared to be more relevant to our practitioners.

Given its focus on the practitioners’ view of data-driven
decision-making, the work of Svensson et al. [5] allowed for
a richer discussion of our results. Their findings indicated
that most respondents disagreed or strongly disagreed that
data are important and highly valued for decision-making.
In addition, data are not even treated as an asset. Their results
also showed that data are seldom (never or sometimes) used
in decision-making. However, a vast majority of respondents
believe that, in the future, data should be viewed positively
and used most of the time or always in decision-making. It is
also interesting to note that data do not appear (at least not
explicitly) in the list of factors affecting managers’ decision-
making in the work of Cunha et al. [9].

In contrast, our results showed that practitioners do not
have such a negative view of data-driven decision-making.
Instead, their decisions are based on data, but they recog-
nize that other factors should be strongly considered. This
fact reinforces the issues that need to be addressed so that
data can play a more effective role in software analytics
approaches, helping practitionersmake better decisions based
on high-quality and reliable data [2], [11], [38].

One of the reasons given by the respondents in [5] for not
using data today is that data may not be available. This is in
line with one of the aspects presented in our study that make
it difficult to adopt software analytics in an organization.
In addition, the possibility of not being available was one of
the elicited challenges concerning the data required to obtain
indicators to meet the needs of decision-makers in our case.

Instead of using data, the practitioners involved in the
study of Svensson et al. [5] explained that decision-making is
mainly based on ‘gut feeling’, their experiences, or the value

for customers. This is in line with our human-related factors,
which were the most mentioned by our participants, pointing
out the predominant subjective reasoning in decision-making.
Creating and rapidly releasing software products requires
that such products are based on data and customers’ real-
time feedback [39]. Therefore, changes and improvements
in the development processes are some challenges to be
faced when moving from a subjective (mainly based on
practitioners’ experiences) to a data-driven decision-making
process [5], [39]. In this sense, our results suggest that, in a
data-driven approach such as software analytics, defining
which parameters to monitor in a project enables practitioners
to verify the adherence of that project to the development
process in a systematic manner.

Another factor that comes into play when adopting data-
driven decision-making is related to the organization’s char-
acteristics. Svensson and Taghavianfar [21] investigated the
challenges and benefits organizations face when moving
toward becoming a data-driven organization. Our findings
related to the aspects that facilitate the adoption of software
analytics can be seen as drivers to overcome such challenges,
whereas the aspects that hinder a software analytics approach
can be seen as motivators for organizational change so that
organizations can benefit from becoming data-driven.

Svensson and Taghavianfar [21] pointed out the need to
promote an organizational culture to face the challenges
regarding data-driven decision-making. The context of the
organization investigated in this study and its support for
research represent strengths in overcoming such challenges,
as well as being an indicator that the organization is open to
adopting data-driven approaches and investing in improving
its processes. Our results also point out process issues as
key challenges while drawing attention to the importance
of defining parameters in a software project that enable the
verification of its adherence to the development process. This
confirms other findings in the literature, such as the chal-
lenge of establishing new processes aligned with data-driven
needs [21] and the need to standardize processes and monitor
the compliance of projects with such standards [11].

We also shed light on data issues such as confidentiality.
Given the context of innovation, data restrictions inherent
to the type of projects performed in our target organization
represent a challenging aspect. Organizational tools are also
critical when it comes to data issues. This finding is in line
with the need to invest in tools and technologies for data
collection, storage, sharing, and analytics presented in [21].
Finally, Svensson and Taghavianfar highlighted creativity,
innovation, and growth opportunities among the benefits
of being data-driven. Such benefits are strongly related to
the context of the organization under study described in
Section IV-B.

Data availability has been pointed out as a success
factor for software metrics programs [40]. However, our
study goes beyond such a finding: it claims that there
are problems for which collecting data might be unfeasi-
ble, leading managers to rely on other factors. Our results
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corroborate Svensson et al. [5] by identifying such factors.
Svensson et al. [5] identified five aspects that need to be
combined with data for better decision-making: (1) own
experience, (2) business value, (3) customer value, (4) input
from key stakeholders, and (5) experiences from others. Such
aspects can be associated with our factors: (1) and (5) with
personal experience, (2) with innovation level, (3) with cus-
tomer expectations, and (4) with domain experts’ opinion.
Regarding the context-specific factor innovation level, the
closest we found in [5] was the high confidence of the
participants in using data-driven decision-making to identify
business opportunities.

In conclusion, we claim that using data is relevant but
not sufficient for making managerial decisions in soft-
ware projects. Past studies have discussed the presence of
human factors in data-driven decision-making. For example,
Minku et al. [41] discussed the value of experts’ knowledge,
encouraging the involvement of software engineers in the
development of data mining models. Among the authors’
recommendations for engaging practitioners is the collection
of data from experts: not only collecting experts’ knowl-
edge ‘‘through meetings, interviews, and surveys’’, but also
using decision-support tools through which practitioners
‘‘can organize their tasks, visualize data, record a diary of
decisions, etc.’’ and data miners ‘‘can collect data on software
engineering experts decisions’’ [41].

C. IMPLICATIONS FOR RESEARCH AND PRACTICE
Our study has implications for both research and prac-
tice. For research, our results demonstrate that practitioners
have diverse information needs, some of which are context-
dependent. While some use cases are well-saturated (i.e.,
legitimized by many instances in the data), others require
further exploration due to fewer instances. Moreover, we dis-
covered that practitioners’ needs in our case are not orthog-
onal, suggesting that studying their relationships is a fruitful
area for future research. Therefore, we encourage additional
similar studies to identify possible patterns across use cases
and the underlying relationships between them. For practi-
tioners, our results can provide input for the development of
tools that deliver actionable information more connected to
the real needs of managers. The list of use cases we identified
in our study can be used as a comprehensive starting set to be
considered when developing such tools.

Finally, our discussion points to the need for hybrid solu-
tions for supporting managerial decision-making, combining
data with expert knowledge. Developing such solutions is not
new in software engineering research. For example, Bayesian
networks have been heavily used to combine data with
expert knowledge for solving many software engineering
problems such as risk management [42], process improve-
ment [43], and effort estimation [44]. However, factors that
hinder the adoption of existing solutions for supporting
managerial decision-making in practice are that they were

developed for a specific context, not customizable, or relied
on manual or semi-automatic data collection [45]. Thus,
our data suggest that a way forward in adopting data-driven
managerial decision-making is by developing solutions (e.g.,
tools, guidelines, and methods) to facilitate the development
and use of hybrid models by practitioners, such as the one
presented by Manzano et al. [45].

VII. THREATS TO VALIDITY
This section discusses the threats to validity in terms of
construct validity, internal validity, external validity, and
reliability [25]. Table 9 summarizes the strategies employed
to mitigate each of the validity threats.
Construct validity: As our study was conducted in the

context of software analytics (a data-driven approach),
we organized a material describing the research con-
text to mitigate misconceptions between interviewees and
researchers. Before the interview, we ensured that all partic-
ipants had read the material and were given the opportunity
to express any doubts they had regarding the topic. We sent
individual reports via email to obtain their feedback, which
we incorporated into our analysis.

The different terminology used among papers and the lack
of details in describing some important aspects of the related
studies represented a challenge when integrating our results
into the existing body of knowledge. Our analysis was based
on the descriptions in the papers so to make a semantic
correspondence between them and our use cases/factors for
managerial decision-making. Also, the process of mapping
the use cases to software life cycle processes was based on
the descriptions of each process’ activities and tasks from ISO
12207. We associated them with the descriptions of our use
cases supported by the interviewees’ quotations. However,
our interpretation may have impacted the results.
Internal validity: The selection of participants represents

an internal validity threat. Our champion helped select knowl-
edgeable practitioners actively involved in the organization’s
data-driven managerial decision-making process, mitigating
the risk of interviewees having an incomplete or inaccurate
understanding of the topic due to a lack of expertise.
External validity: To ensure that our results are not only

relevant to our organization but also useful for others, we took
care to describe the context of the study so that our find-
ings can contribute to deriving a body of knowledge that
helps practitioners determine what to apply in their contexts.
It should also be noted that the knowledge elicitation and
data analysis techniques employed in our study are equally
applicable outside a software analytics context, thus showing
a broader generalizability [27].
Reliability: We followed systematic procedures to guar-

antee the reliability of the evidence and minimize biased
views. Based on the RQs, we prepared an interview script in
advance. Interviewswere semi-structured, recorded, and tran-
scribed. We used researcher triangulation, well-established
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TABLE 9. Provisions for securing trustworthiness of the study.

coding techniques, and the CCM to saturate categories.
Given that the information needs and factors for managerial
decision-making are extensively based on tacit knowledge,
we believe that the practitioners participating in the study
are the best source of knowledge in our case. Additionally,
we ensured that all responses were kept anonymous.

VIII. CONCLUSION
With the large amount of data produced by software engi-
neering activities, organizations have taken steps toward
data-driven approaches to support decision-making. How-
ever, there has been a scarcity of studies investigating
the practitioners’ view of making decisions through such
approaches, especially those in leadership positions. In this
study, we thus collected the needs and perceptions of prac-
titioners involved in data-driven managerial decision-making
from one software organization.

We identified 19 software analytics use cases mapped
to organizational project-enabling and technical manage-
ment processes from ISO 12207 and provided indicators to
meet them. We also identified 6 factors affecting managerial
decision-making, which we clustered around three dimen-
sions: project-related, human-related, and context-specific
factors. Such factors, together with the different aspects men-
tioned by our participants, not only confirm the literature
findings but also provide new input on how managerial deci-
sions are made, given the gap that still exists on the topic.
We also elicited organizational aspects helping and hindering
the adoption of software analytics.

As future research, we encourage new studies like the
one presented herein so that, at some point, as a commu-
nity, we can achieve a consolidated body of knowledge on

the data-driven decision-making process. With our findings,
we intend to cooperate with leaders from our target organi-
zation to develop tools to facilitate the adoption of software
analytics for managerial decision-making.

APPENDIX A
INTERVIEW SCRIPT
A. INTRODUCTION
We are conducting a set of interviews with different stake-
holders from the organization to elicit relevant use cases for
these professionals in the context of a software analytics tool.
Our objective in conducting this interview is to identify your
main information needs regarding the use of data to under-
stand aspects related to software development and support the
decision-making process. We appreciate your participation
in this activity. This interview will be recorded and tran-
scribed (with your consent), being used as an anonymous
data collection instrument. At any time, you can ask to stop
recording. All information provided by you will be treated
as confidential and published only with the consent of the
organization. This interview should last no longer than 1 hour.
If necessary, we will ask the participant for extra time (max.
30 minutes). We will ask participants to provide information
related to their role/work as well as their key needs that could
be met by a software analytics solution in the context of the
organization.

B. SOFTWARE ANALYTICS OVERVIEW
At this point, we consider it important to provide an overview
of software analytics to contextualize the participant with
respect to what will be asked. [After the overview] Any
questions before we start?
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C. INTERVIEW QUESTIONS
A NOTE FOR INTERVIEWER
The questions in this interview are divided into the follow-
ing sections:
Initial questions: demographic questions aimed at gather-
ing information about the responsibilities of the interviewee
in the context of the organization and in the software indus-
try in general. (5 min)
Practitioners’ information needs, indicators, and
decision-making process: identification of the current
state regarding the use of practices similar to software
analytics, as well as the main information needs that could
be met with the effective implementation of a software
analytics solution in the organization; questions about
indicators and the decision-making process. (45 min)
Final questions: closing the interview; interviewee’s con-
siderations on any missing topic deemed relevant to this
research. (10 min)

1) Initial questions

• Q1.1: Could you tell us about your experience?

– How long have you been working on projects in
the organization?

– What is your current role/fellowship? How long
have you been in this role?

– How long have you been working on software
projects? What experiences in other organiza-
tions have you had? Same industry and domain?

– What were your previous roles/positions?

2) Practitioners’ information needs, indicators, and
decision-making process

• Q2.1: Considering the overview of software ana-
lytics we provided, can you identify any similar
practices in the organization? If so, what problems
do you seek to solve with this approach? How are
these problems solved?

• Q2.2: How reliable (or effective) do you consider
the current approach being used in the organiza-
tion? What limitations or bottlenecks could you
identify?

• Q2.3: When it comes to data-driven decision-
making, what are your main needs, and what
motivates them? In other words, what do you need
to observe/monitor (what questions do you need
answers to) and why?

• Q2.4: Could you describe situations or scenarios
in which a software analytics approach would be
valuable for your work? Try to highlight what
questions a software analytics approach could help
answer, andwhat decisions such an approach could
support.

• Q2.5: For each scenario described in the previous
question, what indicators (metrics) are needed to
answer your questions or support your decisions?
Why do you consider them necessary?

• Q2.6: Are the data needed to obtain these indica-
tors available (and in appropriate format) in the
organization? If not, what are the main difficul-
ties related to data availability and format? What
should be done in your opinion to solve this prob-
lem?

• Q2.7: What factors do you consider important for
decision-making in the context of your role?

• Q2.8: How does the data-driven decision-making
process take place in the organization? How would
you break it down into steps, main activities of
each step, inputs, and outputs? You can exemplify
narrating the events.

• Q2.9: Do you consider that the decision-making
process is basically the same (steps, inputs, out-
puts), or does it vary by project or another factor?
Explain.

3) Final Questions

• Q3.1: Considering a data-driven approach such as
software analytics, what aspects of the organiza-
tion do you think favor the implementation of this
type of approach? What aspects make such an
implementation difficult?

• Q3.2: Is there anything related to the topic of the
interview that we missed and you would like to
comment on?

We would like to thank you for your willingness to partici-
pate in this activity. After the interview analysis, we will send
you a summary of the findings so that you can identify any
inconsistency. We hope you can get us feedback within one
week. If you wish, we can also send you the full transcript of
the interview.
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