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ABSTRACT This paper proposes a lightweight image encryption approach for medical Internet of
Things (MIoT) networks using compressive sensing and a modified seven-dimensional (MSD) hyperchaotic
map. Initially, 7D hyperchaotic map is modified to generate more secure and complex secret keys.
SHA-512 is used to create the initial conditions forMSD, which ensures its sensitivity towards input images.
Using nonsubsampled contourlet transform (NSCT), further improvements in the compressive sensing are
achieved, and then the measurement matrices are generated using the secret keys obtained from MSD.
Finally, to generate encrypted images, the diffusion and permutation are carried out row and column-wise on
compressed images using secret keys obtained fromMSD. The comparative analyses verify the performance
of the proposed lightweight encryption approach in terms of robustness, security, and statistical analysis.

INDEX TERMS Lightweight image encryption, Medical Internet of Things (MIoT), compressive sensing,
hyperchaotic map, modified seven-dimensional (MSD), SHA-512, nonsubsampled contourlet transform
(NSCT), measurement matrices, diffusion, permutation, robustness, security, statistical analysis.

I. INTRODUCTION
Nowadays, secure data transmission over the Internet is a
challenging issue due to the recent progress in digital tech-
nologies and the Internet. This situation is even worse for
medical data transmission. The unauthorized access to med-
ical information over the Internet led to the desecration of
patients’ rights [1]. Patient data such as laboratory reports,
ECG reports, and medical prescriptions are stored and trans-
mitted in digital form. The digital form of patient’s medical
data is convenient for both patient and doctor. According to
the literature, more than 90% medical images of patients are
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processed and stored in electronic health records [2]. Secure
medical data is required to ensure privacy and protection from
manipulation. Recently, Internet of Things (IoT) systems are
widely used in medical imaging to easily transfer the patient’s
data to a remote site for medical diagnosis. However, the
manipulation and exploitation ofmedical data are very easy in
the IoT environment. To fix this problem, some information
security policies are integrated with IoT systems to obtain
security and privacy of medical data [3].

Steganography and encryption approaches are utilized to
hide sensitive patient diagnostic information over an IoT
environment. In an IoT environment, medical data should
be encrypted through medical sensors. Thereafter, the med-
ical practitioners decrypt the encrypted patient’s data, and
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decrypted patient’s data was used for diagnosis. Besides this,
the medical practitioners can utilize a cloud server to accom-
plish patients’ supplementary diagnoses using deep learning
techniques. The cloud server uses the encrypted patient’s data
for supplementary diagnosis [2], [4]. However, the traditional
encryption techniques are unable to provide direct encryption
on transmitted data [5], [6]. To fix this problem, the encryp-
tion technique is required to secure the patient’s data over the
IoT environment.

The main contributions of this paper are as follows:

1) A secure lightweight medical image encryption
approach is designed using compressive sensing and a
modified seven-dimensional (MSD) hyperchaotic map.

2) MSD is designed by modifying 7D hyperchaotic
map [7] to make it more dynamic and complex.
The initial conditions for MSD are generated using
SHA-512 which assures its sensitivity towards input
images.

3) Compressive sensing is further improved by usingNon-
subsampled contourlet transform (NSCT) and mea-
surement matrices are generated using the secret keys
obtained fromMSD.

4) To generate encrypted images, the diffusion and per-
mutation are carried out row and column-wise on com-
pressed images using secret keys obtained fromMSD.

The remaining paper is organized as follows: The review
of existing literature is presented in Section II. The pro-
posed encryption approach for medical images is illustrated
in Section III. Section IV presents the performance analysis.
The concluding remarks are drawn in Section V.

II. RELATED WORK
Tao et al. [3] proposed a secure IoT-based healthcare
system to handle the security issues associated with con-
ventional techniques. They implemented a KATAN secret
cipher algorithm on FPGAhardware platform. However, their
proposed system requires slightly more computational time
than the other schemes. Rezaeibagha et al. [4] presented an
IoT-based wearable monitoring system for secure data analy-
sis. An authenticated additive homomorphic encryption was
proposed for secure communication. The computational time
of the proposed system is lower than the existing schemes.
Khari et al. [8] developed a Galois cryptography scheme
(GCS) to secure data in an IoT environment. The matrix
XOR steganography was utilized in their scheme to enhance
security. Adaptive Firefly algorithm was used to optimize
the image block. Their scheme attained better embedding
efficiency than the existing schemes. Xiang et al. [9] devel-
oped an image importance-based visual security index by
utilizing the texture and contrast. An Image importance-
based polling strategy (IPS) was used to combine the texture
features and contrast. This scheme has better performance
than the existing approaches. Itier et al. [10] developed a
JPEG crypto-compressed technique (CCT) using the infor-
mation about the secret key and original image. The proposed

technique is robust towards multiple recompressions. Visual
secret sharing schemes (VSS) are also used for encrypting
the multiple images [11]. Muhammad et al. [12] proposed
a secure IoT system for image encryption. A probabilistic
lightweight algorithm (PLA) was utilized for the encryp-
tion of keyframes. The chaotic map was used to generate
the pseudorandom key. This approach not only reduces the
transmission cost but also improves the storage capacity.
However, the performance of this approach can be further
improved by utilizing the dynamic keys. Lee and Chiu [13]
developed a natural image-based VSS scheme for encryp-
tion. The diverse media was used for sharing digital images.
Due to the diversity of media, interceptors are unable to
intercept shares. They extracted the features from natural
share. This scheme not only reduces the transmission risk but
also increases user-friendliness. Xiang et al. [14] proposed a
visual security index (VSI) to compute the visual analysis
of encrypted images. They used a multi-threshold approach
for the detection of a skeleton of an encrypted image. The
adaptive weights were used to determine the contributions
of texture and edge similarities. Bao et al. [15] developed a
lossless secret image sharing scheme (LSS). It is able to
identify the fake share for real-life applications. This scheme
is able to withstand the different attacks. Li et al. [16] pro-
posed a secure transmission system that uses the concepts
of compressed sensing (CS) for IoT environments. They
used compressed sensing and reconstruction mechanism for
efficient image encryption. The proposed system provides
not only low computational cost but also low power con-
sumption. Beugnon et al. [17] presented a secret 3-D object
sharing scheme to protect the actual content of an image.
The geometrical distortions were protected through the pro-
posed sharing mechanism. The degradation level mentioned
in this scheme was used to control the geometric distrac-
tion in the encrypted image. Kamal et al. [18] implemented
an image splitting technique and logistic map (ISTLM) to
secure the medical images. The blocks of the image were
scrambled by utilizing random permutation, rotation, and
zigzag patterns. Using the logistic chaotic map, secret keys
were generated that were used to diffuse scrambled blocks.
Akkasaligar et al. [19] utilized dual hyperchaotic map and
DNA cryptography (DDNA) to implement the medical image
encryption technique. In this technique, encryption was car-
ried out on the selective pixels to reduce the complexity.
Liu et al. [20] designed an attribute-based encryption
approach using the symmetric key. The convergence key was
utilized to encrypt medical data.

Zeng et al. [21] proposed attribute-based encryption to
provide fine-grained access control to achieve user privacy
and data confidentiality. This approach was used with public
traceability for real-time implementation. Lin et al. [22] uti-
lized a memristive coupled neural network on one multistable
memristor synapse and two sub-neural networks. Hyper-
chaotic attractors with higher complexity were achieved that
have also improved the attractor positions by switching their
initial states. Masood et al. [23] applied XOR operations
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and random shuffling (XRF) to encrypt the medical images.
Henon chaotic map was used to perform the confusion pro-
cess. Chen’s chaotic system and Brownian motion were
utilized to implement the diffusion process. To resolve the
issues associated with different techniques, a novel encryp-
tion technique is required to store and transmit the patient’s
data securely and efficiently.

III. PRELIMINARIES
Compressive sensing and hyperchaotic seven-dimensional
map are discussed in this section.

A. COMPRESSIVE SENSING
In this paper, 2D compressive sensing is used which evaluates
the sparse signal sg from two directions linearly to minimize
the size of a image. Initially, 8 domain is used to evaluate sg.
For a 2D signal x having size R×C , x can decomposed to 8

domain to evaluate sg as:

x = 8sg (1)

Here, sg represent the transform coefficients matrix of x.
It provides maximum size as R1×C (R1 ≪ R). 8 represents
a R×C orthogonal matrix. Two R×C measurement matrices
φ1 and φ2 are implemented on sg from two directions and
R1 × C1 measurement signal matrix y can be computed as:

y = φ2sgφT1 (2)

Finally, x can be reevaluated from y by optimizing l0-norm
as:

min||s||0 s.t.y = φ2sgφT1 (3)

Here, || · ||0 shows l0-norm.
In this paper, an input image is decomposed into Nonsub-

sampled contourlet transform (NSCT) [24], and utilize the
circular matrices to evaluate the signal from both directions.

B. 7D HYPERCHAOTIC
A 7D hyperchaotic map (7DHCM) is implemented by
Yang et al. [7]. Two linear and one nonlinear feedback con-
troller are used in 7DHCM to make its behavior complex.
It generates five positive Lyapunov exponents which make
it better than other chaotic maps. It contains a large number
of attributes (state variables and constants) under unique
equilibria. It further improves the keyspace and makes the
brute-force attacks infeasible. Therefore, it can be used in
secure communication. 7DHCM map can be defined as

d ′

1 = l(d2 − d1) + d4 + ed6,
d ′

2 = qd1 − d2 − d1d3 + d5,
d ′

3 = −Td3 + d1d2,
d ′

4 = td4 − d1d3,
d ′

5 = −ad2 + d6,
d ′

6 = p1d1 + p2d2,
d ′

7 = hd7 + md4,


(4)

where d1 to d7 represent the initial state variables of 7DHCM.
m denotes the coupling attribute. l, T , and q represent the

constant attributes. e, t , a, p1, p2, and h denote the control
attributes.

IV. PROPOSED APPROACH
The proposed lightweight image encryption approach is illus-
trated in Fig. 1 and Algo. 1.

FIGURE 1. Diagrammatic flow of MSD-based lightweight encryption
approach.

Algorithm 1MSD-Based Lightweight Encryption

1 Read an image Im of size R× C .
2 Initial conditions ofMSD are obtained using

SHA-512 based on plain image (see Section IV-B).
3 Initial conditions are supplied toMSD (using Eq. 5) to

obtain the secret keys such as d ′

1 to d
′

7.
4 Apply compression and encryption on Im using 2D

compressive sensing. To obtain the measurement
matrix, d ′

6 and d
′

7 are utilized. The process of
compression is presented in Section IV-C. The
resultant compressed image is I .

5 I is permutated and diffused row-wise using secret
keys d1 and d2 (see Algo. 2 and section IV-D).
It generates a permutated and diffused image Ir .

6 Ir is then permutated and diffused column-wise using
secret keys d3, d4, and d5 (see Algo. 3 and
Section IV-E). It generates the final encrypted
image Ic.

A. MODIFIED 7D HYPERCHAOTIC MAP
The states d ′

5 and d ′

6 of 7DHCM do not depend on the its
initial states (see Eq. 4). To create better chaotic sequences,
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it is must that the states should depend on their initial states.
Therefore, to improve the complexity of 7DHCM, we have
modified the states d ′

5 and d ′

6 of Eq. 4. Hence, the modified
7DHCM (MSD) map is defined as

d ′

1 = l(d2 − d1) + d4 + ed6,
d ′

2 = qd1 − d2 − d1d3 + d5,
d ′

3 = −Td3 + d1d2,
d ′

4 = td4 − d1d3,
d ′

5 = −ad5 + d6,
d ′

6 = p1d1 + p2d2 − d6,
d ′

7 = hd7 + md4,


(5)

The hyperchaotic behavior ofMSD is shown in Fig. 2 with
attributes l = 10, m = 1, a = 9.9, T = 8/3, e = 1,
p1 = 1, q = 28, t = 2, p2 = 2, and h = 1. The Lyapunov
exponents (LEs) ofMSD map are obtained as Lϵ1 = 1.0000,
Lϵ2 = 0.4128, Lϵ3 = 0.2255, Lϵ4 = 0.1360, Lϵ5 = 0.0880,
Lϵ6 = 0.0000, and Lϵ7 = −12.5289. Their corresponding
eigenvalues (G) are G1 = −22.06230, G2 = −2.6667,
G3 = 1,G4 = 2,G5 = 11.4755, and ϵ6,7 = 0.037±0.3850i.
It is evident that MSD achieves hyper chaotic attractors with
5 non-negative LEs and only 1 equilibrium.

FIGURE 2. The chaotic attractors of MSD: (a) d1 − d2 plane, (b)
d3 − d4 plane, and d1 − d3 plane.

B. SECRET KEY GENERATION
To generate the secret keys, we need to calculate the initial
conditions of MSD (Eq. 5). In this work, SHA-512 is used
to create the initial conditions. Because SHA-512 calculates
the key from the input image, thus generated initial conditions
become sensitive towards the plain image. So, a small change
to the plain image will also change the initial conditions.
Hence, it will provide more security to images. The initial
conditions can be generated as follows: i.

1) Apply SHA-512 on then input image to generate
512-bit secret key ρ. Divide ρ into 8-bit blocks and
convert to 64 decimal numbers such as ρ1, ρ2, . . . ,

and ρ64.

2) The control and constant parameters of MSD are
obtained as

m =
1
256

(ρ1 ⊕ ρ2 ⊕ ρ3 ⊕ ρ4)

l =
1
256

(ρ5 ⊕ ρ6 ⊕ ρ7 ⊕ ρ8)

T =
1

256
(ρ9 ⊕ ρ10 ⊕ ρ11 ⊕ ρ12)

q =
1
256

(ρ13 ⊕ ρ14 ⊕ ρ15 ⊕ ρ16)

e =
1
256

(ρ17 ⊕ ρ18 ⊕ ρ19 ⊕ ρ20)

t =
1
256

(ρ21 ⊕ ρ22 ⊕ ρ23 ⊕ ρ24)

a =
1
256

(ρ25 ⊕ ρ26 ⊕ ρ27 ⊕ ρ28)

p1 =
1
256

(ρ29 ⊕ ρ30 ⊕ ρ31 ⊕ ρ32)

p2 =
1
256

(ρ33 ⊕ ρ34 ⊕ ρ35 ⊕ ρ36)

h =
1
256

(ρ37 ⊕ ρ38 ⊕ ρ39 ⊕ ρ40)



(6)

3) The initial states ofMSD can be obtained as

d1 =
1
256

(ρ40 ⊕ ρ41 ⊕ ρ42 ⊕ ρ43)

d2 =
1
256

(ρ43 ⊕ ρ44 ⊕ ρ45 ⊕ ρ46)

d3 =
1
256

(ρ46 ⊕ ρ47 ⊕ ρ48 ⊕ ρ49)

d4 =
1
256

(ρ49 ⊕ ρ50 ⊕ ρ51 ⊕ ρ52)

d5 =
1
256

(ρ53 ⊕ ρ54 ⊕ ρ55 ⊕ ρ56)

d6 =
1
256

(ρ57 ⊕ ρ58 ⊕ ρ59 ⊕ ρ60)

d7 =
1
256

(ρ61 ⊕ ρ62 ⊕ ρ63 ⊕ ρ64)



(7)

where ⊕ represents the bit-xor operator.

C. COMPRESSION PROCESS
The compression of plain image Im of size R × C is carried
out as follows:

Step 1: Apply Nonsubsampled contourlet transform
(NSCT) to Im to obtain the sparse image. It generates the
sparse coefficient matrix I ′m with the same size as Im.
Step 2: In compressive sensing,measurementmatrices, i.e.,

φ1 and φ2 are generated in circular form. These matrices
are constructed using the chaotic sequences d ′

6 and d ′

7 of
MSD. To minimize the transient effect, the initial 100 val-
ues of d ′

6 and d ′

7 are neglected. Thereafter, the obtained
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chaotic sequences D6 = [d61 , d62 , . . . , d6C ] and D7 =

[d71 , d72 , . . . , d7C ].
Consider the obtained secret keys are the actual row vectors

φ′

1(1,N ) = D6 and φ′

2(1,N ) = D7. The first element of φ′

1
and φ′

2 is modified to minimize the correlation between the
column vectors. φ1 and φ2 can be obtained as:

φ′

1(i, 1) = α′

1 · φ′

1(i− 1,C)
φ′

1(i, 2 : C) = φ′

1(i− 1, 1 : C − 1)

}
(8)

φ′

2(i, 1) = α′

2 · φ′

2(i− 1,C)
φ′

2(i, 2 : C) = φ′

2(i− 1, 1 : C − 1)

}
(9)

φ1 =

√
2/R1φ′

1

φ2 =

√
2/R1φ′

2

 (10)

Here, α1 > 1 and α2 > 1.
√
2/R1 denotes the normaliza-

tion factor. The size of φ1 and φ1 is R1 × C (R1 = CR× R).
Here, CR represents the compression ratio of Im. To calculate
the CR see [25].

Step 3: Compress and encrypt the I ′m using 2D-compressive
sensing (described in Section III-A) by utilizing φ1 and φ2.
The resultant image is I ′′m of size R1 × C1.
Step 4: I ′′m values are then quantized by mapping all ele-

ments into integer values. The range of integer is set from
0 to 255. The obtained resultant matrix is I .

I = round
(
255 × (I ′′m − Vmin)
Vmax − Vmin

)
(11)

Here, Vmax and Vmin are the maximum and minimum
values of I ′′m, respectively. round(V ) calculates the nearest
integer to V .

D. ROW-WISE PERMUTATION AND DIFFUSION
The row-wise permutation and diffusion on I are described
in the Algo. 2. For row-wise, two key streams d1 and d2 are
used to carry out the permutation and diffusion on each row,
respectively. To perform permutation, d1 of size 3×R1 com-
prises three index values (see line 3). Based on these index
values, each row is shuffled three times. The line 4 shows the
shuffled row r1 which generates from ndex(1) and row of I .
Thereafter, r2 is obtained by shuffling the r1 using ndex(2).
Then, the final permutated row r3 is gotten by the shuffling
the r2 using ndex(3). For diffusion, bitxor operation is applied
on d2 of size N and final permutated row r3. It produces a
permutated and diffused row r4 (see line 7). Now, for the
next row, r4 is considered as a keystream. It provides sen-
sitivity and security to the proposed approach. For each row
of I , we repeat the same steps. The final output of row-wise
permutation and diffusion is Ir .

E. COLUMN-WISE PERMUTATION AND DIFFUSION
The column-wise permutation and diffusion is demonstrated
in Algo. 3. In this, three key streams such as d3, d4, and d5 are
used. d3 of size 3×C1 is used to perform the permutation on
each column. ndex contains three values of d3 (see line 4).
c1 is obtained by shuffling jth column of Ir using ndex(1)

Algorithm 2 Row-Wise Permutation and Diffusion
Input: Compressed image I and chaotic

sequences{d1, d2}
Output: row-wise permutated and diffused image Ir

1 initialize z = 1;
2 for i = 1 to R1 do
3 ndex = d1(z : z+ 2);
4 r1 = [I (i, ndex(1) : −1 : 1), I (i, end : −1 :

ndex(1) + 1)];
5 r2 = [r1(ndex(2) : −1 : 1), r1(end : −1 :

ndex(2) + 1)];
6 r3 = [r2(ndex(3) : −1 : 1), r2(end : −1 :

ndex(3) + 1)];
7 r4 = bitxor(r3, d2);
8 d2 = r4;
9 Ir (i, :) = r4;
10 z = z+ 3;

(see line5). c2 is come after shuffling the c1 using ndex(2).
The final permutated column is obtained by shuffling c2 using
ndex(3) (see line 7). c3 is diffused using bitxor operation
with d4 (see line 8). The same process is repeated for each
column. The final encrypted image obtained after row-wise
and column-wise operations is Ic.

Algorithm 3 Column-Wise Permutation and
Diffusion
Input: permuated and confused image Ir and chaotic

sequences{d3, d4, d5}
Output: column-wise permutated and diffused image

Ic
1 initialize z1 = 1;
2 d4 = bitxor(d4, d5);
3 for j = 1 to C1 do
4 ndex = d3(z1 : z1 + 2);
5 c1 = [Ir (ndex(1) : −1 : 1, j), Ir (end : −1 :

ndex(1) + 1, j)];
6 c2 = [c1(ndex(2) : −1 : 1), c1(end : −1 :

ndex(2) + 1)];
7 c3 = [c2(ndex(3) : −1 : 1), c2(end : −1 :

ndex(3) + 1)];
8 c4 = bitxor(c3, d4);
9 d4 = c4;

10 Ic(:, j) = c4;
11 z1 = z1 + 3;

V. PERFORMANCE ANALYSIS
The proposed lightweight image encryption approaches
implemented on MATLAB 2020a software with core i7,
2GB graphics card, and 16 GB RAM. The four differ-
ent biomedical images of size 256 × 256 i.e., computed
tomography (CT), brain magnetic resonance imaging (MRI),
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dermoscopic (DSC), and ultrasound (USC) are considered
for testing. For comparative analyses, seven competitive
approaches are taken such as GCS [8], IPS [9], CCT [10],
PLA [12], VSS [13], LSS [15], and CS [16].

A. VISUAL ANALYSIS
The image encryption approach is considered to be effective
when it generates a random-like encrypted image. A random-
like encrypted image should not contain any pixel pattern like
input biomedical. Histograms are utilized to analyze the pixel
distribution.Figure 3 illustrates the visual analysis of the pro-
posed lightweight encryption approach for MIoT. Fig. 3 (a)
shows the input CT, MRI, DSC, and USC images. From
Fig. 3 (b), it is found that the histograms of input biomedical
images contain pixel pattern’s details. The resultant encrypted
images of theMSD based hyperchaotic map are demonstrated
in Fig. 3 (c). It is observed that these encrypted images are
completely random. Corresponding histograms are presented
in Fig. 3 (d). It is observed that the obtained histograms are
uniform and do not provide any kind of information about
the intensity of pixels. Hence, the attackers are unable to
extract any statistical information from encrypted images.
The decrypted images corresponding to encrypted images are
depicted in Fig. 3 (e). It is found that the decrypted images are
like input biomedical images.

FIGURE 3. Visual analyses: Row (a) Biomedical images, (b) Histograms of
respective biomedical images, (c) Encrypted biomedical images,
(d) Histograms of encrypted biomedical images, and (e) Decrypted
biomedical images.

B. SECURITY ANALYSES
1) STATISTICAL ANALYSES
The statistical analysis of the proposed approach is performed
using correlation coefficient, histogram analysis, and entropy.

Entropy is utilized to check the randomness of encrypted
images [26]. Entropy can be calculated globally as well as
locally. The global entropy (GE) evaluates the randomness
of the complete image at once. But the evaluation of local
entropy (LE) is different than the GE [27]. To evaluate the LE,
firstly, an image is decomposed into blocks (Ib) that contain
the fixed amount of pixels (Fp). Then, each block’s entropy is
evaluated. Thereafter, the local entropy is computed by taking
the average of all blocks.

The local and global entropies of the resultant encrypted
images are shown in Table 1. Both global and local entropies
are found to be close to the ideal value, which is 8. Hence, the
encrypted images are completely noisy.

TABLE 1. Global and local entropies of the proposed encryption
approach (in bits).

Histogram analyses are used to show each pixel’s intensity
distribution of the encrypted images. From Fig. 3 (m)-(p),
it can be seen that each pixel of the encrypted image
approaches toward 255 value. Hence, the encrypted image’
pixels are uniformly distributed. The uniform distribution of
histograms can be proved by using the chi-square test [28].
χ2 value at 0.05 level of significance (χ2(0.05,255)) is
293.25 [29]. Table 2 depicts the computed χ2 values of
input and encrypted images. χ2 values of encrypted images
are significantly lesser as compared to the theoretical value,
i.e., 294. A histogram of encrypted images shows an even
distribution.

TABLE 2. χ2 test of the proposed approach.

Attackers can use the correlation information among the
adjacent pixels to exploit the encryption approach. Therefore,
it is necessary to reduce the correlation among the pixels
of an encrypted image. The correlation coefficient including
diagonal (D), vertical (V), and horizontal (H) directions of
the input biomedical images and encrypted images is shown
in Table 3. The correlation values of the input biomedical
images approach toward 1 horizontally, vertically, and diago-
nally. It implies that images are highly correlated horizontally,
vertically, and diagonally. This relation is reduced to approxi-
mately 0 by the proposed approach. It can be analyzed that the
correlation of all encrypted images is near to 0 horizontally,
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vertically, and diagonally. Hence, the adjacent pixels of the
encrypted images are not correlated with each other. Thus,
the attackers cannot exploit the statistical information of the
encrypted images to break the proposed approach.

TABLE 3. Correlation coefficient analysis of input biomedical images.

FIGURE 4. Correlation coefficient analyses of red channel of DSC image:
(a) Horizontal, (b) Vertical, and (c) Diagonal correlations of actual DSC,
and (d) Horizontal, (e) Vertical, and (f) Diagonal correlations of
encrypted DSC.

FIGURE 5. Correlation coefficient analyses of green channel of DSC
image: (a) Horizontal, (b) Vertical, and (c) Diagonal correlations of actual
DSC, and (d) Horizontal, (e) Vertical, and (f) Diagonal correlations of
encrypted DSC.

Figure 4 shows that input and encrypted red channels
images of DSC image correlations horizontally, vertically,
and diagonally. Figures 5 and 6 show the input and encrypted
green and blue channels’ horizontal, vertical, and diagonal
correlations, respectively. Figures 4, 5, and 6 (a)-(c) show
the adjacent pixels of input channels are highly correlated.
Figures 4, 5 and 6 (d)-(f) show the adjacent pixels of

FIGURE 6. Correlation coefficient analyses of blue channel of DSC image:
(a) Horizontal, (b) Vertical, and (c) Diagonal correlations of actual DSC,
and (d) Horizontal, (e) Vertical, and (f) Diagonal correlations of
encrypted DSC.

encrypted red, green, and blue channels horizontally, ver-
tically, and diagonally, respectively. It is found that the
adjacent pixels are loosely related with each other. Hence,
no significant statistical information can be deduced from the
encrypted images.

2) KEY SPACE ANALYSIS
Keyspace is a significant metric to be analyzed to prevent a
brute force attack. An attacker uses approximately half of all
possible keys in the keyspace analysis to determine the secret
key, so the large keyspace is advantageous to resist the brute
force attack. Researchers have found that any encryption
algorithm can avoid the brute-force attack if the keyspace is
more than 2100 ≈ 1030.

In the proposed approach, secret keys are generated using
MSD. It requires 7 initial state variables d1 to d7 and 10 con-
trol variables l, m, a, T , e, p1, q, t , p2, and h to compute
the secret keys. Now, we can consider that the initial control
and state variables are double precision values (i.e., 10−16).
It indicates that d1 can have more than 1016 different values.
It is also true for all other state as well control attributes.
Thus, the key space of the MSD map is approx. 10272. It is a
quite large key space. Hence, theMSDmap cannot be broken
through brute-force attack.

3) ANALYSIS OF DIFFERENTIAL ATTACK
An analysis of differential attacks is performed to evaluate
the sensitivity of the proposed model to input biomedical
images using Unified averaged changed intensity (UACI)
and Number of changing pixel rates (NPCR). The maximum
value of UACI and NPCR are required to handle the dif-
ferential attacks. Wu et al. [30] found the critical NPCR and
UACI values with two significance levels, i.e., 0.05 and 0.01.
Based on significance level 0.05, the critical value of UACI
is 33.6447% while the NPCR is 99.5693% for 8-bit images.
Similarly, at 0.01 level of significance, the critical value of
UACI is 33.2255% and NPCR is 99.5527%. Tables 4 and 5
show that the computed NPCR and UACI values are better
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than their corresponding critical values. Therefore, the pro-
posed lightweight image encryption approach can efficiently
resist differential attacks.

TABLE 4. Theoretical NPCR analysis of the proposed lightweight image
encryption approach.

TABLE 5. Theoretical UACI analysis of the proposed lightweight image
encryption approach.

The proposed approach is compared with the existing
approaches in terms of NPCR and UACI. Tables 6 and 7 show
the NPCR and UACI comparative analysis, respectively. The
tables show that the proposed approach generates a dissimilar
image if there is a tiny modification in the input biomedical
image. Hence, the proposed approach is sensitive to small
changes in the input biomedical images.

TABLE 6. NPCR analyses of the proposed lightweight encryption.

TABLE 7. UACI analyses of the proposed lightweight encryption.

4) KEY SENSITIVITY ANALYSIS
Key sensitive analysis is used to check the sensitiveness of
the computed secret keys by using Eq. 4 to the initial values.

An image encryption approach needs to generate a entirely
separate encrypted image even if tiny modification is made
in control parameters. The sensitiveness of the MSD map
towards initial values is shown in Fig. 7. One secret key (Sk ) is
obtained using initial states (d1 to d7) and constant parameters
( l, m, a, T , e, p1, q, t , p2, and h). Suppose that the value of
y1 is changed little bit while all other initial values are similar.
By utilizing these initial values, another secret key (S ′

k ) is
generated. Then, USC image is encrypted using MSD with
Sk and S ′

k . It generates an encrypted image Imc with Sk and
another encrypted image I ′mc with S

′
k . The difference between

Imc and I ′mc is shown in Table 8. The values of the table show
that Imc and I ′mc are identical encrypted images. Hence, the
keys obtained using the MSD are sensitive to initial control
parameters.

FIGURE 7. Key sensitivity: (a) Input ultrasound (USC) image, (b) encrypted
USC using Sk , (c) encrypted USC using Sk

′ , and (d) Subtraction of Imc
and I ′mc .

TABLE 8. Key sensitivity analysis.

C. PEAK SIGNAL TO NOISE RATIO
Peak Signal to Noise Ratio (PSNR) is another measure to
evaluate the performance of the image encryption techniques.
Maximum PSNR between input Im and decryptedDm images
states that the significant information of biomedical images is
not lost. Thus, PSNR between input images and correspond-
ing decrypted images is desirable to be maximum [31]. Also,
an encryption technique is said to be efficient if the computed
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PSNR between input and its respective encrypted image is
minimum [32].

Table 9 shows that the PSNR between input and their
respective encrypted images is minimum. Also, the PSNR
between input images and their respective decrypted images
is maximum. The comparative analysis between the proposed
and competitive image encryption techniques in terms of
PSNR between input and their respective decrypted images is
shown in Table 10. It demonstrates that the proposed image
encryption technique achieves significant PSNR in contrast
to the existing techniques.

TABLE 9. PSNR analysis of input and encrypted images.

TABLE 10. Comparative analysis of the proposed technique in terms
of PSNR.

D. NOISE RESISTANCE ANALYSIS
This section evaluates the performance of the proposed image
encryption technique against Gaussian attack. It is assumed
that the transmission medium may introduce some noise
in the encrypted image [33]. Thus, the encryption should
have an ability to handle the noise attack in such a way
that the decrypted images should contain some information
about the input image. In this paper, we have added low,
moderate, and high Gaussian noise in encrypted images
(see Figure 8 (a)-(c)). The corresponding decrypted images
are shown in Figure 8 (d)-(f). It shows that the decrypted
images are recognizable even if we add a higher density of
Gaussian noise in it (see Figure 8(f)).

E. OCCLUSION ATTACK ANALYSIS
During communication of images, some potential blocks of
image may be lost due to malicious destruction or congestion
in the network [34]. Occlusion attack is utilized to evaluate
the performance of restoring input images from encrypted
images even if some blocks or pixels of it has been occluded.

Figure 9 (a)-(c) shows the occlusion attack analysis of the
proposed image encryption technique with low, moderate,
and high occlusion attacks. It is found that the decrypted

FIGURE 8. Guassian noise analyses: (a) Encrypted image with low
Gaussian noise, (b) Encrypted image with moderate Gaussian noise,
(c) Encrypted image with high Gaussian noise, (d) Decrypted image
of (a), (e) Decrypted image of (b), and (f) Decrypted image of (c).

FIGURE 9. Occlusion attack analyses: (a) Encrypted image with low
occluded area, (b) Encrypted image with moderate occluded area,
(c) Encrypted image with high occluded area, (d) Decrypted image
of (a), (e) Decrypted image of (b), and (f) Decrypted image of (c).

images are in a understandable form even if some blocks of
encrypted images are occluded (see Figure 9 (e)-(f)).

VI. CONCLUSION
In MIoT networks, a large amount of biomedical images
are transmitted over Internet for their storage and anal-
ysis on cloud servers. Due to this, biomedical images
are vulnerable to numerous security vulnerabilities. Hence,
a lightweight biomedical image encryption approach was
developed using MSD and compressive sensing. MSD was
designed by modifying 7D hyperchaotic map to make it more
dynamic and complex. The initial conditions for MSD were
generated using SHA-512 which enforce the sensitivity of
proposed approach to input images. Compressive sensingwas
improved by using NSCT and measurement matrices were
generated using the secret keys obtained from MSD. Finally,
to generate encrypted images, the diffusion and permutation
were carried out row and column-wise on compressed images
using secret keys obtained fromMSD. The performance anal-
ysis proved that the proposed lightweight encryption achieved
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better performance in terms of robustness, security, and com-
putational speed as compared to the existing approaches in
terms of entropy, NPCR, UACI, and PSNR by 0.07%, 0.13%,
0.11%, and 2.35%, respectively.
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