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ABSTRACT The use of text data with high dimensionality affects classifier performance. Therefore, efficient
feature selection (FS) is necessary to reduce dimensionality. In text classification challenges, FS algorithms
based on a ranking approach are employed to improve the classification performance. To rank terms, most
feature ranking algorithms, such as the Relative Discrimination Criterion (RDC) and Improved Relative
Discrimination Criterion (IRDC), use document frequency (DF) and term frequency (TF). TF accepts the
actual values of a termwith frequently and rarely occurring terms used in existing feature ranking algorithms.
However, these algorithms focus on the number of terms in a document rather than the number of terms in
the category. In this research, an alternative method to RDC, called Alternative Relative Discrimination
Criterion (ARDC) was proposed, which aims to improve the accuracy and effectiveness of RDC feature
ranking. Specifically, ARDC is designed to identify terms commonly occurring in the positive class. The
results obtained were compared to the existing RDC methods, which are RDC and IRDC, and standard
benchmarking functions such as Information Gain (IG), Pearson Correlation Coefficient (PCC), and ReliefF.
The experimental results reveal that using the suggested ARDC on the Reuters21578, 20newsgroup, and
TDT2 datasets provides better performance in terms of precision, recall, f-measure, and accuracy when
employingwell-known classifiers such asmultinomial naïve Bayes (MNB), Support VectorMachine (SVM),
Multilayer perceptron (MLP), k-nearest neighbor (KNN), and decision tree (DT). Another experiment was
performed to validate the proposed technique, which aims to showcase the novelty of the ARDC approach.
The experiment utilized the 20newsgroup dataset and employed the Relevant-Based Feature Ranking
(RBFR) technique. Naïve Bayes (NB), Random Forest (RF) and Logistic Regression (LR) classifiers were
used in this experiment to demonstrate the effectiveness of the suggested ARDC.

INDEX TERMS Dimensionality reduction, text classification, feature selection, feature ranking, relative
discrimination criterion, accuracy 2 metric.

I. INTRODUCTION
Due to the continuous growth of information technology, the
abundance of available information has become a significant
challenge. Handling big data has captured the attention of
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researchers in the fields of artificial intelligence and machine
learning. Consequently, intelligent models are necessary to
analyze this substantial amount of information, specifically
designed for data mining tasks [1], [2]. Web pages, news
feeds, electronic mail, and digital libraries provide access to
an enormous volume of electronic text content. To address
the challenges associated with handling such vast amounts
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of information, text classification has emerged as a fun-
damental technology for discovering and categorizing text
documents [3].

Classification plays a crucial role in machine learning,
particularly in text classification, as it involves automat-
ically sorting a set of text documents into predefined
categories [4], [5]. Various machine learning classifiers
have been utilized in studies to assess the performance
of text classification. The most commonly used classifiers
for text classification include Naïve Bayes (NB), Support
Vector Machine (SVM), Decision Trees (DT), k-Nearest
Neighbor (KNN), and Neural Networks (NN) [6]. However,
the excessive dimensionality of the feature space hampers
the performance of text classification. Therefore, reduc-
ing dimensionality is considered one of the most crucial
challenges to overcome in text classification tasks. Feature
extraction (FE) and feature selection (FS) are two traditional
methods used to address this challenge. FS, used for dimen-
sionality reduction, is essential for improving classification
accuracy [7], [8].

FS refers to the procedure of obtaining a subset of the
original features based on specific FS criteria, selecting the
most important and relevant features from the dataset. FS is
widely used and important due to its ability to increase learn-
ing accuracy, reduce learning time, and simplify learning
results [9]. It enhances the effectiveness of classification
by reducing data dimensionality through the elimination of
irrelevant and redundant features [10]. Feature selection tech-
niques, including filter-based and wrapper-based methods,
are commonly used for FS. Filter-based methods evaluate
features independently of the classification algorithm, using
statistical measures to rank features based on their relevance
to the target class. The filter model can be divided into two
categories: feature ranking algorithms and subset search algo-
rithms. Feature ranking is a crucial step in text classification,
as it helps identify the most relevant and informative features
for a given task. On the other hand, wrapper-based meth-
ods evaluate features in conjunction with the classification
algorithm, selecting a subset of features and training the
classifier on that subset. The performance of the classifier
is then used to evaluate the quality of the feature subset.
Common wrapper-based methods include forward selection,
backward elimination, and genetic algorithms [11].

Various feature ranking techniques are employed to reduce
the dimensionality of data such as IG [12], PCC [3], [13],
ReliefF [14], [15], RDC [8] and RBFR [16]. IG is commonly
used in decision tree-based algorithms for feature selection.
It quantifies the reduction in entropy or uncertainty of the
target class labels provided by the presence of each term (fea-
ture). Features with higher information gain are considered
more informative and relevant for classification. Information
gain assesses the ability of a feature to split the data into more
homogeneous subsets based on class labels [12]. PCC is a sta-
tistical measure that quantifies the linear relationship between
two variables. In feature ranking, PCC is used to assess the
association between each feature and the target class labels.

It measures the strength and direction of the linear relation-
ship between a feature and the target class. A high PCC score
indicates a strong linear association between the feature and
the target class, suggesting its relevance and importance for
classification [3], [13]. ReliefF is a feature ranking algorithm
commonly used in machine learning tasks, including text
classification. It evaluates the relevance of each feature based
on the concept of nearest neighbors. ReliefF estimates the
quality of features by considering the differences between the
feature values of the nearest instances belonging to the same
and different classes. It assigns higher weights to features
that can effectively discriminate between different classes.
ReliefF is particularly useful in handling noisy and redundant
features, as it focuses on identifying features that contribute
significantly to the classification task [14], [15],

The RBFR algorithm addresses the ranking problem by
assigning relevance ranks based on the feature’s association
with the target class. High weights are given to features that
fully represent the class, while features present in multiple
classes are less likely to be selected. The RBFR algorithm
follows several steps, including ranking features based on true
positive rate-false positive rate, removing features with low
false positive rate, merging selected features from different
algorithms, and re-ranking based on class-specific weights.
The algorithm considers metrics like true positive, true neg-
ative, false positive, and false negative to determine feature
ranks. to mitigate the inclusion of negative features, a sec-
ondary filtration step based on false positive rate is applied to
eliminate weakly represented features [16].

RDC is a new feature ranking method proposed by
Rehman et al. [8] for text data, which enhances the rank
of frequently occurring terms presented in one class. RDC
calculates the rank of a term by weighing the difference
between the true positive rate (tpr) and false positive rate
(fpr) for every term count. By incorporating (tpr, fpr) while
calculating the rank of the term, RDC can select terms more
efficiently for text classification. RDC calculates tpr and fpr
for each term count, rather than calculating single values
for tpr and fpr for every term. These tpr and fpr values
are calculated for frequently occurring terms. In the RDC
method, information regarding the term count is included
to rank the term, which is ignored in other feature ranking
methods such as IG, PCC, and ReliefF. In the RDC method,
document frequencies of the term are split into DF of term
count to rank the term. Each term is given a term count (TC),
which is the total number of occurrences in a document [8].
RDC is a technique that ranks the features of a given text
dataset based on their relevance to the classification task. The
higher the relevance of a feature to the classification task,
the higher its rank will be. RDC considers the number of
times a term appears in a document and compares it with
the number of times it appears in other documents, then
uses this information to assign a relevance score to each
feature. However, RDC has a limitation when it comes to text
classification tasks involving multiple classes. In such tasks,
the dataset is typically split into multiple two-class problems,
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where one class is considered positive, and all other classes
are combined to form the negative class. RDC focuses only
on how many times a term appears in each document, and
it ignores how many times a term appears in each category,
which can result in high-class skew problems [8]. To address
this limitation, the proposed ARDC technique improves RDC
using the Alternative Accuracy 2 (AAcc2) metric which
proposed by Şahin et al. [17], that takes into account the
term count per category to solve the RDC high-class skew
problem.

In ARDC, features are ranked using RDC with the AAcc2
metric to identify the most significant features and remove
the unbalanced ranking of term frequency. To this end,
the ARDC computes the tpr and fpr for every term count
based on the category, using AAcc2. The performance of the
ARDC was evaluated using three real-world datasets named
Reuter21578, 20newsgroup, and TDT2 in several experi-
ments. According to the reported results, ARDC outperforms
IG, PCC, ReliefF, RDC, and IRDC in the most cases.

The rest of the paper is structured as follows: Section II pro-
vides a brief summary of previous works. Section III presents
the details of the suggested ARDC technique. Section IV
describes the experimental procedure, and Section V dis-
cusses the findings. Finally, Section VI summarizes the paper
and suggests future work.

II. RELATED WORK
Text classification involves assigning documents to one or
more categories. The manual classification of texts takes
a long time, particularly for large datasets; consequently,
automated text classification is increasingly being used in dif-
ferent applications [3], [18]. A text document is a set of words
organized in accordance with the corresponding linguis-
tic grammar rules. However, although word arrangement is
required to construct meaningful phrases, for text classifiers,
the text document is typically depicted as a ‘bag of words’,
in which the word sequence is not taken into consideration in
the classification procedure [19]. Consequently, a document
Di is shown as a vectorDi = {TW 1i,TW 2I , . . . ,TW vi} ,

where TW ji denotes the weight of the jth term based on a
vocabulary of words T = {t1, t2, . . . , tv}. A general method
for weighting terms in documents is TF-IDF, where tf (t,D)

is the term frequency and idf (t,D) is the inverse document
frequency of the term t in document D [3], [20]. Issues
with text classification may involve thousands of features,
making it a high-dimensional problem. Although the average
collection of texts contains tens of thousands of words. The
vast majority of them have little to no information to predict
the text label. The relationship among features defines that the
feature is constantly very important for determining the class
label, thus feature selection is critical not only to enhance
classification performance but additionally to decrease stor-
age requirements [3].

Various methods for selecting text features are found in
the literature [2], [3], [7], [8], [16], [17], [21], [22], [23],
[24], [25]. The paper by Sahin and Kilic [17] proposed two

new filter-based feature selection metrics as alternatives to
existing ones. The first metric is the relevance frequency
feature selection, which adds new parameters to the relevance
frequency approach used in text classification. The second
metric is the AAcc2, which modifies the parameters of the
accuracy 2 metric. The relevance frequency feature selection
and AAcc2 metrics were found to be successful compared to
existing ones.

Adeleke et al. [2] proposed a two-step feature selection
technique for labeling instances of the input data (Quranic
verses). The first step involves minimizing the dimensionality
of the feature set using the chi-squared filter-based technique,
and in the second step, the wrapper is used to further select
the most relevant features from the reduced feature set. This
method achieved an accuracy result of 93.6% at 4.17 seconds,
outperforming the standard filter-based chi-squared and the
wrapper correlation-based technique in terms of accuracy and
processing time.

Bahassine et al. [23] introduce ImpCHI, a method for
improving chi-squared feature selection to enhance the effi-
ciency of classifying Arabic text. The ImpCHI method
outperformed other techniques, with the best f-measure of
90.50% obtained on 900 features.

The study presented in [25] proposes a hybrid approach for
text classification of Urdu news articles by combining filter
feature selection methods such as chi-squared, information
gain, and gain ratio with latent semantic indexing. The study
used the Urdu dataset called ‘‘ROSHNI’’. The results of the
proposed method show a superior classification with signifi-
cant accuracy and efficiency. The proposed method achieves
an accuracy of up to 62.57%, which is relatively satisfactory
compared to other techniques.

A research work done by [16] introduces a novel algorithm
called Relevant-Based Feature Ranking (RBFR) that aims
to identify and select smaller subsets of highly relevant fea-
tures within the feature space. The performance of RBFR is
compared against five existing filter-based feature selection
methods on three datasets: 20newsgroup, Reuters, and WAP.
The evaluation of the RPFR method involves testing it with
five machine learning models, namely SVM, NB, KNN,
random forest, and logistic regression. The results indicate
that the RBFR method achieves a 25.4305% higher accuracy
compared to the existing feature selection methods.

Several research adopted Meta-heuristic technique as fea-
ture selection such as the study presented by [26] is a
novel Meta-heuristic approach called Binary Multi-objective
Chimp Optimization Algorithm (BMOChOA), which incor-
porates a dual archive and a KNN classifier to extract relevant
aspects from medical data. To explore the effectiveness of
BMOChOA, twelve different versions are implemented based
on group information and the types of chaotic functions
employed. The performance of these variations is compared
with three benchmark multi-objective FS methods, using
14 popular medical datasets of varying dimensions. The eval-
uation is carried out using four multi-objective performance
metrics, and the results indicate that the proposed FS method
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excels in achieving the optimal trade-off between the two
objective functions: the number of features and classification.

In the study by [27], a novel Meta-heuristic technique
called discrete artificial gorilla troop optimization (DAGTO)
is introduced for the first time to handle feature selec-
tion (FS) tasks in the healthcare sector. Four variants
of the proposed method are implemented, depending on
the number and type of objective functions: (1) single-
objective DAGTO (SO-DAGTO), (2) bi-objective wrapper
DAGTO (MO-DAGTO1), (3) bi-objective filter wrapper
hybrid DAGTO (MO-DAGTO2), and (4) tri-objective filter
wrapper hybrid DAGTO (MO-DAGTO3) for the identifica-
tion of relevant features in diagnosing a particular disease.
An outstanding gorilla initialization strategy is provided
based on label mutual information (MI) to increase pop-
ulation variety and accelerate convergence. To verify the
performance of the presented methods, ten medical datasets
of variable dimensions are taken into consideration. A com-
parison is also carried out between the best of the four
suggested approaches (MO-DAGTO2) and four established
multi-objective FS strategies, and its superiority is statis-
tically proven. Finally, a case study is performed with
COVID-19 samples to extract critical factors related to it and
to demonstrate its fruitfulness in real-world applications.

The work done in [28], aims to predict the health condition
of COVID-19 patients by identifying relevant factors using an
improved binary multi-objective hybrid filter-wrapper chimp
optimization Meta-heuristic (EBMOChOA-FW) based fea-
ture selection (FS) approach. In some cases, the initial version
of the chimp optimization algorithm (ChOA)may get trapped
in local optima. To address this issue, a novel variant called
EBMOChOA is developed by integrating the Harris Hawk
Optimization (HHO) into the original ChOA. This integration
aims to enhance the search capabilities of the optimizer and
expand its applicability across various domains. The location
change step in the ChOA optimizer is divided into three
parts: modifying the population using HHO to create an
HHO-based population, generating hybrid entities based on
HHO-based and ChOA-based individuals, and adjusting the
search agent using a greedy technique and ChOA’s tools.
The effectiveness of EBMOChOA-FW is demonstrated by
comparing it to five well-known algorithms on nine different
benchmark datasets. Additionally, its strengths are applied
to three real-world COVID-19 datasets to predict the health
condition of COVID-19 patients.

While this section reviews the previous research car-
ried out using RDC feature selection in text classification.
Various researchers have improved the RDC method, for
example, Normalized RDC (NRDC) [24], Improved RDC
(IRDC) [7], Multivariate RDC (MRDC) [3], De-redundancy
RDC (DRDC) [22], and hybrid RDC with Ant Colony
Optimization (RDCACO) [21]. For RDC, it takes into con-
sideration the document frequency for each term count (tc)
to define the rank of the term. In unbalanced datasets, doc-
ument frequencies are measured by the size of the class.

The true positive rate (tpr) of a term in the positive class
is its normalized document frequency, while in the negative
class, the normalized document frequency is its false positive
rate (fpr). RDC calculates tpr and fpr for every term count
(tc) rather than just calculating a single number for tpr and
fpr for a term. The selection criterion used in RDC is as in
Equation 1 [8].

RDC tc =

∣∣tpr tc − fpr tc
∣∣

min
(
tpr tc, fpr tc

)
× tc

(1)

In NRDC the normalized coefficient N defined as in
Equation 2, was utilized to remove the term frequency in
unbalanced feature ranking.

N =
Avglength
Length

(2)

where Avglength is the average length of the documents in
the datasets, and Length is the current length of the docu-
ments. Subsequently, the normalized term count (Ntc) can
be presented as in Equation 3 and NRDC is calculated as in
Equation 4 [24].

Ntc = N ∗ tc (3)

NRDC =
|tpr − fpr|

min (tpr, fpr)
∗ Ntc (4)

IRDC assigns a high rank to the rare and informative terms
for every class used, for performance improvement and to
decrease the computational overhead. It makes a trade-off
between terms that occur frequently and rarely. Thus, IRDC
does not disregard frequent terms; rather, it tends to reduce
the number of these terms while increasing the number of
rare ones. To assign a high rank to tpr tc and fpr tc for rarely
occurring terms, IRDC divides the document frequency of
term count by the total of the document frequency of term
counts in the positive class and negative class, as shown in
Equations 5 and 6 respectively [7].

tpr tc =
tptc∑n
i=0 tc

(5)

fpr tc =
fptc∑n
i=0 tc

(6)

IRDC multiplies the term count (tc) instead of dividing it
as defined in RDC Equation 1 that subsequently increases the
ranking of rare terms, as shown in Equation 7 [7].

IRDC tc =

∣∣tpr tc − fpr tc
∣∣

min
(
tpr tc, fpr tc

) × tc (7)

The MRDC focuses on reducing redundant features using
the concepts of minimum redundancy and maximum rele-
vance. Thus, MRDC consider the redundancy between the
features besides the maximum relevance using a Pearson
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correlation coefficient metric, as defined in Equation 8 [3].

MRDC fi

= RDC (fi) −

∑
fi ̸=fj,fj∈S

×

∣∣∣∣∣∣
∑

d∈|docs|
(
fi,d − f̄i

) (
fj,d − f̄j

)√∑
d∈|docs|

(
fi,d − f̄i

)2√∑
d∈|docs|

(
fj,d − f̄j

)2
∣∣∣∣∣∣ (8)

where f̄i and f̄j are mean values of the fi and fj vectors,
respectively. fi,d is the value of features i and fj,d is the value
of features j for dth document. The value of 1 stands for a
perfect positive correlation, whereas the value of −1 stands
for a perfect negative correlation.

Jin et al. [22] proposed a new technique called De-
redundancy Relative Discrimination Criterion (DRDC),
which takes into account the redundancy between terms when
evaluating their importance. DRDC utilizes both RDC and
mutual information to measure the relevance of terms to
categories and their redundancy between terms. Respectively,
during the selection process, the scores of RDC and mutual
information are normalized separately to balance them and
reduce the impact of mutual information. To find the optimal
term subset, DRDC iteratively selects the term with maxi-
mum relevance to categories and minimum redundancy with
terms already in the feature subset [22].

Hemmati et al. [21] combine the Relative Discrimination
Criterion (RDC) and Ant Colony Optimization (ACO) tech-
niques in a two-stage FS technique. In the first stage, RDC
is applied to rank features based on their values, and features
with lower values than a threshold is removed from the feature
set. In the second stage, an ACO-based feature selection
method is applied as a wrapper method to select redundant
or irrelevant features that were not removed in the first stage.
The experimental results demonstrate the effectiveness of the
RDC-ACO method in text feature selection [21].

III. THE SUGGESTED FEATURE RANKING TECHNIQUE:
ALTERNATIVE RELATIVE DISCRIMINATION
CRITERIA (ARDC)
In In this research, an alternative feature ranking method
called the alternative relative discriminative criterion
(ARDC) is proposed. The ARDC is specifically designed
for text classification tasks and consists of three stages: pre-
processing, feature selection, and evaluation. Firstly, the raw
text documents underwent various pre-processing methods,
including tokenization, stemming, and stop-word removal.
These methods were applied to transform the documents into
a valuable and proper representation. Then, the terms were
converted into real-valued vectors using the bag-of-words
method. In the second stage, the proposed ARDC feature
ranking criterion was employed to obtain the most significant
features and address the issue of unbalanced ranking caused
by the high-class skew problem in text classification. This
helped eliminate the disparity in term frequency rankings.
In ARDC, the alternative Acc 2 metric was applied to cal-
culate the difference between TPR and FPR. Finally, in the

FIGURE 1. The framework of the ARDC.

last stage, the ranked features were evaluated using several
classifiers, including multinomial naïve Bayes (NB), Support
Vector Machine (SVM), Multilayer Perceptron (MLP), k-
nearest neighbor (K-NN), and decision tree (DT). These
stages are illustrated in Figure 1, while Figure 2 provides the
definition of the ARDC Algorithm.

A. DATASET COLLECTION
The dataset consists of a collection of documents belonging
to various categories. These datasets were specifically created
to train and evaluate the algorithm’s performance when pre-
sented with new documents. In this research, three distinct
single-labeled datasets were utilized, each characterized by
varying dataset sizes and class skews: Reuter21578, 20news-
group, and TDT2. These datasets, namely Reuter21578,
20newsgroup, and TDT2, are widely regarded as standard
datasets for text classification tasks. They are sourced from
The UCI Machine Learning Repository, which provides a
comprehensive collection of datasets commonly used as
benchmarks for various machine learning tasks, including
classification. These datasets have been extensively utilized
in previous studies [3], [7], [8], [17] within the field. The
datasets used are summarized in Table 1.

B. DATA PRE-PROCESSING
In text classification problems, the vector space or bag-of-
words model is commonly employed to represent documents.
In this model, a document is treated as a collection of its
words, disregarding word order and syntax. The frequency
of terms is utilized as feature values during classifier train-
ing. However, due to the large number of features generated
by this model, certain pre-processing methods need to be
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FIGURE 2. The algorithm of ARDC.

TABLE 1. Summary of the dataset used.

implemented to reduce the high dimensionality of the term
space. Tokenization, stop-word removal, and stemming are
among the most commonly performed pre-processing tasks
in text classification. Tokenization involves breaking down
the content of a file into individual words, referred to as
tokens. As an initial step, basic filtering is employed to
remove various types of characters, such as quotation marks,
question and exclamation marks, semicolons, and full stops,
in order to standardize the texts. This ensures that the sub-
sequent analysis focuses on meaningful and relevant words.
Thereafter, each apostrophe-separated suffix and prefix are
eliminated, such as ‘‘it’s’’ will be ‘‘it’’ only. After that, all
uppercase characters are converted to lowercase. Finally, the
text is tokenized by breaking the stream of text into words.
The stop-word removal procedure removes terms from the
feature space that are often used but lack discriminatory
information. For instance, the words ‘‘a,’’ ‘‘the,’’ and ‘‘that’’
are used frequently in almost all documents and provide

little meaningful information for classification. The stem-
ming procedure removes the root forms of the term. As a
result, various words with the same root can be recognized in
the feature space as the same term. The phrases ‘‘computer’’,
‘‘computing’’, ‘‘computation’’ and ‘‘computes’’ for example,
are semantically equivalent to their root ‘‘compute.’’ Porter’s
stemmer was used in this study for this purpose [29].

C. FEATURE RANKING USING ARDC
At this point, the suggested ARDC algorithm is utilized to
evaluate features, as shown in Figure 2.

The ARDC technique aims to improve feature ranking in
text classification by considering the number of times a term
appears in a positive class. This is because the frequency of a
term in the positive class is crucial for accurate classification.
Unlike existing feature ranking algorithms that use document
frequency (DF), the ARDC technique uses category count-
based measures to rank terms. The key idea of the ARDC
technique is to adjust the true positive and false positive rates
of the term count in positive and negative classes to assign
a high rank to frequent term counts in the positive class.
The ARDC technique considers both document frequency
(DF) and term count (TC) to determine the rank of a term
and boosts the weight of frequent terms in the positive class
by dividing the false positive rate (FPR) by the number of
categories in the negative class.

In ARDC, as presented in Figure 2, the True Positive
Rate (TPR) is the number of documents in the positive class
containing the term (T ) and having term count (TC) divided
by the number of documents in the positive class while the
False Positive Rate (FPR) is the number of documents in the
positive class containing the term (T ) and having the term
count (TC) divided by the number of documents in negative
class, as shown in Equations 9 and 10 respectively.

TPRTC =
TPTC
POS

(9)

FPRTC =
FPTC
NEG

(10)

The value of DTC is calculated by dividing FPRTC by
the number of categories contained in the negative class,
as defined in Equation 11. The resulting term DTC is then
used to calculate the ARDC, as shown in Equation 12.

DTC = DFTC ×

∣∣∣∣TPRTC −
FPRTC

K − 1

∣∣∣∣ (11)

ARDCTC =
(DTC)

min (TPRTC,FPRTC) × TC
(12)

where K is the total number of categories (classes) and DF
is document frequency, to ensure difference for some terms,
because AAcc2 values may be the same in some cases [17].

1) AN ILLUSTRATIVE EXAMPLE
In many text datasets, it is common to encounter texts from
more than two categories. When dealing with a multi-class
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TABLE 2. Example dataset having twelve documents and four unique
terms.

TABLE 3. Documents frequency of the terms with their term count.

classification problem, it is often divided into several two-
class problems. Each two-class problem consists of one
positive class and the remaining classes grouped together to
form the negative class. This approach enables the application
of binary classification techniques to handle the multi-class
scenario effectively [17]. An example dataset was used to
explain ARDC. Table 2 displays this dataset with twelve
documents and the four unique terms, which are Pen, Eraser,
Notebook, and Ruler.

Suppose that this dataset has four multiple categories
(classes). Thus, the value of K is first determined, which is
equal to four. Table 3 then displays the document frequencies
for every term at various term counts in both classes.

According to the proposed criteria, the term ‘Pen’ stands
out as the most significant among the four terms. It exhibits
a high frequency in the positive class and appears rarely in
the negative class. ‘Ruler’ and ‘Notebook’ are also considered
to have relatively high scores. On the other hand, ‘Eraser’
is regarded as the least important term based on the given
criteria.
TPRTC is calculated for every term count in the positive

class and FPRTC is calculated for every term count in the
negative class, while, TPRTC is the term count document
frequency for every term. Consequently, FPRTC is calculated
by dividing the term count document frequency in the nega-
tive class by the number of categories in this class. Table 4
presents the calculation of TPRTC and FPRTC for every term
count of a term in the positive and negative classes.

TABLE 4. Calculation of TPRTC and FPRTC in positive and negative
classes.

TABLE 5. ARDC calculation for terms.

Table 5 displays ARDC values for various term counts.
A term count is given a high ranking by the suggested
ARDC if it frequently appears in the positive class. According
to [30], if a term appears in one class, the minimal document
frequency of that term is calculated as zero and that divides
the difference by zero, causing an undefined value. Thus,
in order to avoid dividing by zero, the ARDC divides the
difference over TPRTC and FPRTC by a small value that
is (ϵ), given a value of 0.1, which was used in previous
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TABLE 6. AUC for ARDC calculations for terms.

studies [3], [7], [8]. The other essential factor for deciding
term rank is the term count. Typically, when the term count
values increase, the document frequency of this term count
decreases and drops until it reaches zero and a difference in
higher term counts will have greater benefits than lower term
counts when dividing by the factor (ϵ). To assign a higher
weight to the difference between TPRTC and FPRTC , they are
divided by multiplying the minimum of TPRTC and FPRTC
with the term count (TC). This loop is continued until the
TCMAX count is found. The final value of the term, T , is found
through AUCT and then the algorithm stops.
In alignment with the procedures in earlier research [3],

[7], [8], [24], ARDC also considers the area under the curve
(AUC) for term rank, shown in Table 6. As shown in Table 6,
the highest area under the curve (AUC) is assigned to the
terms ‘Pen’ and ‘Ruler’, which frequently occur in the posi-
tive class, followed by the term ‘Notebook’; lastly is the term
‘Eraser’, which is the least important.

D. CLASSIFICATION
The experiments were conducted using widely recognized
classifiers for text classification: NB, MNB, SVM, MLP,
KNN, DT, RF, and LR. These classifiers were chosen based
on their established effectiveness in text classification tasks.

NB is a widely utilized classifier in the domain of text
classification. Thismodel operates on the probabilistic princi-
ples of Bayes theorem. It categorizes instances based on their
similarity and predicts the class of a new sample by assessing
its relationship with each class [16]. MNB is a probabilistic
classifier that assumes the independence of input features
given the target class. It leverages the probabilities of fea-
tures occurring in different classes to make predictions [3].
SVM, introduced by Cortes and Vapnik [31], is a supervised
technique within the realm of statistical learning. It is widely
used to distinguish between linear and non-linear data, and
it possesses robust predictive capabilities to address non-
linear problems. Beyond classification tasks, SVM is also a
valuable tool in regression and clustering applications due to
its versatility and effectiveness [32]. MLP is a type of neural
network that operates using supervised learning. It consists
of three fundamental layers: the input layer, hidden layer(s),
and output layer. MLP is a self-adaptive and data-driven
technique that can organize these layers based on the pro-
vided data, without requiring a specific specification for the
functional or distributional structure of the underlying model.

This flexibility allows MLP to effectively learn complex pat-
terns and relationships within the data [33]. Whereas KNN
is a classification algorithm that involves determining the
k-nearest training vectors to a given instance and assigning
the class of the new instance based on the most frequent
category or label among its closest neighbors. The Euclidean
distance formula is commonly employed in KNN classifiers
to measure the distance between pairs of vectors, which helps
determine the proximity of instances in the feature space.
By leveraging the concept of proximity, KNN can make
predictions based on the characteristics of similar instances
in the training data [34], DT is a machine learning algorithm
that learns simple decision rules and constructs a hierarchical
structure to estimate the target value of a variable based on
the provided training data. It recursively partitions the feature
space based on the values of input features to create a tree-like
structure. At each internal node of the tree, a decision rule is
defined based on a specific feature, and the tree branches out
accordingly. Ultimately, the leaf nodes of the decision tree
provide the estimated target values based on the learned pat-
terns from the training data [3]. While. RF is a classifier that
belongs to the ensemble-based family of algorithms. It lever-
ages multiple decision trees in its classification process. The
number of decision trees is predetermined prior to the start
of classification. Each decision tree is trained independently
on a distinct subset of inputs. Subsequently, the outputs of
each decision tree are combined through a majority voting
scheme to determine the final class assignment [16]. LR is a
specialized type of classifier that is specifically designed for
classifying linearly separable data. It builds a decision bound-
ary, also known as a margin, to distinguish between different
classes. When new instances are encountered, LR assigns
them a class based on their position relative to the margin.
Instances located on one side of the margin are assigned to
one class, while those on the other side are assigned to the
opposite class [16].

All classifiers were used with default settings and imple-
mentation of the machine learning Toolkit WEKA (Waikato
Environment for Knowledge Analysis) version 3.8.4 [35].
It is a Java open-source platform that comprises several
machine learning algorithms. The default number of itera-
tions in the WEKA toolkit to produce statistically relevant
results is ten. In ten cross-validation, datasets are randomly
partitioned into ten folds that are not dependent on each other.
The training process is repeated ten times, and the testing
process is also repeated ten times [7].

E. EVALUATION
Based on confusion metrics, four basic rules are used to
evaluate the performance of an algorithm, as follows:

i True-positive (TP): a result where the model correctly
predicts the positive class.

ii False-negative (FN ): a result where the model incor-
rectly predicts the negative class.
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TABLE 7. Confusion metrics.

iii False-positive (FP): a result where the model incor-
rectly predicts the positive class.

iv True-negative (TN ): a result where the model correctly
predicts the negative class.

Table 7 shows some basic guidelines for measuring the
performance of the algorithm using the confusion matrix.

In text classification techniques, precision (P), recall (R),
f-measure (FM), and accuracy (ACCU) are usually used to
evaluate performance, where precision (P) is the ratio of TP
to the total of TP and FP, The recall is calculated as the
ratio of TP to the total of TP and FN , F-measure is based
on precision and recall, it is the harmonic mean, which com-
bines recall and precision, while, accuracy is the ratio of the
correctly identified objects, TP and TN , to the total number
of objects, TP, TN , FN and FP. The following equations give
the formal definitions of these measurements respectively.

P =
TP

TP+ FP
(13)

R =
TP

TP+ FN
(14)

FM = 2 ×
P× R
P+ R

(15)

ACCU =
TP+ TN

TP+ FP+ TN + FN
(16)

IV. RESULTS AND DISCUSSION
In this section, the performances of two existing feature
ranking algorithms IG, PCC, ReliefF, RDC and IRDC were
compared with the proposed ARDC algorithm. In these
experiments, ARDC was implemented using Java program-
ming language using Eclipse IDE 2020-09 in the data
pre-processing stage. In the classification and evaluation
stages, the WEKA tool employed using common classifiers:
MNB, SVM, MLP, KNN, and DT. The ARDC algorithm was
evaluated on three text datasets (Reuter21578, 20newsgroup,
and TDT2) taken from the UCI machine learning repository.
Theywere run consecutively on a computer with an Intel Core
i7 processor, 8GB of total main RAM, and Dell OS 64-bit
as the operating system. In addition, the experimental results
were validated in terms of the number of selected features
and the performance of the classifiers using precision, recall,
f-measure, and accuracy measurement criteria.

The results obtained for ARDC, RDC, IRDC, IG, PCC, and
ReliefF for the different classifiers (MNB, SVM,MLP, KNN,
and DT) are shown in Tables 8, 9, 10, 11, and 12 respectively.
The results in Table 8 show that the performance of ARDC

in MNB is better than that of RDC, IRDC, IG, PCC, and
ReliefF in all cases except in precision and f-measure of
the TDT2 dataset, where RDC performed better than ARDC

TABLE 8. Comparison of ARDC with Existing techniques in terms of
precision, recall, F- measures and accuracy using the MNB classifier.

TABLE 9. Comparison of ARDC with existing techniques in terms of
precision, recall, F- measures and accuracy using the SVM classifier.

and IRDC. Particularly, the ARDC produced the highest
accuracy 68.8 %, which is better than that of the RDC
(55.8%), IRDC (55.5%), IG (61.6%), PCC (60%), and Reli-
efF (60.8%) for the Rueter21578 dataset. While the ARDC
achieved the highest accuracy for the 20newsgroup dataset,
at 28.3%, it outperformed all the RDC (18.3%), the IRDC
(17.4%), IG (26.3%), the PCC (25.6%), and the ReliefF
(27.5%). Additionally, the ARDC produced 52% accuracy
of the TDT2 dataset, which is higher than the results of the
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TABLE 10. Comparison of ARDC with Existing techniques in terms of
precision, recall, F- measures and accuracy using the MLP classifier.

TABLE 11. Comparison of ARDC with existing techniques in terms of
precision, recall, F- measures and accuracy using the KNN classifier.

RDC (51.6%), IRDC (40.2%), IG (41.6%), PCC (43.6%), and
ReliefF (42.2%).

Based on the results presented in Table 9, the ARDC
method outperforms all techniques for the SVM classifier
in terms of overall performance. The accuracy achieved by
ARDC was the highest for the Reuter21578 dataset at 74.7%,
while RDC, IRDC, IG, PCC, and ReliefF achieved 71.7%,
60.1%, 69.6%, 67.9%, and 68.2%, respectively. In addition,

TABLE 12. Comparison of ARDC with existing techniques in terms of
precision, recall, F- measures and accuracy using the DT classifier.

ARDC produced a higher accuracy of 81.1% for the 20news-
group dataset compared to RDC, IRDC, IG, PCC, and
ReliefF, which achieved 43.7%, 41.8%, 70%, 68.5%, and
61.6% respectively. Furthermore, the accuracy achieved by
ARDC for the TDT2 dataset was 82.6%, which was higher
than that of RDC (80.0%), IRDC (58.8%), IG (70.6%), PCC
(73%), and ReliefF (72.4%).

Table 10 shows that the ARDC method outperforms RDC,
IRDC, IG, PCC, and ReliefF methods in terms of overall
performance for MLP except for the 20newsgroup dataset.
The Reuter21578 dataset achieved the highest accuracy with
ARDC at 64.6%, while RDC, IRDC, IG, PCC, and ReliefF
achieved 48.3.3%, 16.7%, 13.1%, 35.3%, and 45.8% respec-
tively. While, PCC achieved a higher accuracy of 13.1%
for the 20newsgroup dataset, whereas ARDC, RDC, IRDC,
IG, and ReliefF achieved 10.3%, 10.6%, 12.8%, 11.4%, and
10.6% respectively. Moreover, the TDT2 dataset achieved
an accuracy of 86.2% with ARDC, which is higher than
RDC (80.0%), IRDC (60.6%), IG (40.4%), PCC (52%), and
ReliefF (39.8%).

According to the results of KNN in Table 11, the overall
performance of ARDC is better than that of RDC, IRDC,
IG, PCC, and ReliefF. Moreover, the ARDC provided the
highest accuracy in the Reuter21578 dataset, at 77.2%, out-
performing the RDC (73.3%), IRDC (67.1%), IG (71.6%),
PCC (72.5%), and ReliefF (74.2%). The ARDC produced a
higher accuracy of the 20newsgroup dataset, at 72.6%, than
did the RDC, IRDC, IG, PCC, and ReliefF (56.5%, 60%,
56.2%, %%.2%, and 47.9%, respectively). The ARDC also
gave the highest accuracy on the TDT2 dataset, exceeding
the RDC (86.6%), IRDC (57.6%), IG (57.4%), PCC (66%),
and ReliefF (66.6%) with a performance of 87.2%.
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TABLE 13. Comparison of ARDC with RDC and IRDC in terms of precision, recall using the Reuter21578 dataset.

In addition, ARDC outperformed RDC, IRDC, IG, PCC,
and ReliefF in all cases using the DT classifier, as shown
in Table 12. For the Reuter21578, the ARDC produced
the highest accuracy 98.9 %, which is considerably bet-
ter than RDC (90%), IRDC (90.2%), IG (85.3%), PCC
(84.3%), and ReliefF (83.2%). Whereas the ARDC accom-
plished the highest accuracy for the 20newsgroup dataset,
at 99.9%, it greatly outperformed both the RDC (75.9%),
IRDC (88.2%), IG (66.6%), PCC (65.6%), and ReliefF
(60.2%). Moreover, the ARDC produced 94.8% of the TDT2
dataset, which is higher than the results produced by the
RDC (91.4%), IRDC (79.2%), IG (89.2%), PCC (90%), and
ReliefF (89%).

The aim of feature selection ranking methods is to assign
a rank value to each feature indicating its level of signifi-
cance. To objectively evaluate the performance of the ARDC,
an equal number of features were selected and compared with
existing methods such as RDC and IRDC. The performance
of each technique was assessed by varying the number of
features considered, ranging from the top 10, 20, 50, 100,
200, 500, 1000, to 1500 features. This evaluation allowed for
a comprehensive analysis of how well the ARDC approach
performed in comparison to other techniques across different
feature subset sizes [3], [7], [8].

Tables 13, 14 and 15 show the number of times ARDC pro-
duced superior results compared to RDC and IRDC in terms
of precision, recall, and F-measure values when used on the
Reuter21578, 20newsgroup and TDT2 datasets respectively.
Table 13 shows that ARDC obtained better results for all
classifiers for all the numbers of features using Reuter21578
dataset. Similarly, ARDC outperformed RDC and IRDC in
most of the cases when used on the 20newsgroup datasets

(Table 14) except for MLP classifier on the top 1500 shows
that IRDC perform better than ARDC and RDC. Table 15
show that, for the TDT2 dataset, ARDC produced good
results for the SVM, KNN, and DT classifiers. However, for
MNB, ARDC produced better results for the top 20 features,
in terms of precision and F-measure. In terms of recall, RDC
and ARDC obtained the same results in term of 20 feature
and ARDC produced good results in terms of recall for the
top 100, 200, 500 and 1000. While for the MLP classifier
ARDC produced better result in most of the cases except in
the top of 10 features RDC produced better results in term of
precision and F-measure.

For the accuracy evaluation metric, it has been graphi-
cally depicted for the Reuter21578, 20newsgroup, and TDT2
dataset respectively in the Figures 3-17 as detailed in the
following.

Figures 3-7 present the accuracy of the proposed ARDC
in comparison to the RDC and IRDC on the Reuter21578
dataset. The results revealed that the proposed ARDC had
superior accuracy in almost all cases than both the RDC
and IRDC. Figure 3 showed that the ARDC with the MNB
classifier reached the highest accuracy on the top 100 features
with a performance of 69.3%, the ARDC outperformed both
the RDC (36.6%) and the IRDC (30.6%). Furthermore, the
ARDC produced 74.7% in Figure 4 of the SVM classifier
while the RDC (71.7%) and the IRDC (60.1%). Other-
wise, related to the MLP classifier, RDC (78.9%) and IRDC
(70.9%), the ARDC produced a higher accuracy in Figure 5
of the MLP classifier at 82.6%. For the KNN classifier, the
ARDC also provided the top in Figure 6 with the highest
accuracy, beyond the RDC (79.1%) and IRDC (75%) with a
performance of 89.2%. Finally, the DT classifier in Figure 7
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TABLE 14. Comparison of ARDC with RDC and IRDC in terms of precision, recall using the 20newsgroup dataset.

TABLE 15. Comparison of ARDC with RDC and IRDC in terms of precision, recall, F- measures and accuracy using the TDT2 dataset.

the ARDC outperformed the RDC and IRDC (92.2% and
91.7%, respectively) in terms of accuracy with a result of
99.1%.

Figure 8-12 compares the accuracy of the proposed ARDC
to the RDC and IRDC with MNB, SVM, MLP, KNN, and
DT using 20newsgroup dataset. The results indicate that for
all classifiers, the proposed ARDC’s accuracy is higher than

that of the RDC and IRDC. Except for 1500 features for
the MLP classifier IRDC is higher than ARDC and RDC
as well. The MNB classifier in Figure 8 achieved the high-
est accuracy with a performance of 42.3% for the ARDC
which outperformed both the RDC (22.4%) and the IRDC
(18.4%). In addition, the ARDC generated 81.3% in Figure 9
of the SVM classifier, outperforming the RDC (43.8%) and
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FIGURE 3. Accuracy comparison of ARDC, RDC and IRDC using
Reuter21578 dataset and MNB.

FIGURE 4. Accuracy comparison of ARDC, RDC and IRDC using
Reuter21578 dataset and SVM.

FIGURE 5. Accuracy comparison of ARDC, RDC and IRDC using
Reuter21578 dataset and MLP.

the IRDC (41.6%). Otherwise, comparing the RDC (47.4%)
and IRDC (49.3%), the ARDC produced a higher accuracy
in Figure 10 of the MLP classifier at 94.7%. However, the
ARDC also gave the top in Figure 11 with the highest accu-
racy, exceeding the RDC (59.4%) and IRDC (66.7%) with a
performance of 97.7%. Finally, The ARDC outperformed the
RDC and IRDC (77.7% and 89.7%, respectively) in terms of

FIGURE 6. Accuracy comparison of ARDC, RDC and IRDC using
Reuter21578 dataset and KNN.

FIGURE 7. Accuracy comparison of ARDC, RDC and IRDC using
Reuter21578 dataset and DT.

FIGURE 8. Accuracy comparison of ARDC, RDC and IRDC using
20newsgroup dataset and MNB.

accuracy on the DT classifier, with a result of 99.9% showed
in Figure 12.

Using the TDT2 dataset, Figures 13-17 present the accu-
racy of the proposed ARDC in comparison to the RDC and
IRDC. The results revealed that the proposed ARDC had
superior accuracy in almost all cases than both the RDC and
IRDC except for some cases in MNB. Figure 13 showed
that the MNB classifier achieved the highest accuracy for
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FIGURE 9. Accuracy comparison of ARDC, RDC and IRDC using
20newsgroup dataset and SVM.

FIGURE 10. Accuracy comparison of ARDC, RDC and IRDC using
20newsgroup dataset and MLP.

FIGURE 11. Accuracy comparison of ARDC, RDC and IRDC using
20newsgroup dataset and KNN.

both ARDC and RDC with a performance of 55.2%, the
ARDC and RDC outperformed the IRDC (43.6%). In addi-
tion, Figure 14 of the SVM classifier, shows that the ARDC
outperformed the RDC and IRDC with an accuracy rate
(ARDC 83.2%, RDC 80.8%, IRDC 58.4%). For the MLP
classifier, the ARDC produced a higher accuracy in Figure 15
at 90.4% compared to the RDC (86.4%) and IRDC (66.4%).
As well as, the ARDC gave the high performance in Figure 16
with the highest accuracy, exceeding the RDC (87.4%) and

FIGURE 12. Accuracy comparison of ARDC, RDC and IRDC using
20newsgroup dataset and DT.

FIGURE 13. Accuracy comparison of ARDC, RDC and IRDC using TDT2
dataset and MNB.

FIGURE 14. Accuracy comparison of ARDC, RDC and IRDC using TDT2
dataset and SVM.

IRDC (68%) with a performance of 91.6% for the KNN
classifier. Finally, the ARDC outperformed the RDC and
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FIGURE 15. Accuracy comparison of ARDC, RDC and IRDC using TDT2
dataset and MLP.

FIGURE 16. Accuracy comparison of ARDC, RDC and IRDC using TDT2
dataset and KNN.

IRDC (93.2% and 81%, respectively) in terms of accuracy
on the DT classifier, with a result of 95.4%.

It is concluded that ARDC produced better results with
almost all the cases especially for the large dataset having
a large number of features. However, overall results of the
proposed technique ARDC are better than that of RDC and
IRDC in term of precision, recall, F-measure, and accuracy
using five classifiers: MNB, SVM, MLP, KNN and DT
and three different datasets. Besides, in order to validate
the proposed ARDC approach and demonstrate its novelty,
an experiment was performed using the 20newsgroup dataset.
The experiment specifically employed the RBFR technique.
To assess the effectiveness of the ARDC approach, three
different classifiers, namely NB, RF, and LR, were utilized in
the experiment. This allowed for a comprehensive evaluation
of how well the ARDC approach performed with differ-
ent classifiers, providing insights into its effectiveness and

FIGURE 17. Accuracy comparison of ARDC, RDC and IRDC using TDT2
dataset and DT.

TABLE 16. Accuracy comparison.

applicability. Table 16 demonstrate the comparison of ARDC
with RBFR in term of accuracy.

The experimental results indicated that the ARDC
approach consistently achieved higher accuracy in the RF
and LR classifiers compared to the RPFR approach, with
the exception of NB classifier. These findings demonstrate
that, in general, the ARDC approach outperforms the RPFR
approach in terms of accuracy.

V. CONCLUSION
Text data with a high dimensionality is a difficult algorithmic
problem for machine learning. Therefore, the focus in this
paper was to rank the features and decrease the number
of unnecessary and duplicated features to improve perfor-
mance of the classifier. Themain contribution of the proposed
ARDC technique is to modify the true positive and false posi-
tive rates for terms counts in the positive and negative classes
to ensure a high rank for frequently occurring terms count in
positive class. The ARDC technique examines both the term
count and document frequency in order to rate the ranking of
the term and increases the weight of the frequent terms count
in a positive class by dividing the false positive rate by the
number of categories in the negative class. The experiments
demonstrated that among term count information improved
feature ranking algorithms, ARDC produces better precision,
recall, f-measure, and accuracy values in the majority of clas-
sification cases, thus it is an effective technique for feature
ranking. The performance of ARDC was compared with that
of the existing IG, PCC, ReliefF, RDC and IRDC algorithms
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by applying them on three datasets (Reuters21578, 20news-
groups, and TDT2), using MNB, SVM, MLP, KNN and DT
classifiers. The results revealed that the ARDC algorithm
achieved the highest performance in almost all cases. As well
as, the experiment validated the proposed ARDC and demon-
strated its effectiveness by achieving higher accuracy in RF
and LR classifiers compared to RPFR, indicating the general
superiority of ARDC in terms of accuracy, with the excep-
tion of the NB classifier. As a future work, the evaluation
of the efficiency of ARDC on a variety of other non-text
datasets can be carried out and uses the contemporary classi-
fiers like BERT or XLNet for text classification. In addition,
ARDC could be integrated with other techniques, such as
relevant-based feature ranking andmeta-heuristic techniques,
to leverage the strengths of each technique and produce a
more robust set of features for the model. This can potentially
lead to improved model performance, as the model is better
able to focus on the most relevant features.
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