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ABSTRACT Rescheduling is essential in real-world production to adjust schedules when significant
disturbances render existing ones non-optimal. Manufacturers are often required to reschedule production
tasks as quickly as possible. This paper proposes a rapid production rescheduling framework for flow
shop under machine failure disturbance, called PPGA-ANNSs, with the goal of minimizing makespan
while ensuring sufficient computational efficiency. The framework begins with a scheduling knowledge
creation phase conducted before starting production. It applies the proposed Perturbation Population Genetic
Algorithm (PPGA) to solve generated scenarios of flow shop production with machine failure problems.
The performance of the PPGA is compared to other research algorithms and to the standard genetic
algorithm (GA). The same data set from a widely used scheduling benchmark is used for all algorithms
to confirm the effectiveness of the PPGA. Artificial neural networks (ANNs) are then applied to store
the scheduling knowledge obtained from the PPGA. In the knowledge implementation phase, when a
machine failure problem occurs during production, the rescheduling solution is provided by the ANNs if
the machine failure problem is identical to a generated scenario. Otherwise, the rescheduling solution is
provided by the PPGA, using the initial solution obtained from the ANNs. Based on the experimental results,
the PPGA-ANNs framework demonstrates better performance in makespans than benchmark algorithms.
Additionally, it provides faster solutions, particularly for new machine failure problems. In conclusion, the
proposed framework is capable of minimizing the makespan with a short computational time for real-world
production, addressing the limitations of existing state-of-the-art meta-heuristic algorithms.

INDEX TERMS Artificial neural network, flow shop production, genetic algorithm, machine failure,
production rescheduling.

I. INTRODUCTION

Rescheduling problems of production systems are a form of
decision support that plays a crucial role in actual dynamic
manufacturing, where an unexpected situation can arise at any
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time. In the current competitive environment, effective pro-
duction scheduling and rescheduling have become important
for supporting innovative production methods and maximiz-
ing resource utilization for survival in the marketplace [1].
Predetermined schedules have been the norm in produc-
tion and manufacturing for decades. However, achieving
maximum productivity while adhering to the schedule has
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become challenging in today’s manufacturing environment,
which is fraught with uncertainties and complexities. Various
theoretical studies have been conducted to analyze novel
approaches to dynamic scheduling or rescheduling to miti-
gate the impact of intentional or unintentional disturbances
on production processes. Nevertheless, practical applications
in industry are rare [2].

In dynamic manufacturing, production rescheduling is typ-
ically required to moderate the consequences of disturbed
events while maintaining an optimum performance [3]. Sig-
nificant disturbances in production, such as machine fail-
ure, urgent job arrivals, and changes in due dates, make
previously established schedules infeasible and hence are
referred to as rescheduling factors [4]. These factors pose
a significant challenge to manufacturers, who are required
to perform rescheduling activities quickly and efficiently
to maintain high-quality production. Among these factors,
machine failure is a common occurrence in manufactur-
ing, which can lead to suboptimal machine performance
due to changes in the processing time. However, many
researchers in production scheduling have assumed that
machines are continuously available during the planning hori-
zon, which is a significant deviation from actual production
environments where unstable machines can delay product
launch [5].

Among the initiatives of Industry 4.0, new perspectives
and challenges in research on dynamic production scheduling
have received increasing attention [6]. This research pro-
poses a framework to address rescheduling problems in a
flow shop production with machine failure by using a hybrid
algorithm that combines a meta-heuristic algorithm, repre-
sented by the proposed genetic algorithm, and a supervised
learning approach, represented by an artificial neural net-
work (ANN). The proposed framework aims to generate a
new schedule in rapid computational time with minimized
makespan when a machine failure occurs. To achieve this
objective, the present research first produces scenarios of
machine failure in a large-scale flow shop production. Each
scenario is solved, and an appropriate schedule is found using
our proposed genetic algorithm, the Perturbation Population
Genetic Algorithm (PPGA). The PPGA’s performance is
evaluated and compared with existing algorithms using the
same data set from Taillard’s benchmark [7], which generates
scheduling problems of sizes that exceed the rare instances
published. Second, the ANNs are trained using the knowledge
gained from the machine failure scenarios and the suitable
schedule for each scenario. Consequently, a predicted sched-
ule can be obtained from the trained ANNs. In case the
predicted schedule is infeasible, the PPGA is still applied by
using the predicted schedule from the trained ANNs as an
initial solution to achieve a feasible schedule in a more effi-
cient computational time. The proposed framework is called
PPGA-based knowledge obtained from the trained ANNs
(PPGA-ANNS5). Finally, the optimality and computational
time of the proposed framework are compared to those of
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the standard genetic algorithm (GA) and PPGA without the
initial solutions from the trained ANNs.

The remainder of this paper is organized as follows:
Section II provides a comprehensive review of the rele-
vant literature on production scheduling and rescheduling.
Section III provides a detailed description of the flow shop
production problem. Section IV proposes a framework to
generate rapid production rescheduling, with the aim of mit-
igating the impact of machine failures on the performance
of dynamic manufacturing systems. Section V presents the
numerical implementation and experimental results to verify
the effectiveness of the proposed framework. Section VI
offers a comprehensive discussion and analysis of the find-
ings and implications derived from the experimental results.
Finally, Section VII presents the conclusions and suggests
potential avenues for future research.

Il. RELEVANT RESEARCH

Existing methodologies and techniques employed in the aca-
demic literature for production scheduling and rescheduling
problems serve as valuable resources for identifying gaps and
limitations in the current knowledge base. Moreover, they
aid in recognizing potential areas for integrating production
rescheduling systems. This literature review aims to present a
comprehensive survey of previous research on the methodol-
ogy of the problem domain, providing a clear understanding
of the need for content deliberation, position issues, and
the motivation behind the methodology developed in this
research. First, we provide a concise overview of previous
research on production scheduling, emphasizing the limita-
tions of previous methodologies. Subsequently, we present
new perspectives and existing research pertaining to the pro-
duction rescheduling problem.

A. PRODUCTION SCHEDULING

Production scheduling has been the focus of research in vari-
ous domains for several decades. It is defined as the problem
of determining an optimal schedule or sequence for a set of
jobs on a production line [8]. Moreover, based on a review
of the literature, the production scheduling problem is widely
recognized and classified as NP-hard [9].

The scheduling procedure also depends on the type of
environment, such as a single machine, parallel machine, flow
shop, or job shop [10]. Flow shop operation is one of the most
common production environments, used in several industries
such as automotive manufacturing [11], automobile manu-
facturing [12], plastic products [13], and wood industry [14].
Since the 1950s, many researchers have extensively explored
algorithms for developing production sequencing problems to
minimize makespan. In 1954, Johnson [15] introduced a sim-
ple algorithm for two-machine flow shop scheduling. Since
then, scheduling has become an independent field of research
with various algorithms. While exact optimization algorithms
are widely presented for scheduling (e.g., [16], [17], [18]),
the complexity of production scheduling problems renders
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exact solvers infeasible of high-quality solutions for large-
scale problems. In practice, optimal solutions are hardly
required for moderate-and large-scale problems [19]. Heuris-
tic algorithms are more feasible (e.g., [20], [21], [22]), but
the computational time still takes remarkably long for even
moderate-scale problems. Consequently, many researchers
have turned to meta-heuristic algorithms that are feasible
for searching near-optimal solutions and achieving them in
a suitable amount of time.

Based on the literature, we can indicate famous
meta-heuristic algorithms to address flow shop scheduling,
such as tabu search [23], iterated greedy [24], simulated
annealing [25], the ant colony optimization algorithm [26],
GA [27], and recently using an algorithm inspired by a
mathematical operator called the arithmetic optimization
algorithm [28]. Among meta-heuristic algorithms, the GA
is currently the most widely used and efficient for solving
operational management problems, such as scheduling [29].
The GA is inspired by the biological evolution process and is
commonly used to respond to optimization problems in large
and continuous search spaces [30].

GA has gained significant popularity due to its ability
to efficiently solve scheduling problems within reasonable
computational time [31]. Previous studies have proposed
various GA-based approaches to tackle different scheduling
problems in diverse domains. Meena et al. [32] utilized GA to
minimize workflow execution costs while meeting deadlines
in a cloud computing environment. Peng et al. [33] intro-
duced a hybrid GA to address the parcel delivery routing and
scheduling problem. In the context of dynamic production,
Yu et al. [27] proposed a GA incorporating a new decoding
method specifically designed for the total tardiness objective,
enabling the generation of tight schedules and solving the
hybrid flow shop scheduling problem. Additionally, Wang
and Zhu [34] employed a mathematical model, GA, and tabu
search to address the flexible job shop environment, con-
sidering sequence-dependent set-up times and job lag times.
These studies highlight the versatility and effectiveness of
GA-based approaches in solving various scheduling chal-
lenges across different application domains.

Although the GA has shown great success in produc-
tion scheduling problems, it is prone to being trapped in
local optima or experiencing early convergence when explor-
ing the search space [35], [36]. Accordingly, the proposed
PPGA was developed to overcome this limitation. More-
over, although meta-heuristic algorithms excel at providing
optimal solutions for large-scale production scheduling, they
may not be able to satisfy the computational time require-
ments for rapid production rescheduling when unforeseen
circumstances arise. In addition, most scheduling research
fails to consider the various execution issues that may arise
when implementing global manufacturing, assuming that the
algorithm will execute the schedule exactly as it was cre-
ated. Therefore, this research aims to enhance the GA as
a meta-heuristic algorithm to achieve a suitable and rapid
solution for rescheduling problems.
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B. PRODUCTION RESCHEDULING

In dynamic production environments, belatedness can be
caused by unpredictable disturbances in the manufacturing
operations. The exigency for a new schedule should be exam-
ined to alleviate the impact of disturbances and fulfillment
of customer commitments. The process of updating the pro-
duction schedule under a flexible environment with shop
floor disruptions is referred to as production rescheduling.
These challenges pose significant obstacles and have given
rise to a growing array of rescheduling factors. Existing
scheduling approaches require considerable time to adjust the
original schedules and reschedule unprocessed work orders
in order to rapidly achieve a new optimal solution [19].
Consequently, the field of rescheduling problems contin-
ues to garner attention from researchers in academia and
industry. The production rescheduling has been motivated
by the strong application background and has been investi-
gated by several reviewer authors such as Vieira, Herrmann,
and Lin [3], Ouelhadj and Petrovic [37], Cardin et al. [38],
Uhlmann and Frazzon [2], and Larsen and Pranzo [39].

Numerous studies have addressed the challenges of pro-
duction rescheduling problems. Sabuncuoglu and Goren [40]
introduced proactive scheduling, which integrates decision
theory to understand robustness and stability measures
in terms of when-to-schedule and how-to-schedule with
rescheduling policies. The Wilkerson-Irwin algorithm and
two heuristic algorithms based on an active schedule gen-
eration procedure were presented by Dong and Jang [41] to
minimize mean tardiness of production job shop rescheduling
caused by machine breakdowns, by enabling the change in
the processing sequence of operations to utilize idle machine
time. Kundakci and Kulak [42] developed a hybrid GA for a
dynamic job shop scheduling problem with machine break-
downs, new order arrivals, and changes in processing time.
The algorithm has been shown to deliver high-quality solu-
tions within an efficient computational time.

The use of Artificial Intelligence (Al)-based approaches
in various research fields has been highly successful and
has opened up opportunities to explore alternative solutions
for optimization problems. Deep learning has been utilized
to design optimization algorithms by learning through the
distribution of problem instances. Zhang et al. [43] proposed
a fuzzy neural network that adapts a rescheduling decision
model based on current system states and disturbances; how-
ever, this approach has not yet been implemented in a man-
ufacturing system or tested in production. Nazari et al. [44]
tackled the vehicle routing problem (VRP) using reinforce-
ment learning to train the network by computing the rewards
of outputs and incorporating an attention mechanism that
addresses various parts of the input.

Along with Industry 4.0, Li et al. [45] proposed an inte-
grated approach of machine learning (ML) classification and
optimization algorithms for identifying rescheduling patterns
in terms of when to reschedule and adopt GA to calcu-
late the initial schedule for the flexible job shop scheduling
problem. Recently, during the novel coronavirus pneumonia
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(COVID-19) pandemic, Wuet al. [19] presented a neural
network with reinforcement learning for scheduling the emer-
gency production of medical masks. Although this proposed
algorithm processes the schedule within a short time, its
limitation is a baseline in reinforcement learning that need
much room to be improved.

Our research recognizes the importance of further investi-
gation in the field of production rescheduling. By emphasiz-
ing the need for additional research, our research contributes
to the ongoing discourse and advocates for intensified
research efforts to enhance the techniques, algorithms,
and methodologies used in production rescheduling. This
acknowledgment underscores the significance of continuous
improvement and the pursuit of innovative solutions to opti-
mize manufacturing scheduling practices.

The primary contribution of our research is the develop-
ment of the PPGA and its integration with ANNs, form-
ing a novel approach for rapid production rescheduling in
flow shop environments under machine failure disturbance.
The PPGA-ANNs framework offers distinct advantages over
existing literature. The proposed PPGA aims to overcome
the limitations of the GA, which avoids local optima and
improves optimization scheduling performance. Addition-
ally, the integration of ANNs aims to enhance rescheduling
performance, particularly in terms of faster computational
time.

Moreover, the rescheduling problem in flow shop produc-
tion has not received extensive investigation in the literature.
Given its complexity, precise meta-heuristics and deep learn-
ing techniques are necessary to propose solutions within a
rapid computational time. Therefore, the development of an
integrated rescheduling framework for flow shop production
constitutes another valuable contribution of this research.

In conclusion, the proposed PPGA-ANNs framework
offers several advantages, including enhanced optimiza-
tion capabilities, knowledge utilization, and superior perfor-
mance, distinguishing it from previous research and con-
tributing to the advancement of the field of manufacturing
scheduling.

Ill. PROBLEM DESCRIPTION

One of the most common production environments is the
flow shop operation. The scheduling problem in a flow shop
with m machines is recognized to be strongly NP-hard for
m > 3 [46]. The flow shop production problem can be
formulated as an n x m, where n jobs must be scheduled
for line production on m different machines. All machines
(M;) and jobs (J;) are available at the start of production and
commence as soon as possible fori = {1,2,...,m}andj =
{1,2, ..., n}. Each job undergoes processing on all machines
in the same sequence, starting at M1, then proceeding to M>,
and so forth up to M,,. The processing time required for
each job on a specific machine is denoted by p;;, where (i, j)
refers to the operation of job j on machine i. In this research,
setup time is included in processing time. Additionally, it is
important to note that each machine can only process one
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job at the time, and the buffer capacity between machines
is assumed to be unlimited. The objective of the flow shop
scheduling in this research is to minimize the completion
time of the last job, also known as makespan, denoted by C,
defined mathematically as:

min C

The significant scale of flow shop production in reschedul-
ing problems presents challenges in finding optimal solutions
due to the inherent complexity and time-consuming nature.
The extended processing time resulting from machine failure
requires manufacturers to promptly adjust production plans
to minimize makespan. However, these rescheduling prob-
lems often prove intractable for exact optimization algorithms
and also pose computational challenges for heuristic-based
search algorithms. In response to the practical need for rapid
rescheduling in manufacturing, this research presents the
proposed PPGA-ANNSs framework designed to address the
rescheduling problem in flow shop production. The frame-
work aims to fulfill the requirements of efficient rescheduling
and enhance overall production performance in dynamic
manufacturing environments.

IV. METHODOLOGY

This section presents the detail of the proposed PPGA-ANNs
framework for production rescheduling. The framework is
divided into two main phases (i.e., knowledge creation and
knowledge implementation), as illustrated in Fig. 1.

In the knowledge creation phase, before the production
process begins, the framework focuses on training the ANNs
to capture and store rescheduling knowledge. This is achieved
by utilizing the rescheduling solutions generated by PPGA
under various simulation scenarios of machine failures.
Through this training process, the ANNs acquire the ability to
comprehend and retain valuable insights and patterns, which
can subsequently be employed to generate highly effective
rescheduling solutions.

Once the production process begins and a machine fail-
ure occurs, the knowledge implementation phase is acti-
vated. In this phase, the trained ANNs are used to propose
appropriate rescheduling solutions based on the specific
machine failure scenario encountered. The trained ANNs are
directly deployed to generate rescheduling solutions an actual
machine failure scenario aligns with the simulation scenarios,
denoted as Case 1.

In the event where the machine failure situation deviates
from the simulation scenarios employed during the training
process, denoted as Case 2, the solution generated by the
ANNGs is used as the initial solution for PPGA. By incor-
porating the knowledge acquired from the ANNs, PPGA is
endowed with a more informed starting point for its optimiza-
tion process. This integration of PPGA and ANNSs facilitates
a swift search and optimization process, enabling the iden-
tification of rescheduling solutions that are close to optimal
within a reduced computational time.
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L ars i solutions to the PPGA
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End New schedule
where  p;; is processing time of job j at machine i
MF; is the failure at machine i
Scen  is machine failure scenarios
Pisjcen is increased processing time of job j at machine i under each
machine failure scenario (Scen)
Sscen  1s suitable sequence for each machine failure scenario (Scen)

FIGURE 1. The proposed PPGA-ANNs framework for production rescheduling.

The detailed of the proposed PPGA-ANNs framework
is provided in the subsequent subsections. Subsection [V-A
presents the knowledge creation phase, encompassing the
simulation of machine failure scenarios, the PPGA for gen-
erating rescheduling solutions, and the storing rescheduling
knowledge by the ANNs. Subsection IV-B elucidates the
knowledge implementation phase, encompassing the utiliza-
tion of initial solutions resulted by the ANNs and the imple-
menting of rescheduling knowledge from the ANNS into the
PPGA.

A. KNOWLEDGE CREATION PHASE

The knowledge creation phase is conducted to create the
knowledge from the rescheduling solutions produced by
PPGA under various simulation scenarios of machine failure,
and store the knowledge in the ANNSs via the training process
before starting the real production. The detail of the simula-
tion scenarios is described in Section IV-A1. Section IV-A2
provides an explanation of the PPGA used to generate the
rescheduling solutions. Finally, the ANN s utilized for storing
the acquired knowledge are elucidated in Section IV-A3.

1) MACHINE FAILURE SCENARIOS

The disturbance event addressed in this research is the impact
of machine failure on manufacturing processing time. It is
assumed that each machine has a risk of failure. The pro-
cessing time of each job j on machine i under the normal
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production is denoted by p;j, where i = {1,2,...,m} and
J=1{1,2,...,n}. The p; is defined as an n x m matrix.

In the scenario of machine failure, we assume that pro-
cessing times will be increased. The increased processing
time is represented by p‘l.gl.ce”, and that machine overhaul is not
required. Scen represents the set of all possible scenarios of
machine failure. A member of Scen is a scenario of machine
failure consisting of a set containing the occurrence of all
failed machines. The occurrence of machine 7 is denoted by
MF;. In each scenario of machine failure, it is possible to
have a single or multiple failed machines. The members of
Scen are generated as the power set of i, excluding the empty
set, denoted by P{i} — @. Therefore, the total number of
all possible scenarios of machine failure is 2" — 1, where
m denotes the total number of machines. The member of
Scen can illustrate as {{MF},... {MF,}, {MF{, MF5},...,
{MF{, MF,},..., {MF\,MF,, ..., MF,}}. In addition, the
impact of machine failure is quantified as g;, which repre-
sents the tolerance level for increased processing times. The
tolerance level varies depending on the acceptance criteria of
individual manufacturers (Q) and does not require production
to be stopped. The acceptance of the tolerance level is repre-
sented by the positive real number (Q € R™). Therefore, the
increased processing time (piSjc"”) is calculated using (1).

Pt =qixp; : 1<gq<Q ey
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Processing time (minutes) under
machine failure scenarios: p;f*"
MF;

pij
G1=2 M, M,
1 18 11
J2 6 2
I3 12 7
Ja 10 20
Js 22 2
Processing time (minutes): p;; MF,y pz\}mz
Base M; M, qQ=2 M, M,
J1 9 11 i 9 22
J2 3 2 J2 3 4
Js 6 7 M 6 14
Ja 5 20 Ja 5 40
Js 11 2 Js 11 4
MFy,MF,
MF,, MF, y
9.92=2 | My | M,
A 18 22
J2 6 4
I3 12 14
Ja 10 40
Is 22 4

FIGURE 2. Example of machine failure scenarios.

For example, consider the machine failure scenarios pre-
sented in Fig. 2, where there are five jobs denoted as j =
{1,2,...,5}, and two machines denoted as i = {1, 2}. In this
case, the set of possible machine failure scenarios includes
{MF1}, {MF,}, and {MF, MF,}, which are generated using
the power set of machines excluding the empty set, resulting
in 22 — 1 = 3 scenarios. The impact of machine failure is
quantified as g;, and for this example, it is assumed to have
a value of two. This means that in the event of failure, the
processing time (p;j.“”) will be twice the normal processing
time (p;;). Consequently, if machine 1 fails (MFy), it will
result in the processing time (pll‘j'.Fl ) being doubled, while the
other machines continue to operate at their normal processing
times.

2) PPGA GENERATED RESCHEDULING SOLUTIONS

This section presents the proposed genetic algorithm named
the Perturbation Population Genetic Algorithm (PPGA). The
PPGA is built upon the standard genetic algorithm (GA) to
enhance its capabilities.

GA derives inspiration from the biological evolution
process and has demonstrated remarkable effectiveness in
tackling problems with vast search spaces, such as schedul-
ing problems in manufacturing. It is widely used among
meta-heuristic algorithms for addressing NP-hard problems
and has been shown to produce outstanding and effective
results. Additionally, the speed of the algorithm makes it suit-
able for use in real-world manufacturing decisions. However,
it is noteworthy that although the GA demonstrates profi-
ciency in exploring solutions within complex spaces through
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Algorithm 1 Pseudocode of the PPGA
Require: Processing time (p;), Population size (P),
Crossover probability (Cr), Mutation probability (Mu),
Number of iterations (/tr), Maximum runtime (Mrun),
Percentage of improvement (y), Number of compared
iterations (f), Number of perturbations (Ptb)
Ensure: Position of jobs in sequence (S)
Iteration = 0
Perturbation = 0
x=0
while Runtime < Mrun do
while Iteration < Itr do
if x < § then
Population initialization
Crossover operator
Mutation operator
Fitness value calculation
Selection operator
Iteration = Iteration + 1
if fitness value improves < y % then

x=x+1
else

x=0
end if

else if Perturbation < Ptb then
Perturb population initialization
Perturbation = Perturbation + 1
x=0

else
x=0

end if

end while
end while

global search, it is also susceptible to becoming entrapped in
local optima during exploiting local search [35], [36].

In this research, we developed the PPGA to address the
rescheduling problem of machine failure in flow shop produc-
tion. In the knowledge creation phase, the PPGA is employed
to obtain the rescheduling results under various scenarios of
machine failure. The overview of the PPGA is depicted in
Fig. 3, which provides a visual representation of its function-
ing and components. Moreover, the pseudocode of the PPGA
algorithm is presented in Algorithm 1, outlining the step-
by-step procedure and operations involved in its execution.
Initially, the rescheduling results are generated in a standard
genetic operation stage. To avoid the issue of local optima
entrapment during the schedule search process, this research
proposes a perturbation operation stage incorporating with
the standard genetic operation stage.

a: STANDARD GENETIC OPERATION STAGE
The standard genetic operation stage is the first stage of
the PPGA. It utilizes the standard genetic operators such as
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Standard genetic operation stage

Perturbation operation stage

.
Perturbation < Ptb
Iteration = 0, Perturbation = 0,x = 0
The current best fitness value = 0 Yes
]
Population initialization
(Possible chromosomes/solutions)
T Does any chromo-
some from previous iteration
Crossover operator ‘ have y% better fitness than the
] current best chromo
’ Mutation operator ‘ -some?
]
’ Fitness value calculation ‘ No
x=x+1
Does any chromo-
some from this iteration have Y
better fitness than the current AN Yes x<p
best chromosome?
No
Perturb population initialization
’ Update the best chromosome ‘ (Select the top a% chromosomes from
3 the parents and offspring, and randomly
’ Selection operator ‘ creating new (100- a)% chromosomes)
‘ |
’ Iteration = Iteration + 1 }4—
I N ’ Perturbation = Perturbation + 1 ‘
ime < j
Runtsze < Mrun | Reset x = 0 }‘_
Yes Iteration < Itr T

Obtain the new schedule
from the best chromosome

End

FIGURE 3. The proposed PPGA workflow.

population initialization, crossover operator, mutation opera-
tor, fitness value calculation, and selection operator, to gen-
erate the rescheduling results. The details of this stages are
explained in the following paragraphs.

Chromosome representation: Traditionally, the chromo-
some representation of the GA, consisting of binary genes,
wherein each gene can assume a value of either O or 1,
is unsuitable for scheduling problems [47]. In this research,
the chromosome representation for the population of possible
solutions in the PPGA is redesigned as a sequence of jobs
for flow shop production. A set of individual chromosomes is
referred to as a population, which represent possible solutions
to the scheduling problem. Each chromosome is character-
ized by a set of parameters known as genes.

Fig. 4 illustrates a representation of a population consist-
ing of four chromosomes. Suppose there is a chromosome
fragment (i.e., gene) of “5 3 2 4 1,” indicating that the first
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Chromosome
3

Population

FIGURE 4. Chromosome representation.

position in this sequence is job number “5”, the second
position is job number “3”, followed by job number “2”,
“4” and “1,” respectively.

Population Initialization: The population initialization is
the first step in the standard genetic operation stage. The
initial population (a subset of all solutions) is generated in
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Crossover point
! |

s[sfale[s]  [s[s[e[ilx]  [s[s[2[a]4]
4lspalifs]  Dals[afafs]  [ifs[a]e]s)
Pérents. Offspring

FIGURE 5. Two-point crossover operator.

this step. The population can be defined as a set of chro-
mosomes. As reported by Konak et al. [48], diversity within
the population can lead to an approximate global optimal
solution. The population must be diverse in order to pre-
vent premature convergence, where the algorithm converges
before the optimal solution is reached. In order to ensure
the significance of diversity, random initialization is the one
to drive the population towards optimality [49]. Hence, the
population is initialized with entirely random solutions.

Previous research has recommended that the suitable pop-
ulation size (P) should be determined through experimen-
tation. It is important to note that maintaining a very large
population size may slow down the algorithm, whereas a
smaller population size may not be sufficient for a mat-
ing pool. Therefore, determining an optimal population size
requires trial and error.

Crossover Operator: The crossover operator, also known
as recombination, is an essential operator of the GA. To deter-
mine whether to apply the crossover operator on a given
chromosome pair, denoted by pair = {1,2,..., P/2}, the
algorithm evaluates a random probability for each chromo-
some pair, denoted by ProbC,;,, against a predetermined
crossover probability, Cr. If ProbCpg;, is less than Cr, the
algorithm executes the crossover operator; otherwise, the
crossover operator is not applied for that particular pair.
It should be noted that the optimal value of Cr depends on the
specific problem and population characteristics. Typically,
in the hyperparameter tuning process, the value of Cr ranges
between 0.5 and 1.0 [50].

The crossover operator involves merging genes from
two chromosomes, referred to as parents, to produce two
novel chromosomes, known as offspring. In this research,
we employ a two-point crossover operator, as shown in Fig. 5.

As the chromosomes are encoded as actual numbers (job
numbers), exchanging parts of a chromosome may result in
the occurrence of duplicate gene fragments in the offspring
chromosomes (see job 1 and 4 in Fig. 5). Because our problem
is related to flow shop production, where each task position
should be located only once, such duplication is not allowed.
To address this issue, as depicted in the example, the dupli-
cated genes are randomly replaced by leftover genes after the
selected genes are swapped. Therefore, the crossover opera-
tion is deemed complete once the offspring are generated.

Mutation operator: The mutation operator in the GA is
intended to mitigate the risk of the algorithm becoming
trapped in local optima by promoting genetic diversity from
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FIGURE 6. Swapping mutation operator.

one generation of chromosomes to the subsequent generation.
Fig. 6 illustrates the mutation applied to the PPGA.

In the PPGA, the decision to perform the mutation opera-
tion on a given chromosome, denoted by ¢ = {1, 2, ..., P},
is determined by comparing a random probability, denoted
by ProbM,., with the mutation probability, denoted by Mu. If
ProbM_. is less than Mu, the algorithm executes the mutation
operator on that specific chromosome; otherwise, the muta-
tion operator is not applied. However, because the mutation
operator can potentially lead to a loss of diversity and neg-
atively impact performance, it is typically assigned a lower
probability compared to the crossover operator. The value
of Mu ranges from 0.001 to 0.05 [50]. After a chromo-
some is selected for mutation, swapping mutation is used
as the mutation operator. This involves exchanging genes in
the chromosome by randomly selecting a pair of different
positions.

It is important to note that although the mutation operator
can sometimes lead to substantial changes in the chromosome
structure, it is not guaranteed that the fitness value of the indi-
vidual chromosome will improve after undergoing mutation.
Nevertheless, the mutation operator is valuable for enhancing
the overall optimization control of the algorithm [51].

Fitness Value Calculation: The fitness function plays an
essential role in evaluating the quality of chromosomes in
the PPGA. The fitness value has a direct impact on the
probability of individuals being chosen to complete genetic
operations [52]. A well-designed fitness function can accel-
erate convergence and increase the likelihood of reaching the
optimal solution.

In the context of flow shop scheduling, the fitness value
of chromosome c, denoted as f., is calculated using the
makespan of chromosome ¢, denoted as C,, as follows.

1
fe= c.

The objective of the PPGA is to determine a chromo-
some c that maximize the fitness value f;. by minimizing the
makespan C., which is equivalent to minimizing the total idle
time on the last machine (machine m), in the flow production
line [10]. The makespan of chromosome ¢ can be computed
as follows:

(@)

m—1 n—1 n
C= Zpil + Zlmk + mejv 3)
i=1 k=1 j=1
which is the summation of three terms. The first term is the
idle time of the last machine before starting the first job
in the sequence where p;; denotes the processing time on
machine i of the job in the k™ position in the sequence by

k ={1,2,...,n}. The second term is the idle time of the last
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FIGURE 7. Roulette wheel selection operator.

machine between the jobs in the sequence where /;; indicates
the idle time on machine i between the operation of the jobs in
the k" position and (k+1)™ position. The last term is the total
processing time of the last machine where p;; is processing
time of each job j on machine i. However, since the processing
time at the last machine (the last term) remains constant
regardless of the job sequence, the algorithm can focus on
optimizing only the first two terms in order to minimizing
the overall value.

Selection Operator: The selection of chromosomes for
recombination is used to determine which individuals will be
selected for breeding in the next iteration. Our PPGA uses
roulette wheel selection, which is a widely used selection
method in GA [53].

Each chromosome is assigned a section on a roulette wheel
in proportion to its corresponding fitness value (see Fig. 7).
The roulette wheel selection favors chromosomes with higher
fitness values, increasing the chances of being selected for
reproduction. Therefore, the larger the fitness value, the larger
the section occupied by the corresponding chromosome on
the wheel.

After assigning sections to each chromosome, the wheel is
spun, and the chromosome in the section where the pointer
lands is selected for reproduction in the next iteration. This
process is repeated until the desired number of chromosomes,
denoted by population size P, is reached. The probability of
selecting an individual chromosome (Probgelect.) is calcu-
lated using the following formula:

A
Probgelect, = f,/ Z Je “)

c=1

where A denotes the number of parents and offspring, and f,
denotes the fitness value of the individual chromosome c.
Fig. 7 illustrates an example of the roulette wheel selec-
tion process, where both the parent and offspring popula-
tions comprise four chromosomes. The chromosome with a
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higher fitness value has a higher proportion on the roulette
wheel, thereby increasing its chance of being selected for
reproduction.

The roulette wheel selection is an effective and simple
method for maintaining genetic diversity while favoring indi-
viduals with higher fitness values. However, this may lead to
the elimination of all offspring from the crossover operator.
In this case, only the parents are passed through the next
iteration, resulting in an increased likelihood of converging to
a local minimum. This lack of diversity poses a challenge for
identifying globally optimal solutions. Therefore, it is neces-
sary to introduce perturbations to the population to maintain
genetic diversity and improve the chances of finding globally
optimal solutions.

b: PERTURBATION OPERATION STAGE

The perturbation operation stage is a component of the
PPGA that aims to improve the algorithm’s ability to escape
from local optima and explore uncharted search spaces. This
research proposes the perturbation operation stage that is
triggered when the fitness value of the best chromosome in
the current iteration does not improve by more than y % com-
pared with the best fitness value in the previous f§ iterations.
This indicates that the algorithm has not made significant
progress in the current iteration, potentially indicating a state
of stagnation within the local optimum.

Once the perturbation operation stage is triggered, the top
o % of the chromosomes in the population based on fitness
values are selected to preserve the best chromosomes from
the population in the standard genetic operation stage. The
remaining (100 — «)% are removed from the population.
After that, the new chromosomes are randomly generated to
replace the removed population to enhance the population
diversity and explore uncharted search spaces. Moreover, set-
ting (100 — @) to a value greater than « is possible to promote
greater genetic diversity. Suppose the improvement of the
chromosomes in the last 8 previous iterations is still lower
than y% in comparison to the best chromosome obtained
from the standard genetic operation stage, the PPGA contin-
ues to perform the perturbation operation until the determined
number of perturbations (Prb) is reached.

By employing this population diversity strategy, the chance
of obtaining an approximate optimal solution is potentially
improved by increasing the chance of escaping a local opti-
mum. Consequently, the standard genetic operators (i.e.,
crossover operator, mutation operator, fitness value calcula-
tion, and selection operator) are performed on the new pop-
ulation generated through the perturbation operation stage to
obtain improved fitness values.

c: TERMINATION CRITERIA

The termination criteria refer to the condition or set of
conditions that determines when the algorithm should stop
searching for better solutions. Several termination criteria
can be used in a GA, and the choice of criteria depends on
the problem being solved and the available computational
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FIGURE 8. Solution from the PPGA.

resources. The termination criteria used should strike a bal-
ance between the quality of solutions and computational
time. Choosing appropriate termination criteria is crucial to
ensure that the algorithm produces good solutions within a
reasonable computational time.

Using the maximum number of iterations as a termination
criterion is a common approach for a GA. This criterion spec-
ifies a fixed number of iterations that the algorithm should
be run before terminating. In addition, the maximum runtime
can be used to terminate the algorithm within a fixed time
frame. These two termination criteria are useful when there
are time constraints or when the algorithm is run with limited
computational resources.

In this research, the termination criteria of the PPGA are
both the maximum number of iterations (/tr) and the maxi-
mum runtime (Mrun). It is important to choose a reasonable
maximum number of iterations based on the complexity of
the problem and efficiency of the PPGA. Therefore, the max-
imum number of iterations (/zr) is defined through the exper-
iment. The maximum runtime (Mrun) depends on the time
constraint provided by the user.

d: SOLUTIONS FROM THE PPGA

The primary objective of the PPGA is to locate the opti-
mum of a given rescheduling problem by exploring different
regions of the solution space. The PPGA expands the pertur-
bation operation stage, enabling the algorithm to effectively
navigate the solution space and mitigate the issue of conver-
gence to a local optimum.

In the knowledge creation phase (Section IV-A), the PPGA
is utilized to generate rescheduling solutions under various
machine failure scenarios. The solution of the PPGA is an
appropriate job sequence for each scenario, denoted by Sscep
where Scen is the set of all possible scenarios of machine
failure, and evaluates their makespan as illustrated in Fig. 8.
The solutions are then stored for further use by the proposed
ANNS.

3) STORING RESCHEDULING KNOWLEDGE BY ANNs
The relevant research publications mentioned that the com-
putational time of meta-heuristic algorithms could be more
practical for rapid rescheduling in real-world manufacturing
processes by incorporating with machine learning techniques.
In this research, the incorporation between the PPGA and the
ANN:Ss is proposed to conquer the limitation of previous publi-
cations in the literature. The proposed ANNs are employed to
store knowledge from the solutions generated by the PPGA.
The overall workflow of storing rescheduling knowledge
by the proposed ANNSs is illustrated in Fig. 9. The ANNs
architecture is designed to extract the relationship between
the given rescheduling problems (inputs) and the solutions
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FIGURE 9. The ANNs workflow.

generated by the PPGA (target outputs). Each ANN is con-
structed to predict the suitable sequence for a job in a given
rescheduling problem.Therefore, the total number of ANNs
depends on the total number of jobs in the problem. The steps
involved in storing rescheduling knowledge in the ANNS are
as follows:

Step 1. Define the Inputs: In the ANNSs, input layer is the
initial layer and responsible for passing the input data to the
subsequent layers. Each input node in the input layer repre-
sents an input attribute, and the values of these nodes corre-
spond to the values of the input attributes. The input attributes
are the processing times of each job in each machine. The
number of input nodes is equal to the number of the input
attributes. In this research, the input layer comprises n x m
input nodes, where n denotes the number of jobs and m
denotes the number of machines. The number of instances
in the input data is the number of all possible machine failure
scenarios.

All values of the input attributes are normalized using a
standardization of data scaling method to avoid bias from
different data scales among the input attributes. The method
converts the values of each attribute into a standard normal
distribution. In other words, the method subtracts each value
by the mean of its corresponding attribute, and then divides
the result by its standard deviation. The normalized values for
each input is calculated through the following equation:

Dij — Dij
yij = —~——2, )
O'l'j
(pij — Pij)?
0y = ZUT’/ (6)
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TABLE 1. Example of normalized inputs in the ANNs.

Scen Pij
JiMy J1Ma JoM1 JoMa J3M1 J3Ma JaMy JyMa JsM1 JsMa
Base 9 11 3 2 7 5 20 11 2
MF; 18 11 6 2 7 10 20 22 2
MFo 9 22 3 4 14 5 40 11 4
MF1,MFo 18 22 6 4 14 10 40 22 4
Mean (p;;) and standard deviation (o;;) calculation
Dij 13.5 16.5 4.5 3 10.5 7.5 30 16.5 3
ojj 5.196152 | 6.350853 | 1.732051 | 1.154701 | 3.464102 | 4.041452 | 2.886751 | 11.54701 | 6.350853 | 1.154701
Normalization of the input value
Scen Yij
J1M; J1M2 JaM; JoMo J3M, J3M> J4My J4Mo JsM1 JsMo
Base -0.86603 | -0.86603 | -0.86603 | -0.86603 | -0.86603 | -0.86603 | -0.86603 | -0.86603 | -0.86603 | -0.86603
MF, 0.866025 | -0.86603 | 0.866025 | -0.86603 | 0.866025 | -0.86603 | 0.866025 | -0.86603 | 0.866025 | -0.86603
MF2 -0.86603 | 0.866025 | -0.86603 | 0.866025 | -0.86603 | 0.866025 | -0.86603 | 0.866025 | -0.86603 | 0.866025
MF1,MFs | 0.866025 | 0.866025 | 0.866025 | 0.866025 | 0.866025 | 0.866025 | 0.866025 | 0.866025 | 0.866025 | 0.866025

where y;; represents the normalized value, p;; represents the
original input value of processing time, p;; and o;; represent
the mean and the standard deviation of the processing time,
respectively, and N represents the number of machine fail-
ure’s scenarios, i = {1,2,...,m}and j = {1,2,...,n}
represent indexes of jobs and machines, respectively. Table. 1
illustrates an example of the normalization of the input values
in the proposed ANNS.

Step 2. Define the Target Outputs: The output layer of
the ANNSs serves as the final layer responsible for producing
predicted outputs. Ideally, once the values of the input nodes
are processed through the ANNS, the values of predicted
outputs should match the target outputs, which are solutions
generated by the PPGA. These solutions are represented as
sequences of jobs (Fig. 10 (a)); however, because of the
ANN’s ability to handle only numerical data, each solution
(Sscen) 1s converted into binaries. Each binary represents
whether the job is assigned to a position in the sequence. The
number of binaries generated from each solution depends on
the number of positions that is equal to the number of jobs.
In this research, the ANNs are constructed dedicatedly for
each job, with the number of output nodes in each ANN being
equal to the number of binaries.

To demonstrate the results from the binarization, the binary
matrixes with dimension of n x n are created to repre-
sent target outputs (Fig. 10 (b)) from the sequences of the
solutions (Sscen) in the binary format, where n denotes the
number of jobs. The elements of the matrixes, sj;, denote
whether job j is assigned to position k in the sequence where
j,k = {1,2,...,n}. If job j is assigned to position k,
then sj; is set to 1; otherwise, it is set to 0. For example,
in a scenario of five jobs (j = {1,2,...,5}), five posi-
tions (k = {1,2,...,5}), and two machines (i = {1, 2}),
for each job, its positions in the four solutions (sequences)
generated by the PPGA under all possible scenarios (i.e.,
base case, Syr,, Smr,, and Syr, mF,) are presented in a
5 x 5 matrix representing sj; for five jobs and five positions
(i.e., S1155125 -5 515,821, + -+ S55). The arrows in Fig. 10
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illustrate the connections between the original solutions from
PPGA and the binarized solutions (target outputs) for job 1.

Step 3. Define the Architecture of the ANNs: The architec-
ture of the ANNs includes input, hidden, and output layers,
with the details of the input and output layers described in
Steps 1 and 2. The number of the hidden layer can be a
positive integer. An example of architecture of the ANN s for
production of five jobs (n = 5) and two machines (m = 2) is
presented in Fig. 11.

The input layer of the ANNS in this example consists of
10 nodes of the processing times from 5 jobs x 2 machines.
Totally, five ANNs are constructed. The result from output
nodes of each ANN is used for predicting the position of each
job. This example consists of 5 output nodes representing
the number of possible positions for that job. The number of
nodes in the hidden layers is determined through fine-tuning
experiments.

Step 4. Define the Range of Hyperparameters: Hyperpa-
rameters in an ANN are set before training and affect the
behavior of the model. These parameters are not learned
during training but are chosen based on domain knowledge,
experimentation, or best practices.

1) Hidden layers and nodes: Hidden layers are interme-
diate layers between the input and output layers. They
perform computations on the input data to extract rele-
vant features and pass the results to the next layer. The
number of hidden layers and nodes in each hidden layer
are hyperparameters.

2) Activation function: The activation function is a math-
ematical function that transforms an aggregated input
into an output for the nodes in the hidden layers and the
output layer. It is possible to have multiple activation
functions in the ANN. This allows the ANN to learn
complex knowledge in the training data.

3) Learning Rate: The learning rate determines the step
size at which the weights and biases of the ANN are
updated during training. A higher learning rate allows
for faster convergence but may result in overshooting
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FIGURE 10. Example of the outputs in the ANNs. (a) Solutions from the PPGA and (b) Target outputs of all ANNs.

the optimal weights, while a lower learning rate may
take longer to converge but may result in more accurate
weights.

Epochs: The number of epochs determines how many
times the training data is used to update the weights
and biases of the ANN. Too few epochs may result
in underfitting, where the ANN does not learn the
underlying patterns in the data, while too many epochs
may result in overfitting, where the ANN memorizes
the training data but does not generalize well to new
data. The suitable number of epochs depends on the
problem’s complexity and the data set’s size.

Batch Size: In each epoch, the training data is divided
into batches, and the weights and biases are updated
based on the average error calculated over each batch.
The batch size determines how many samples are used
in each update step. A larger batch size may result in
faster convergence but requires more memory, while
a smaller one may result in slower convergence but
requires less memory. The batch size depends on the
available computational resources and the characteris-
tics of the data set.

Optimizer: The optimizer is an algorithm used to
update the weights and biases of the ANN during the
training process in order to minimize the error or loss
between the predicted and target outputs.

4)

5)

6)
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The values of the hyperparameters of the proposed ANNs
are adjusted to minimize the loss between the predicted out-
puts and the target outputs. This results in an optimized model
that can store the knowledge from PPGA and make accurate
predictions on new rescheduling problems.

Based on the same architecture used by all ANNs for a
specific number of jobs and machines, it is possible to either
use the same values for the hyperparameters that are found
to be optimal for a specific ANN (such as the ANN for
job 1), or to vary the values by deviating from the optimal
values of the ANN for job 1. The detail of the hyperparameter
optimization process is shown in Fig. 12.

Step 5. Train the ANNs: The ANNs are trained using
the machine failure scenarios that consist of inputs repre-
senting the processing times of jobs at specific machines,
and target outputs representing the corresponding optimal
production sequences resulting from PPGA. The entire data
set of solution from PPGA is passed through the ANNs
without separating it into training, validation, and test sets.
This decision is based on the primary objective of the ANNS,
which is to capture the knowledge inherent in the data set
generated by PPGA, rather than to make predictions for new
or unknown instances. Furthermore, this decision is due to the
wide distribution of simulation scenarios, which encompass
a diverse range of potential machine failure occurrences and
their corresponding effects on the processing time.
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FIGURE 11. Example of the architecture of the ANNs. (a) Inputs for all ANNSs, (b) Target outputs, and (c) The architecture of the ANNs.

During training, the ANNs perform forward propagation
to calculate the predicted outputs of the nodes in each layer,
starting from the input layer and propagating through the
hidden layers to the output layer. This involves applying the
activation function to the weighted sum of inputs for each
node in each layer.

The ANNs subsequently update the weights and biases
of the model to minimize a loss function, which serves
as a performance measure during the training process. The
loss function is essential in guiding the optimization pro-
cess by identifying the quantity that the ANNs should
minimize to accurately predict the outputs for the given
inputs.

This research employs the BinaryCrossentropy loss func-
tion for optimization during the training process. This func-
tion measures the probability of dissimilarity between the
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predicted and target outputs and heavily penalizes the model
for assigning high probability to the wrong class. This mecha-
nism guides the ANNs toward making correct predictions and
improving accuracy in binary classification problems, such as
the one investigated in this research.

Step 6. Evaluate the Performance of the ANNs: The Accu-
racy metric is used to evaluate the performance of the trained
ANNSs. This metric provides a straightforward way to assess
the ANN’s prediction capability by comparing its predicted
outputs with the target outputs of training data to obtain the
number of correctly classified samples. Then, the Accuracy
metric is calculated as the ratio of the number of correctly
classified samples to the total number of samples in the train-
ing set. Based on the value of this metric, the performance
of the ANNs can be evaluated in terms of overall correct
classification.
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FIGURE 12. The optimization process of the hyperparameters in the
ANNSs.

B. KNOWLEDGE IMPLEMENTATION PHASE
The knowledge implementation phase is an important part of
the proposed PPGA-ANNSs framework (Fig. 1) as it involves
utilizing the knowledge obtained during the knowledge cre-
ation phase to make decisions about rescheduling and min-
imizing the impact of machine failures on the production
process. This phase is initiated upon the machine failure is
detected during the production process. The machine failure
can be classified as Case I and Case 2. In Case 1, where the
machine failure during production is identical to the inputs
used in the trained ANNSs, the new schedule can be directly
obtained from the solutions provided by the trained ANNSs.
Moreover, in Case 2, where the machine failure situation is
different from the inputs used to train the ANNSs (i.e., a new
instance), the new schedule is obtained from PPGA by using
the solutions from the trained ANNS as initial solutions in the
PPGA’s initial population. The process of predicting the solu-
tions from the trained ANNSs is presented in Section IV-B1.
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The PPGA’s implementation of the initial solutions generated
by the trained ANNSs to produce a new schedule is described
in Section IV-B2.

1) INITIAL SOLUTIONS RESULTED BY THE ANNs

In Case 2, the ANNs are used to generate initial solutions
for PPGA when machine failure situations during production
differ from the inputs in the training process. To obtain initial
solutions for a given machine failure situation, the processing
times of jobs in each machine are passed through the corre-
sponding ANNs (as shown in Fig. 13).

Each ANN generates confidences, §ji, for a specific job (j)
in each position (k) in the sequence, which represent the level
of suitability for assigning the job to that position. However,
this approach may result in the occurrence of repetitive posi-
tions in the sequence as multiple jobs can have the highest
confidences in the same position. This repetition of positions
violates the condition of flow shop production, where each
job should be assigned to a unique position.

In the presented example, feeding a new machine failure
situation that deviates from the machine failure scenario in the
training process through the trained ANNs results in multiple
jobs (i.e., job 1, job 2, job 3, and job 4) being assigned to
position 1, leading to repetitive positions for multiple jobs.

To address the issue, a process for managing repetitive
positions is proposed as depicted in Fig. 14. In Step 1, the
confidences of jobs for each position are sorted in descending
order. In Step 2, for each position, starting from the first
to the last position, the job having the highest confidence
is assigned to that position while adhering to the following
conditions: 1) Jobs that have already been assigned to other
positions cannot be used, and 2) If the difference in confi-
dences between selected jobs is less than 6 (which is set as
0.03 in this research), these jobs will be considered as having
the same priority for position assignment, potentially leading
to multiple solutions.

The solutions provided from the ANNs are included
in the initial population of the PPGA. To preserve diversity
in the search space on PPGA, the maximum number of initial
solutions from the ANNSs is restricted to half of the total
population size (P/2). However, if the total number of the
solutions from the ANNs exceeds this limit due to repetitive
positions, the solutions are selected by their makespan (C).

2) IMPLEMENTING RESCHEDULING KNOWLEDGE FROM
THE ANNs INTO THE PPGA

The utilization of PPGA in the knowledge implementation
phase allows for addressing new instances that differ from
the inputs used to train the ANNs. The process of PPGA in
this phase is similar to the knowledge creation phase, with the
difference being that the initial population incorporates the
initial solutions obtained from the trained ANNSs, which store
the rescheduling knowledge from various machine failure
scenarios, rather than relying purely on a randomized initial
population. By incorporating the knowledge from the trained
ANNS, the proposed PPGA can generate new schedules for
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FIGURE 14. Handling repetitive positions in the sequence.

machine failure occurrences, potentially improving computa-
tional time.

V. EXPERIMENTAL ANALYSIS
In this research, the proposed PPGA-ANNs framework
(Fig. 1) is developed for a rapid rescheduling of large-scale
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flow shop production with machine failure occurring. All
experiments for the proposed framework are implemented
using the Python programming language and facilitated by
the Anaconda platform. The experiments are conducted on a
laptop computer with a 16 GB RAM and 11th Gen Intel(R)
Core(TM) i5 CPU clocked at 2.4 GHz.
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The following sections are conducted to demonstrate the
experiments of the proposed PPGA-ANNs framework. The
generation of machine failure scenarios in flow shop produc-
tion is introduced in Section V-A. In Section V-B, we present
the details of the adjustment of hyperparameters used in
the standard GA, the PPGA, and the ANNSs. Finally, in
Section V-C, the proposed PPGA-ANNs framework is eval-
uated by comparing the performance with other approaches
and presenting the result analysis.

A. MACHINE FAILURE SCENARIOS GENERATION

The machine failure scenarios are tested with the benchmark
data set designed by Taillard [7], widely applied in many
studies, especially in scheduling problems of different scales.
This research adopts the processing time of large-scale flow
shop production with 20 jobs (n = 20) and 10 machines
(m = 10) in the benchmark’s first data set. The processing
time (p;j) takes a uniform distribution value on U[1,99].

To simulate the situation when machines fail in production,
the scenarios are composed by (1). Consequently, we begin
with a base instance from the benchmark, where the pro-
cessing time of all jobs is uniformly distributed from 1 to
99 minutes. We set g; to four values for this experiment: 1.5, 2,
2.5, and 3, by assuming that the limit of changing processing
time (Q) acceptable by the individual manufacturer is less
than or equal to 3.

Based on the above parameter setting, the number of sce-
narios is 4 x (2! — 1) plus one case of the ordinary situation
without machine failure, which results in 4,093 scenarios in
total. Each scenario is solved by the proposed PPGA. The
ANNs are then trained using the scenarios of the disturbed
processing time as the inputs and the results from PPGA
as the target outputs. The ANNs will provide an excellent
solution if the training instances can accurately simulate the
disturbed production.

B. HYPERPARAMETERS ADJUSTMENT

The present research defines the hyperparameters for address-
ing rescheduling of the flow shop production problem with
20 jobs and 10 machines. Experimental investigations are
conducted to determine the optimal values for these hyper-
parameters. The hyperparameters used in the standard GA,
the proposed PPGA, and the ANNs are detailed in Table 2.

Results from the experimentation reveal that for the pro-
posed PPGA, a population size (P) of 300 chromosomes is
suitable for the considered problem. Fig. 15 shows the exper-
iment with base case of the scheduling problem, where the
PPGA obtains a relatively short runtime for a population size
of less than 300 chromosomes, but it has a longer makespan
(C). On the other hand, for population sizes exceeding
300 chromosomes, the algorithms require a longer runtime
and a longer makespan (C).

Moreover, the literature review indicates that a higher
crossover probability (Cr) accelerates the convergence to a
solution at the expense of reduced population diversity [50].
A higher mutation probability (Mu) enhances search space
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TABLE 2. The hyperparameters used in the standard GA, the PPGA, and
the ANNs.

Model Hyperparameters Values
Population size (P) 300 chromosomes
Crossover probability (Cr) 0.8
f;;“dard Mutation probability (Mz) 0.01
Number of iterations (Itr) 500 iterations
Maximum runtime (Mrun) 10 minutes
Population size (P) 300 chromosomes
Crossover probability (Cr) 0.8
Mutation probability (Mu) 0.01
Number of iterations (Itr) 500 iterations
PPGA Maximum runtime (Mrun) 10 minutes
Percentage of improvement (vy) 0.1
Number of compared iterations (3) 50 iterations
Percentage of selection the best chro- | 25 and 75
mosomes («) and randomly creating
new chromosomes (100 — «)
Number of perturbations (Ptb) 5 perturbations
Hidden layers 5 layers
Hidden nodes 1% layer: 70 nodes
274 Jayer: 60 nodes
3t Jayer: 50 nodes
4™ layer: 40 nodes
ANNs 5t layer: 30 nodes
Activation function of hidden layers | ReLU activation
Activation function of output layer | Sigmoid activation
Learning rate 0.001
Epochs 2000, 3000, 4000,
5000
Batch size 32
Optimizer Adam
1655
—~ 1.51 6.12
§ 1650 7.80
a
'E 1645
\s-:‘/ Runtime
g 1640 298 (minutes)
6 4.53
3
1630
100 200 300 400 500

Population size (chromosomes): P

FIGURE 15. Experimentation on population size (P).

exploration but increases the likelihood of encountering in a
suboptimal solution [50]. Hence, the proposed PPGA uses
a crossover probability of 0.8 and a mutation probability
of 0.01.

In addition, the maximum number of iterations (/tr) and
the maximum runtime (Mrun) are the termination criteria
for PPGA. The experiment reveals that 500 iterations are
suitable as the PPGA converges prematurely before reaching
the optimal solution with the number of iterations less than
500. In contrast, for a number of iterations exceeding 500, the
algorithms exhibit prolonged computational time even after
already discovering the optimal solution. As for the maxi-
mum runtime (Mrun), it is assumed that a duration exceeding
10 minutes does not meet the rapid rescheduling requirement.
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The perturbation operation stage of the PPGA is triggered
when the best chromosome’s fitness value in the current
iteration has not improved by more than 0.1% (y) compared
to the best fitness value in the previous 50 iterations (8).
The percentage improvement threshold (y) and the number
of considered previous iterations (8) should be defined based
on the user’s or individual manufacturer’s preferences. More-
over, the improvement threshold (y) does not have to be in
percentage form and may be in minutes of the makespan (C)
or any other appropriate unit, depending on the decision of
individual manufacturers.

The top 25% of the chromosomes in the population (&),
based on their fitness values, are then selected to preserve
the best chromosomes from the standard genetic operation
stage. The population’s remaining 75% (100 — «) is produced
randomly to increase population diversity and investigate
uncharted search spaces.

According to the maximum number of perturbations (Ptb),
the PPGA continues to perform the perturbation operation
until it reaches five times. However, in some cases, the max-
imum number of iterations (/tr) can be reached before the
maximum number of perturbations (Ptb).

The hyperparameters used in the ANNs are selected from
a range of values to determine the optimal combination of
parameters that can achieve high performance and improve
the accuracy and robustness of the ANNs. Table 3 shows the
range of values for each hyperparameter, which is consis-
tently applied to all ANNs. The number of hidden layers is
tested between 1 and 7 layers, and the number of nodes in
each hidden layer is set within the range of n and n x m, where
n represents the number of output nodes (number of jobs),
m represents the number of machine, and n x m represents
the number of input nodes. The learning rate is tested at
0.001, 0.01, and 0.1, while the number of epochs is varied
from 1000 to 5000. The batch size is selected from either
32 or 64. Moreover, two optimization algorithms, Adam and
stochastic gradient descent (SGD), are also tested in the
ANNS.

This research conducts a comprehensive exploration of the
components of ANNSs, involving trial and error experimenta-
tion with various hyperparameters, including the optimizer,
learning rate, and batch size. Subsequently, a detailed abla-
tion study is conducted to investigate the impact of different
configurations of the hidden layers. The initial experimenta-
tion focuses on determining the optimal number of hidden
layers, starting with the ANN for job 1 using a baseline of
two layers and training it for 1000 epochs. Further analysis
explores the influence of the number of nodes in each hidden
layer. Remarkably, once the ANN for job 1 achieves an
accuracy exceeding 99%, the configuration of the number
of hidden layers and the number of nodes in each hidden
layer is finalized. For the remaining jobs, optimization is
achieved by varying the number of epochs. This ablation
study provides valuable insights into the optimal hyperpa-
rameter settings and configuration of the ANNS, enabling the
generation of accurate and efficient rescheduling solutions
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TABLE 3. The range of hyperparameters in the ANNs.

Hyperparameters | Min | Max | Step
Hidden layers 1 7 6
Hidden nodes 20 200 18
Learning rate 0.001 0.1 2
Epochs 1000 | 5000 4
Batch size 32 64 1
Optimizer Adam, SGD

in the production environment. However, it is important to
acknowledge that this specific ablation study may not be
directly transferable to other problems or data sets. The effi-
cacy of hyperparameter configurations is highly dependent
on the unique characteristics and complexities of individual
problem domains and data sets.

The ANNSs are constructed based on the processing time
data for 20 jobs (n = 20) and 10 machines (m = 10),
resulting in 20 separate networks comprising 200 input and
20 output nodes. Based on the experiment, the suitable num-
ber of hidden layers is 5 layers with 70, 60, 50, 40, and
30 hidden nodes, respectively. The hidden layers are equipped
with the Rectified Linear Unit (ReLU) activation function.
The output layer uses a sigmoid function, which maps outputs
to a range between 0 and 1, making it ideal for binary values
that need to be interpreted as probabilities. The learning rate
is set to 0.001. The number of epochs ranges from 2000 to
5000 to achieve high accuracy. Based on the experiment
results, the optimal number of epochs for each job’s the ANN's
are determined. The ANNSs for job 1, 2, 4, 5, and 16 achieve
high accuracy within 2000 epochs, while those for jobs 3, 6,
7,9, 10, 12, 13, 17, and 18 require 3000 epochs. The ANNs
for job 8, 11, 14, and 19 use 4000 epochs, and those for
jobs 15 and 20 use 5000 epochs. The batch size used in the
ANN:Gs is 32. The optimizer in the ANNs is Adam, a popular
algorithm variant of stochastic gradient descent optimization.
The Adam optimizer is applied as one of the arguments
when compiling the ANNSs. It uses moving averages of the
parameters to provide a running estimate of the gradients and
helps to maintain a stable learning rate and avoid oscillations.
It is computationally efficient and well-suited for large-scale
problems [54].

The values reported in Table 2 represent hyperparameters
critical in controlling the learning process. Typically, these
values are determined through an iterative trial and error
search process. Although the same hyperparameter values
may be suitable for other problems, it is necessary to period-
ically explore alternative values to optimize the algorithm’s
performance.

C. EVALUATION EXPERIMENTS

This section presents an evaluation of the proposed
PPGA-ANNs framework by demonstrating the capabilities
of its two main components, the PPGA and the ANNs. The
PPGA'’s performance is assessed by comparing its results with
those of existing algorithms. The benefit of the perturbation
operation stage in avoiding local optima can be revealed
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TABLE 4. Comparison of the makespan between PPGA, standard GA, HGA, IIGA, DSOMA, and DWWO.

Problem | n xm | Upperbound | PPGA Standard GA HGA IIGA DSOMA DWWO
TaOl11 20x10 1582 1625 1642 1955 2011 1698 2044
Ta021 20x20 2297 2399 2405 2912 2973 2436 2973
Ta031 50x5 2724 2740 2774 3127 3161 3033 3170
Ta041 50x10 3037 3251 3256 4251 4274 3638 4274
Ta051 50x20 3886 4253 4253 6138 6129 4511 6129
Ta061 100x5 5493 5685 5685 6492 6397 6151 6433
Ta071 100x10 5776 6113 6156 8115 8077 7042 8093
Ta081 100x20 6330 6971 7046 10745 10700 7854 10727
Ta091 200x10 10872 11328 11423 15739 15319 13507 15418
TalO1 200x20 11393 12489 12684 20148 19681 15027 19724

through a comparison of the scheduling results obtained from
the PPGA and the standard GA. Moreover, we evaluate the
effectiveness of applying the knowledge stored in the ANNs
for rapid rescheduling by comparing the convergence of
our proposed PPGA-based initial solutions from the trained
ANNSs with the PPGA and the standard GA.

1) COMPARISON OF THE PPGA IN THE KNOWLEDGE
CREATION PHASE WITH EXISTING ALGORITHMS

In the knowledge creation phase of the proposed PPGA-
ANNs framework, the PPGA, a novel approach to improve
the standard GA for production scheduling by incorporating
a perturbation operation stage, is developed. The PPGA aims
to optimize the production scheduling performance by mini-
mizing the makespan criterion.

To evaluate the effectiveness of the PPGA in terms of
makespan, this research utilizes the comprehensive bench-
mark developed by Taillard [7] that includes instances of
different scales. The PPGA is run five times, and the best
makespan values are recorded to compare the performance
with the standard GA, hybrid GA (HGA) [55], improved
iterated greedy algorithm (IIGA) [56], discrete water wave
optimization algorithm (DWWO) [57], and upper bounds (the
minimum possible makespan) [7].

Table 4 shows the makespan results obtained from different
approaches using the same data set from the benchmark.
It is noteworthy that the PPGA utilized for solving prob-
lems of various scales does not incorporate the criterion of
maximum runtime (Mrun), as the objective is to obtain the
best solution for comparison with existing approaches. There-
fore, the PPGA was executed until it reached the specified
number of iterations (Itr). The results indicate that the pro-
posed PPGA outperforms other algorithms, yielding better
makespan values. In some cases, the standard GA can achieve
a near-optimal solution similar to the PPGA, indicating that
the standard GA does not fall into local optima.

Moreover, the perturbation operation stage in the PPGA is
evaluated to determine its efficiency in enhancing population
diversity and increasing the chance of finding optimal solu-
tions. This stage preserves the best chromosomes from the
previous iteration while randomly generating new chromo-
somes. The evaluation involves comparing the convergence
performance of the PPGA with that of the standard GA
using the same random seed to solve flow shop scheduling
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with machine failure scenarios. The results are shown
in Fig. 16.

The experiment illustrated examples of four extreme
machine failure scenarios: (a) Machine 1, 5, and 9 (i = {1,
5, 9}) fail with ¢; = 3, (b) Machine 2, 4, 6, 8, and 10 (i = {2,
4,6, 8, 10}) fail with g; = 3, (c) Machine 3,4, 5,6, 7, 8, and 9
(i=1{3,4,...,9}) fail with g; = 3, and (d) Machine 1, 2, 3,
4,5,6,7,8,and 9 (i = {1,2,...,9}) fail with ¢; = 3. In the
graph, the red points represent the number of perturbations
(Ptb) performed during the perturbation operation stage. The
results indicate that the PPGA which incorporates the per-
turbation operation stage with the standard genetic operation
stage, provides lower makespan (C) of better near-optimal
solutions compared to the standard GA. Specifically, the
convergence curves of the PPGA exhibited improvements
even in extreme cases, demonstrating the efficiency of the
perturbation operation stage in exploring uncharted search
spaces.

Additionally, the box plot (Fig. 17) provides a visual rep-
resentation of the comparison between the standard GA and
PPGA in terms of the makespan, utilizing the data set from
TaO11 of Tailard’s benchmark. The box plot summarizes
the distribution of the makespan values obtained from ten
experimental runs.

The box in the plot represents the interquartile range (IQR),
encompassing the lower quartile (Q1) to the upper quartile
(Q3) values. The median value is indicated by the horizontal
line inside the box. The whiskers extend from the box to
denote the minimum and maximum values within the range.

Upon analyzing the box plot, the standard GA exhibits
a median makespan of 1649.5 minutes, whereas the PPGA
demonstrates a median makespan of 1634.5 minutes. These
median values provide insights into the central tendency of
each algorithm’s performance. The median makespan value
for the PPGA is lower than that of the standard GA, offer-
ing compelling evidence of the PPGA’s superior makespan
results. This finding underscores the effectiveness of the
proposed PPGA in the context of production scheduling and
highlights its potential for improving production efficiency
and resource utilization.

2) EFFECTIVENESS OF THE PROPOSED FRAMEWORK IN
TERMS OF COMPUTATIONAL TIME

The PPGA-ANNSs framework proposes the use of the ANNs
to store the knowledge from PPGA in the knowledge creation
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FIGURE 16. Comparison of the result between the standard GA and the
PPGA.

phase. In the knowledge implementation phase, the ANNs
are then used to provide direct solutions or initial solutions
for the PPGA to address the issue of machine failures that
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PPGA.

could result in unfavorable solutions for primary sequence
execution.

The performance of the ANNS is evaluated based on the
loss and accuracy metrics. The numerical results demonstrate
the ANNs strong memory capabilities and excellent under-
standing of relationships within the network, as shown by the
high accuracy scores and low loss values. The ANNs exhibit
an average accuracy score of 99.85% and an average loss of
0.37%, suggesting the high potential in mitigating machine
failures and improving the performance of the PPGA.

The ANNs aim to generate initial solutions that can expe-
dite the PPGA in searching for optimal solutions and allow for
rapid production rescheduling, even when the actual machine
failure situation differs from the training inputs.

To evaluate the effectiveness of the initial solutions gen-
erated by the ANNSs in the PPGA-ANNSs, new instances are
passed through the ANNs. These new instances differ from
the machine failure scenarios used during training, as we
introduce a percentage change in the processing time of the
inputs. The percentage change formulation is expressed by
the following equation:

i, — 4l

i

Percentage change = x 100 @)
where ¢; represents the impact of machine failure on pro-
cessing time in the training scenarios, ¢;,,, represents the
new impact of machine failure on processing time that has
not been used in the training process, and the absolute value
ensures that the resulting percentage change value is positive
regardless of the direction of change.

The resulting percentage change value indicates the mag-
nitude of the increase or decrease in processing time in the
new instance compared to the inputs used during the training
process. This allows us to evaluate the effectiveness of the ini-
tial solutions and the potential to accelerate the rescheduling
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process in a broader range of situations beyond the machine
failure scenarios used in the training process.

The PPGA-ANNs framework is tested using fifteen
instances, as depicted in Fig. 18. These instances include:
(a) three instances that are identical to the inputs used during
training process (with a percentage change of 0%). Further-
more, (b) three instances are generated with a 10% increase
in the percentage change of the new instances (g;,,, = 3.3)
from the inputs (g; = 3). Additionally, (c) three instances are
generated with a 30% increase in the percentage change of the
new instances (g;,,, = 3.9) from the inputs (¢; = 3). Another
set of (d) three instances are generated with a 50% increase
in the percentage change of the new instances (g;,,, = 4.5)
from the inputs (g; = 3). Finally, (e) three instances are
generated with a 100% increase in the percentage change of
the new instances (g;,,,, = 6) from the inputs (¢; = 3). The
processing times of the testing instances are normalized using
the mean (p;;) and standard deviation (o;;) from the training
set to ensure consistency in the evaluation process.

Fig. 18 shows the convergence behavior of the standard
GA, the PPGA, and the PPGA-ANNs with respect to the
percentage change of the new instances. The comparisons
among instances can provide insights into the potential bene-
fits of incorporating initial solutions generated by the ANNs
in enhancing overall performance.

The results reveal that the GA fails to achieve optimal solu-
tions for all new instances. For instances with 0% deviation
from the inputs, i.e., (al), (a2), and (a3), the initial solutions
provided by the trained ANNs significantly assist the PPGA,
which leads to PPGA-ANNSs achieving the optimal solutions
at the first iteration.

The PPGA-ANNs framework also shows improved con-
vergence speed compared to PPGA for new instances with
10% and 30% deviation from the inputs. For instances (bl),
(b2), and (cl), finding the optimal solutions is not too com-
plex; therefore, PPGA-ANNSs can easily achieve the optimal
solutions with a few iterations. Moreover, for instances (b3),
(c2), and (c3) where finding the optimal solutions is more
complex, the PPGA-ANNs can still outperform PPGA in
terms of providing the optimal solutions faster.

For instances with a deviation of more than 50% from the
inputs, the initial solutions provided by the trained ANNs
are found to be ineffective. In the case of instances (d1) and
(el), the solutions obtained from the standard GA, PPGA,
and PPGA-ANNS are all the same because permuting the
sequence of jobs is not effective when the new impact of
machine failure on processing time (g;,,,) 1S too signifi-
cant and only one machine has failed. For instances (d2),
(d3), (e2), and (e3), the runtime of PPGA-ANNSs cannot be
guaranteed, even when the initial solutions from the trained
ANNs are used. However, PPGA-ANNS can still find optimal
solutions that are better than those obtained by the standard
GA.

The results imply that the trained ANNs can effectively
provide initial solutions for the new instances with a devi-
ation of 30% or less. As explained in Sections IV-Al, the
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acceptable impact on processing time (g;) in this research
is confined to a range that does not require production to
be stopped. Therefore, the initial solutions from the ANNs
can be employed to the PPGA for rescheduling the previous
schedules when the deviation of processing time falls within
this acceptable range, and can achieve faster results than the
PPGA.

However, it is important to acknowledge the limitations
of the generalizability of the trained ANNs to completely
new and unknown instances. The performance of the ANNs
can be negatively impacted when confronted with instances
that significantly deviate from the training data set. In this
research, the initial solutions generated by the ANNs are
utilized as the population for the first iteration of PPGA.
These initial solutions, illustrated by the first iteration of the
green line (PPGA-ANNG), represent the solution with respect
to the makespan aspect of the problem.

In the first iteration of each green line, it is observed that
when a new instance precisely aligns with the given inputs
((a)), the ANNs are capable of accurately predicting the
outcome and yielding the optimal solution. However, when
the new instance deviates from the given inputs ((b), (c), (d),
and (e)), the initial solution generated by the ANNs may
occasionally be suboptimal. In such cases, the complemen-
tary nature of the PPGA comes into effect. By employing
the PPGA-ANNSs framework, we can effectively harness the
strengths of both algorithms to obtain solutions within a faster
computational time.

VI. DISCUSSION

In practical applications, it is suggested to process the PPGA
and the PPGA-ANNs framework in parallel. This parallel
processing approach is advocated due to the inherent uncer-
tainty surrounding the deviation or percentage change in the
new impact of machine failure on processing time (g;,,,, ) with
respect to the provided inputs. By simultaneously running
both algorithms, it guarantees the generation of optimal solu-
tions that surpass the performance of the standard GA.

Either PPGA or PPGA-ANNSs for achieving optimal solu-
tions within a shorter computational time depends on the
particular instance under consideration such as the problem’s
complexity, the unique characteristics of the production envi-
ronment, and the attributes of the disturbance encountered.
By executing both algorithms in parallel, manufacturers can
capitalize on the respective strengths of each approach,
enabling them to obtain the most advantageous rescheduling
solutions.

Moreover, to assess the importance of rescheduling,
we conducted a research comparing makespan (C) for
a production process with and without rescheduling by
PPGA-ANNS under various machine failure scenarios, rang-
ing from the failure of one machine to the failure of all ten
machines. In each scenario, we randomly selected three sets
of failed machines from all possible sets of failed machines
under a specific number of failed machines. The makespans
from the three sets of failed machines are then averaged.
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TABLE 5. Comparison of the average makespan (minutes) between un-rescheduled (Un) and rescheduled (Re) production when machine failure occurs.

No. qi = 1.5 qi = 2 qi = 2.5 qi = 3
fallt?d Un Re Mmutes Un Re Mmutes Un Re Mmutes Un Re Mlnutes
machines improve improve improve improve
1 1991.67 | 1910.67 81.00 2483.00 | 2418.33 64.67 3000.00 | 2936.00 64.00 3530.00 | 3462.67 67.33
2 2040.33 | 1934.33 106.00 2559.33 | 2457.33 102.00 3086.33 | 2988.00 98.33 3627.67 | 3526.00 101.67
3 2172.67 | 2023.33 149.33 2751.67 | 2578.33 173.33 3338.00 | 3128.67 209.33 3934.67 | 3706.67 228.00
4 2241.67 | 2133.67 108.00 2877.67 | 2741.67 136.00 3510.33 | 3303.00 207.33 4153.33 | 3910.33 243.00
5 2297.33 | 2210.33 87.00 2978.67 | 2867.67 111.00 3660.33 | 3537.33 123.00 4353.00 | 4154.33 198.67
6 2329.00 | 2193.67 135.33 3074.67 | 2819.00 255.67 3811.33 | 3473.67 337.67 4557.00 | 4125.67 431.33
7 2401.33 | 2298.67 102.67 3173.67 | 2998.00 175.67 3936.67 | 3750.67 186.00 4709.00 | 4452.00 257.00
8 2431.33 | 2319.67 111.67 3228.00 | 3066.00 162.00 4014.67 | 3781.33 233.33 4811.33 | 4543.00 268.33
9 2453.33 | 2389.67 63.67 3272.00 | 3183.67 88.33 4079.67 | 3962.33 117.33 4898.33 | 4715.67 182.67
10 2463.00 | 2463.00 0.00 3282.00 | 3282.00 0.00 4099.00 | 4099.00 0.00 4928.00 | 4928.00 0.00
500 improvement in makespan through rescheduling. Although
450 the experiment indicates that rescheduling is most urgent
200 when six machines fail, it may not necessarily hold true for
other data sets.
o 350
>
o
g, 300
£ 250 VIl. CONCLUSION AND FUTURE WORK
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FIGURE 19. The improvement in minutes of the average makespan
between un-rescheduled (Un) and rescheduled (Re) production when
machine failure occurs.

As shown in Table 5, the results show that the implemen-
tation of rescheduling (represented by Re) resulted in the
shorter average makespans compared to the un-rescheduled
production (represented by Un) in all scenarios. More-
over, the runtime for the rescheduling process was between
214-377 seconds (less than 6 minutes). These findings
demonstrate the significance of rescheduling in improving
production efficiency by reducing makespans within a short
computational time.

The results in Fig. 19 plotted based on the data in
Table 5, indicate that rescheduling effectively improves the
makespans in almost scenarios. For scenarios where only
one or two machines fail, the improvement in the makespans
is consistent regardless of the impact of processing time
(gi) when a machine fails. However, when three to nine
machines fail, the makespans show significant improvement
with higher values of g;, particularly in the case of six failed
machines.

In contrast, in a scenario where all ten machines fail, the
improvement in makespan is found to be insignificant. This
is because the impact of machine failure (g;) is uniformly
distributed among all machines, resulting in no significant

VOLUME 11, 2023

unexpected events can occur at any time, making produc-
tion rescheduling a critical aspect of decision-making in
dynamic manufacturing environments. To address this chal-
lenge, we propose a novel framework that combines the
Perturbation Population Genetic Algorithm (PPGA) with
Artificial Neural Networks (ANNs). This integration lever-
ages the strengths of both meta-heuristic and supervised
learning approaches, enabling the framework to effectively
generate new schedules in a timely manner while minimizing
makespan.

The proposed PPGA-ANNs framework and its methodol-
ogy offer a dependable solution for production rescheduling
in flow shop environments with machine failure occurrence.
Its superiority in terms of makespan and computational time
has been demonstrated through comprehensive comparative
experiments. The proposed framework’s capability comes
from two key components: the PPGA in the knowledge
creation phase and the ANNSs in the knowledge implemen-
tation phases. The PPGA contributes to better performance
in reducing makespan, while applying the initial solutions
generated by the trained ANNs to the PPGA provides shorter
runtime for obtaining a new schedule.

In conclusion, this research contributes to the body of
knowledge in flow shop rapid production rescheduling with
machine failure problems. The proposed framework and its
methodology minimize the makespan with short computa-
tional time, offering a reliable and flexible solution for real-
world production. Consequently, the proposed PPGA-ANNs
framework can be applied as an alternative for production
rescheduling to address machine failures, particularly when
multiple machines are involved, for improving the efficiency
and performance of manufacturing processes.

To further enhance the realism and relevance of the prob-
lem and provide possible extensions for future work, the
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scope of the problem can be expanded to include additional
complexities. This can involve increasing the number of jobs
and machines, or extending the analysis to include different
production environments, such as job shop production, for a
more comprehensive representation of real-world manufac-
turing situations. Additionally, a termination criterion that
stops the PPGA if it fails to find a better solution within
a certain number of iterations, such as 100 iterations, can
be proposed to reduce the computational time required for
rescheduling.

Additionally, the performance of the proposed PPGA-
ANNSs framework is subject to the scenarios used to represent
disturbed situations. To overcome this limitation and improve
the applicability of the proposed framework, it is recom-
mended to integrate reinforcement learning techniques [58]
such as Q-learning. By doing so, the algorithm can store
and manage novel knowledge or unseen instances that differ
significantly from the initial scenarios, thereby enhancing the
algorithm’s adaptability.
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