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ABSTRACT Over the last few decades, automotive embedded Information and Communication Technology
(ICT) systems have been used to enhance vehicle performance and enrich peopleâ’s driving experience,
increasing the panel of software features within them. However, even though until now automakers have
kept up with the innovation pace in terms of the functionalities that have been offered to passengers, the
majority of automakers’ efforts have concentrated on bringing in these new functionalities by adding an
unceasingly larger set of ECUs. All of this has been done without evolving any of the embedded software
architecture consequently, due to budgetary constraints, legislative limitations, retro-compatibility problems,
and a lack of awareness of the trending IT innovation. This unbalanced progress has then led to a substantial
increase in in-vehicle architectural complexity, which has become a major concern for automakers nowadays
as it makes the vehicle repairing process more complex, decreases software traceability and clashes with
the objective of having higher business flexibility, modularity, and dynamicity within the vehicles. In this
paper, we are going to go through literature, both academic and industrial, and propose a comprehensive
study into automotive system transformation. We begin by giving a detailed analysis of the causes of
evolution under five axes - i.e., society, business, industry, application, and technical. Then, we discuss
the convergence of cars and software life cycles and propose a three-layered analysis of automotive ICT
systems consisting of architecture design, software pipelines, and run-time management. Finally, we are
going to propose certain detailed guidelines on the evolution perspectives for automotive systems through
deriving from the convergence of advances in IT, as well as current and future automotive environmental
constraints.

INDEX TERMS Automotive ICT system, software defined vehicles, system architecture, vehicle-to-cloud
(V2C)/vehicle-to-anything (V2X), software pipelines, E/E architecture.

I. INTRODUCTION
As the cities and societies evolve to be more connected,
accessible, and flexible, the automotive industry and the cur-
rent perception of mobility services and vehicle ownership
are following the same path (cf. §IV). Automobiles have
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become a part of a bigger andmore complex network inwhich
cooperative services and cloud-based applications combined
with enhanced onboard computing capabilities are paving
the way for innovation, moving towards a fully connected
autonomous vehicle.

Over the last few decades, Electronic Control Units (ECUs)
have been used to ameliorate vehicle performances and
enrich the driving experience by adding a multitude of new
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innovative services such as Over-The-Air Update Frame-
works, Anti-Lock Braking Systems, embedded GPS systems,
automated parking systems, and so on. These changes have
shifted the value of digital features in vehicles by up to
35- 40% in today’s market [1], thus, becoming, for most
people, a differential factor when it comes to buying a
new vehicle. Henceforth, this trend is expected to continue
increasing substantially in the coming years, making embed-
ded vehicle architectures more flexible from a business point
of view, enhancing the quantity of applications and customi-
sation possibilities, and opening the existing collaboration
frontiers of the automotive sector to new-coming IT compa-
nies such as Google, Facebook, Microsoft, or Amazon.

However, even if until now the automotive industry has
managed to keep pace with innovation in terms of the dif-
ferent functionalities offered to the passengers, all the efforts
have been focused on launching these new functionalities by
adding an unceasingly larger set of ECUswithout evolving all
the embedded software architecture consequently due to bud-
getary constraints, legislative limitations, retro-compatibility
problems or a general lack of awareness regarding trending IT
innovation [2]. This unbalanced progress has then, as we can
see in Buckl et al. [3], considerably increased the complexity
of the system and cost for both developing and maintaining
new services, while complicating the path to evolve applica-
tion development methodology and bring in new innovative
software-related business proposals.

In this context, adapting the current Electrical/Electronic
(E/E) and Software architectures to the upcoming require-
ments, without forgetting about the already present base, has
become a vital necessity, but also a major challenge for the
automotive sector. As could not be otherwise, multiple indus-
trial and academic researchers center themselves nowadays
on trying to stage the phases of this transformation. On the
one hand, if we look more closely at the industrial research
initiatives, we can appreciate an increasing emergence of new
standardization groups and projects such as SOAFEE, [4],
Eclipse Software-Defined Vehicle (SDV), [5], Eclipse Auto-
motive, [6], Android Automotive, [7], MIH EV, [8], eSync,
[9] or Connected Vehicle Systems Alliance (COVESA) [10],
previously called GENIVI Alliance, trying to establish some
inter-company basis for the architectural transformation.
However, these solutions are still at an early stage and no
clear standards have been proposed as of yet. On the other
hand, if we take an in-depth look at the current academic
research contributions, considerable effort has been put into
the economical and organisational aspects of software archi-
tecture transformation [11], the benefits and applicability of
upcoming paradigms [12], [13], [14], [15], the evolution of
embedded E/E architecture [16], [17], and the evolution of
network architecture, either around communication protocols
used in automotive embedded systems [18], [19], [20], [21],
[22] or network evolvability and adaptability [23], [24], [25].
However, as we will detail in §II, there is a considerable
research gap with regard to the study of the automotive ICT

architectures as a whole (i.e. both software and E/E archi-
tecture, software integration pipelines and run-time control
services) as well as the relationships between its layers, which
makes it more difficult to apply the contributions to the
automotive environment.

Thus, in this paper, we will research the different, com-
plete, or partial, software architecture related proposals from
1986 to early 2023, and give comprehensive guidelines for
automotive architecture transformation, focusing on the anal-
ysis of software and system development life cycle (i.e.,
design, development, integration, testing, maintenance, etc.)
and the whole panel of evolution causes, including soci-
etal evolutions, technical and application evolutions, business
evolutions, etc. In addition, this paper has a second objective
regarding converging the technical advancements of IT (espe-
cially those of Software as a Service (SaaS) / Platform as a
Service (PaaS) [26] in Cloud Computing) and the constraints
and needs, old or new, of the automotive systems in terms of
flexibility, safety, security, dynamicity, etc. Hence, the main
contributions of the paper are summarised as follows:

• A detailed analysis of the causes of evolution under five
axes: societal evolutions (cf. §IV-A), business evolu-
tions (cf. §IV-B), automaker design process evolutions
(cf. §IV-C), the evolution of application profiles and
requirements (cf. §IV-D), and technical causes of evo-
lution (cf. §IV-E).

• An analysis of the IT and automotive literature around
a three macro-theme classification deriving from the
convergence of the vehicle product and software life
cycles (cf. §V). Thus, these three macro-themes are
Architecture Design (cf. §VI), Software Pipelines
(cf. §VII) and Run-time Management (cf. §VIII).

• The presentation of our complete vision for future
automotive software architecture models, evolution per-
spectives and future work for the automotive systems
deriving from the convergence between advances in IT
and current and future automotive environments and
constraints (cf. §IX).

The remainder of this paper is organised as follows: First,
Section II gives a high-level analysis of the current litera-
ture research trends. Then, Section III presents a detailed
scenario of the uses of software in the automotive industry
to illustrate the resulting challenges of this transformation.
Subsequently, Section IV details the causes leading to this
unprecedented automotive IT evolution. After that, Section V
discusses the convergence on software life cycle between
the vehicles product and software life cycles, proposing a
new division in three macro-themes and their associated
open issues, that will be explained in more details later in
Section VI - Architecture design, Section VII - Software
Pipelines and Section VIII - Run-time Management. After
that, Section IX will summarise all the studies in a detailed
literature-based architecture evolution proposal, as well as
detailing future associated works. Finally, Section X will
present the conclusions of our study.
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II. LITERATURE OVERVIEW
Many articles discuss the distinct aspects of software trans-
formation within automotive systems, both on-board and
off-board. In this section, we want to present the different
main research trends in automotive ICT systems as well as
the evolution of their presence in renamed IT and automotive
conferences1 and journals.2 The results of this study of over
600 papers spanning the last decade, including some of those
presented throughout this paper, are presented in Fig. 1. Thus,
in the following paragraphs of this section we will investigate
each of these research subjects one by one, presenting their
most representative works. After that, we will precisely posi-
tion the scope of our survey with regard to the rest of the state
of the art.

FIGURE 1. Popularity of the different academic research topics interest in
the automotive domain since 2015.

From Fig. 1, we can highlight that the sectors whose
interest has increased more over the last years are those
concerning the V2X (either V2C, V2V or V2I) and the
enhanced ADAS systems, closely followed by those focusing
on software development & architecture paradigms, which is
coherent with the evolution of the business and user require-
ments and interests presented later on this paper (cf. §IV-B).
For the rest of the section, we will give an overview of
each of the categories, giving some references that illustrate
them.

1Among the conferences, we can highlight IEEE/IFIP Working Con-
ference on Software Architecture (WICSA), ACM/IEEE International
Conference on Model-Driven Engineering Languages and Systems (MOD-
ELS) or the IEEE Conference on Local Computer Networks (LCN) from
the IT domain and IEEE Vehicular Technology Conference (VTC), IEEE
Vehicular NetworkingConference (VNC) or Intelligent Vehicles Symposium
(IV) from the automotive domain.

2Among the journals, we can highlight IEEE Access and IEEE Trans-
actions on Parallel and Distributed Systems from the IT domain and IEEE
Vehicular Technology Magazine, IEEE Transactions on Vehicular Technol-
ogy, IEEE Transactions on Transportation Electrification, IEEE Transactions
on Intelligent Transportation Systems, and Vehicular Communications and
IEEE Transactions on Intelligent Vehicles from the automotive domain.

First, the energy consumption and energy efficiency of
vehicles has been addressed both at a low-level manner [27],
[28], [29], [30] by seeking to optimize the consumption of
different parts of the vehicle (i.e. engine, telecommunica-
tions unit. . . ) and, also, at a higher level manner through
route optimization, collaborative coordination, smart park-
ing optimizations. . . [31], [32], [33], [34], [35]. Secondly,
the software related functional advancements with regard to
mobility, the context heterogeneity and the integration of
the vehicle with the users, the network and other smart-city
infrastructures, have been addressed separately depending
on whether the application runs exclusively within the
vehicle [36], [37], in coordination with other vehicles or
infrastructure (V2X) [38], [39], or in coordination with
the Cloud servers (V2C) [40], [41], either the central or
edge nodes. Moreover, applications are usually grouped by
their final objective such as entertainment (IVI) [42], [43]
or driving assistance (ADAS) [44], [45]. Besides, several
contributions appeared to target the evolution of software
development methodologies, with the adaptation of the clas-
sic V-cycles and the agile manifest [46], [47], [48] and
philosophies [49], [50]. Third, Security and Safety proper-
ties have been widely covered, both isolated and combined,
through multiple surveys. In-vehicle has been addressed from
a purely software design perspective in [51], [52], and [53],
but also from a hardware point of view in [54], [55], and [56].
Similarly, security has also been covered domain by domain,
first focusing on the network [57], [58], [59], [60], then on
the application design [61], [62]. However, despite the fact
that these two properties are usually studied separately, they
are often addressed as an ensemble with regard to system
threat analysis and risk assessment [63], [64]. Finally, the
Hardware (E/E) architecture evolution, including more cen-
tralized and performant architectures, has been discussed in
multiple surveys before [65], [66], [67], [68], [69], however,
we haven’t found any contribution that goes into detail about
the hardware characteristics of the nodes, only the way to
distribute them.

However, despite these advances, little information can be
found concerning the study of both the E/E and Software
automotive architectures as a whole, while, to the best of
our knowledge, the study of integration between these fea-
tures through the vehicle life cycle and the interactions in
between remains completely unexplored. Thus, in this paper,
we will focus on covering these missing spots, as well as
surveying each of the mechanisms independently, in order
to give an extensive view of the transformation progress and
options in the automotive sector. In addition, we will add
supplementary reviews of proposals from the IT sector, which
leads this digital transition, all the while keeping in mind
the importance of safety and security concerns required by
automotive legislation and certificates. Finally, we will try to
propose a theoretical reference for architecture and guidelines
for fully dynamic and connected automotive architectures.
This is one of the key development trends of the sector and
will be explained in more detail in §IV.
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III. USE-CASE SCENARIO: SOFTWARE IN THE
AUTOMOTIVE INDUSTRY
In this section, we provide a detailed use-case sce-
nario (cf. Fig. 2) depicting the complexity of the software
life cycle through all the vehicle software life-cycle phases
(i.e., Development, Deployment, and Maintenance). This is
a simplification of the life cycle presented in §V, leaving all

FIGURE 2. Software life-cycle through the vehicle states use case
scenario.

the economic aspects aside. First, it is worth noting that this
scenario was elaborated based on the literature [70], [71] and
from the innovation reports from several automaker groups
(e.g., STELLANTIS, General Motors, Toyota, BMW. . . ),
who all share similar internal processes.

To fully illustrate and highlight the complexity of this
cycle, we are going to focus on the most frequent case,
an application developed by a supplier (or content provider)
dependent on specific hardware, shared between multiple
car models within the same automaker, and that provides
recent updates regularly. Some example applications would
be the rear camera controller application or the lidar &
radar collection application. In this case, the study market
tendencies (cf. Fig. 2–4), automaker demands (cf. Fig. 2–3),
and the analysis of the standards (cf. Fig. 2–2) and regula-
tions (cf. Fig. 2–1) are carried out by the supplier before
developing (cf. Fig. 2–5) the product. After that, the sup-
plier will work directly with the automaker to integrate
everything (cf. Fig. 2–6,7,8) into the rest of the in-vehicle
architecture, elaborating the different installations, testing
and monitoring instructions specific to this application and
for each necessary update, in order to adhere to the security
certificates and legislative constraints. The cycle continues
after with the deployment phase when these applications are
deployed, first, in the vehicle production phase (cf. Fig. 2–9)
using local fast installation tooling (cf. Fig. 2–10) and will be
updated remotely (or locally in a garage) for the subsequent
updates (cf. Fig. 2–11,12). After being successfully installed
and tested (Fig. 2–13), the monitoring and data collection
instructions for this application will be added to the global
maintenance tool (cf. Fig. 2–14), thus, being able to manage
its correct functioning on the road. However, this cycle does
not always take place like this. The party developing the soft-
ware can also be the same automaker or even an independent
company wanting to sell a product instead of a supplier under
a contract. Besides, the software can be deployed at distinct
stages (i.e., Over-The-Air on the road, locally in an after-sales
garage or on the production line) and with a periodic update
that can range from never updating the software once installed
to updating it monthly. This causes a hard-to-handle het-
erogeneity on the integration, certification, installation, and
maintenance pipelines, since every application is designed
by a different organisation without following a standardised
procedure that, in turn, making the in-vehicle systems more
complex.

Note that, in this environment, the heterogeneity on the
different vehicle variants and user preferences also has a
negative impact on the complexity of the system, especially
whenever deploying new software. However, even though,
up until now, current innovation pace has kept up with
user expectations, given the recent evolution of user require-
ments (cf. § IV-A), this is no longer the case. The role
of the vehicle is changing and, thus, business dynamicity
(cf. § IV-B) needs to evolve along with it. In this context,
and as we mentioned in the introduction, vehicles will need
to be able to add all these new applications with different
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FIGURE 3. Automotive technology mega-trends described through C.A.S.E (Connected Autonomous Shared Electrified) acronym.

profiles (cf. § IV-D), coming from both internal and third
party application stores, remotely and with a higher dynamic-
ity (cf. § IV-C), without being limited by the lack of network
or hardware capacities, upcoming standards and regulations,
integration constraints, nor safety and security needs. This
evolution involves a major change in perspective within the
vehicle industry. Extra effort will be needed to keep pace with
with the software and E/E architecture needs and to simplify
software development, delivery, and maintenance, while all
the time keeping in mind that critical safety and security
levels must be respected (cf. § IV-E).

However, as the need for defining standardised pipelines
for application deployment and maintenance is a past chal-
lenge for the IT industry [72], [73], this problem has been
widely addressed in research on the cloud computer field,
first for homogeneous [74], [75], and more recently hetero-
geneous environments [76]. Thus, the automotive industry
should take advantage of these advancements to make its ICT
systems and software life cycle management less complex.
On the other hand, despite the lack of modern software
standards, from this use case we can also highlight that the
Automotive industry maintains strong fundamentals regard-
ing how to manage the integration of legacy systems and
highly heterogeneous applications coming from completely
different suppliers, all the while keeping the system safe and
secure [77], [78]. Hence, over the last few decades, in-vehicle
software and systems have focused on safety and security and
not on dynamicity and flexibility, which is a recent trend for
the automotive industry. Maintenance and integration costs
are nowadays too high, raising the need for a review into
in-vehicle ICT systems.

IV. CAUSES OF EVOLUTION
As we said before, the use of software has enabled vehicles
to become more connected, autonomous, and efficient. How-
ever, the transformation of the automotive sector is not solely
due to technological advancements, but rather a combination

of factors. This section will provide a detailed analysis of
the causes of evolution in the automotive industry, specifi-
cally focusing on societal factors, business factors, automaker
design process factors, application profiles and requirements
factors, and technical factors. The objective of this section
is to give a better understanding of the driving forces behind
the transformation of the automotive sector and how they will
influence the future of the automotive sector.

A. SOCIETAL EVOLUTIONS
In recent years, and as we previously stated, cities and soci-
eties have evolved to be more connected, accessible, and
flexible and, with it, the role of the vehicle and the behavior
of the new generations of customers have drastically shifted.
Even though the nature of these societal changes are multi-
faceted, at a high level of abstraction, we can highlight some
of the principal interesting changes such as a rising interest in
mobility instead of car ownership (cf. § IV-A1), a decreasing
interest in driving while in the vehicle (cf. § IV-A2), a shift
in the general perception of the vehicle (cf. § IV-A3), and a
convergence toward a greener vehicle production and usage
model (cf. § IV-A4). These four principal interests converge
into the industrial guiding megatrends for vehicle transforma-
tion C.A.S.E. (cf. Fig. 3).

1) FROM CAR OWNERSHIP TO OCCASIONAL USE
The way young generations feel about vehicles in developed
countries, mostly those in urban areas, has progressively
shifted due to multiple factors. Among these factors, we can
include the development of urban transportation networks
(bus, subway, train, bicycles, taxis. . . ) in most cities in
developed countries [79], [80], increasing car usage restric-
tions [81], a lack of parking space [82], [83], the environ-
mental impact of using and producing private transport [84],
[85], elevated maintenance [86], [87], gasoline [88], insur-
ance costs [89], etc. . . Indeed, studies [90], [91] show that
interest in car ownership has drastically decreased among the
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young population strata. For example, new vehicle purchases
per-capita for 18- to 54-year-olds in the US has declinedmore
than 15% within the last 20 years. Studies [92], [93], [94]
show that financial issues, a lack of need for a vehicle, mostly
in urban areas, and a rising concern for the environment
are the major causes that delay or rule out having a car or
even a driving license. Moreover, studies suggest that car use
has reached its peak in the last decade [95], [96] leading to
a phenomena of voluntary demotorisation and reduced car
ownership, particularly in urban areas [97], [98].

Thus, as car ownership is considered to be more and
more of a struggle, motivated by the aforementioned fac-
tors, among the younger population [99], on-demand car-ride
services (such as Uber, Lyft or Bolt), carpooling services
(such as BlaBlaCar or Via) and car-sharing services (such
as Citiz, Ouicar or Zipcar) [100], [101], [102], have expe-
rienced a rapid growth. This growth has led some traditional
automaker companies to join this Mobility-as-a-Service mar-
ket trend, such as STELLANTIS with the acquisition of
Share Now [103] or BMW with Drive Now [104]. This
trend of using vehicles as punctual, flexible, shared resources
within the smart-city ecosystem is expected to keep grow-
ing from its current 8% of total global miles travelled to
over 26% in 2030 [94]. Having a car population consist-
ing of a high percentage of publicly shared vehicles would
enhance the value of some already present research top-
ics such as dynamic driver profiling [105], pay-as-you-go
applications [106] or dynamic software-defined vehicle sys-
tems [107], all the while redirecting the business’s focus
towards mobility instead of vehicle production (cf. § IV-C).
However, other studies [108] highlight the extent to which
giving up car ownership can be a stigmatising factor for rural
areas [92] or developing countries [109], in which there are no
real mobility alternatives because of a lack of infrastructure
or country instability.

2) DECREASING INTEREST IN DRIVING
In addition to the changes presented previously in this section,
which suggest a fall in car ownership among younger gen-
erations, people also seem to have changed their behaviour
related to car use. Driven by the Fear of Missing Out
(FoMO) [110] phenomenon, new generations dislike more
and more tasks in which they have to invest all their attention
for a long period of time, such as driving or the process of
buying the car itself [99]. In addition to that, teleworking
democratisation [111] and rising real estate prices within
urban areas [112], [113] are leading to an increase in the
home-to-work distance people are willing to assume, which
can be see with the recent exodus towards peri-urban or rural
areas. This distance increase is especially remarkable withing
the lower strata of society [114], [115]. As the travel distance
increases, which increases as well the massiveness of daily
traffic jams [116] and road stress, it also deteriorates the
image of driving.Which has lead to what is perhaps one of the
biggest differences between the older and recent generations

with regards to driving, whilst previous generations perceive
driving as a fun activity, recent generations perceive driving
as a chore [99], something perfunctory.

In addition, with the evolution of network coverage and
the connectivity and the IT capabilities of smart-phones,
laptops and the vehicles themselves [16], [117], numerous
opportunities for virtual relationships, online shopping and
other remote activities, such as working or entertainment,
so many activities can now be carried out without physically
moving, even when on the road [118]. Therefore, the pos-
sibility of multitasking with your smartphone while going
to work, school, or elsewhere is viewed as one of the main
reasons for taking public transport [119] and is a desired
feature for drivers [120], [121]. Semi-and-full-autonomous
vehicles will therefore help increase traffic efficiency and
travel time, allowing drivers to multitask while on the road,
while increasing traffic and energy efficiency [122], etc.

3) SHIFT ON THE VEHICLE SYMBOLISM
Since the invention of cars during the last few decades of
the XIXth century to the early XXth century, vehicles were
a rare asset [123] and were viewed as the ultimate symbol
of wealth, freedom, independence and autonomy [118]. This
turned them into a capital status symbol all around the world.
However, as mass production spread, focusing on functional
cost-efficient vehicles further down the class hierarchy, mere
ownership lost its ability to convey distinction. Thus, a clear
distinction appears between luxury vehicles, which are nowa-
days affordable for a small percentage of the population
and are still viewed as status symbols worldwide [123], and
functional cars. Today, given the advances in mobile phones
and internet, smartphones arguably provide as much free-
dom as cars, offering instantaneous access to information,
family, friends, shopping. . .which, also helped by progres-
sively better urban transport availability, is responsible for
fewer trips being made, and, therefore, for the decrease in
ownership interest [123] unless we are talking about vehicle
necessity (i.e. family needs [124], uncovered rural areas [93],
etc.). Hence, we can say that vehicle perception is changing
from being a status symbol, towards utility [125]. However,
in developing countries, given the elevated price of vehicles
and the poor public transport infrastructures, vehicles are still
rare and considered by the populations both a necessity and a
status symbol [126], [127], [128].

Moreover, users are questioning identification as they now
identify less with communities or brands and therefore want
their car to be more unique and tailored to their individual
needs [129], [130], [131]. According to this concept, products
and services should not be adapted to consumer segments,
but rather to the preferences of individual consumers. How-
ever, customisation also has a negative effect on customer
acceptance, as each product needs to be adapted for a spe-
cific personality [132], which brings higher costs. Therefore,
a balance needs to be found between consumer acceptance
and satisfaction of individual customisation. This challenge
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is even bigger when we consider the previous trends of shared
driving or carpooling services.

4) THROUGH A GREENER VEHICLE PRODUCTION
AND USAGE
The 5th and 6th IPCC Climate Change Report [133],
[134], as well as the Paris Agreement Goals adopted at
COP21 [135], expose the unbalanced footprint within the dif-
ferent main sectors of activity, with regard to resource needs,
biodiversity impact, energy consumption, GHG emissions,
etc. From all the previously cited factors, we are going to
focus in detail on themost frequently studiedGHGemissions.
The transport sector accounted for 16.2% of the total GHG
emitted per year, with the largest part being(11.9%) produced
directly from road transport [133], themajority of that coming
from passenger travel (i.e., cars, motorcycles and buses).
However, this statistic only shows the impact of vehicles once
they are on the road, completely ignoring the costs associated
with the impact on the rest of the vehicle product life cycle
(i.e. production phase, maintenance, end of life, etc.) [136],
[137], [138].

On one hand, with regard exclusively to the usage-related
impact, technological breakthroughs in the internal combus-
tion engine and migration to other power sources such as
electricity or hydrogen fuel are driving down the emissions
from vehicle driving [139], [140], [141], [142]. However,
in order for these changes to be sustainable in the long term,
further technical and societal advancements are required in
subjects such as electricity decarbonisation [143], [144] or
battery recycling / reuse [141], [145].

On the other hand, with regard to vehicle lifecycle itself,
studies show contrasting results on whether extending the
vehicle lifetime would positively impact its footprint. Those
in favor of extending it contend that by extending their
lifetime, we would decrease the production of new vehi-
cles [146], in turn, helping to reduce the CO2 incidental from
manufacturing new products. This argument also goes along
with extending vehicle hardware / software repairability and
upgradability meaning users would not need to change their
vehicles once they are no longer functioning at an optimum
level. Contrariwise, those against extending it [147], [148],
[149], [150] claim that slowing the pace of product replace-
ment will leave many older, less energy-efficient products
in society, which will increase CO2 emissions incidental to
product usage. However, in this case, what comes after the
end of life of the vehicles is of critical importance increasing
the need for higher re-use and shifting from linear to circular
economies to be sustainable in the long time [151]. As may
be the case, both these options rely on higher software and
hardware compatibility and a separate management of hard-
ware and software life cycles, moving closer to plug & play
vehicle dynamics.

Finally, the critical environmental situation does not seem
to be a differential factor for people when choosing whether
to buy a vehicle or not [93]. As we said before, the need to

have a car is the principal deciding factor for car ownership.
However, despite it not being the main factor for consumers,
it is a critical point for both Governments and Automakers,
with multiple brands being transformed to full electric and
many subsidies proposed by developed countries to motivate
the population to move towards greener engines.

B. BUSINESS EVOLUTIONS
As society and user interests evolve through time to become a
highly connected, autonomous, shared and electrified ecosys-
tem (cf. § IV-A), new business opportunities arise [152],
transforming the whole business ecosystem, which is critical
for the traditional automotive manufacturers and suppliers in
order to adapt to the current trends to maintain or better their
current market position [152], [153], [154]. In this section,
we propose an analysis of the business ecosystem focusing
separately on two issues, first on product transformation
opportunities (cf. § IV-B1) and then, on the company strategic
aspects (cf. § IV-B2).

1) PRODUCT TRANSFORMATION
First, we need to highlight the shift in perceptions of the
customer. While until now, the customer’s role was limited
to buying what Automotive manufacturers were offering,
studies on co-creation processes [155], [156] have shown that
adding digital interactions with the customers, integrating
them into the processes of product design, is essential to
rapidly sense and respond to changing customer needs, which
has become vital for the survival of organisations in the digital
age [157].

Secondly, if we take a closer look at the business con-
sequences of societal transformations (cf. § IV-A), both
shared-mobility services and autonomous driving mean a
substantial change in the value proposition. On one hand,
shared mobility changes the scope from delivering a product
(the vehicle) towards also delivering a service (mobility).
This shift in scope has had significant implications [154],
[158], [159], [160], [161] on both the automaker’s revenue
model, which will likely be altered as these services comprise
of pay-per-use pricing schemes, and the partnership model
which has needed to be extended towards public transport
providers. Moreover, Mobility as a Service redefines the
traditional 1:1 relationship between vehicle and customer
leading to an n:n type of relationship, which is a potential
available business market for new innovative contributions.
On the other hand, autonomous driving also substantially
changes the value proposal as the customer no longer needs
to drive the vehicle. Hence, while on the road, there is an
available spot for innovation in both entertainment, comfort
and, potentially, in many other sectors.

Finally, we feel it important to highlight that, due to
the aforementioned reasons, the integration of the vehicle
into Smart City environments and enhanced connectivity
evolution trends, vehicles are a major innovation target
for new IT-related services [162], [163], [164], whether in
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entertainment, comfort, driving assistance etc. These new
software-based business opportunities will become a new
important form of revenue for both automakers and suppliers,
relying once again on subscriptions and pay-per-use eco-
nomic models. In this context, software deployment systems,
such as OTA updates, have an even greater importance than
before. Moreover, these services tend to produce a large
amount of data [165], [166] that needs to be stored and
that can be analysed and used for other business purposes,
such as optimisation of vehicle diagnostic processes, custom
advertising etc. and that can be exploited economically as is
done in multiple other domains [167], [168].

2) STRATEGIC ASPECTS
As software transformation opens the pre-established
automaker industry borders and enlarges its evolution per-
spectives and market opportunities [152], [153], [169],
powerful non-traditional players, such as IT companies like
Apple or Google, progressively enter into the automotive
ecosystem, enforcing competition for both suppliers and the
automakers themselves. Thus, traditional players see their
position threatened as this transformation implies a major
update, not only of their products, but also their internal
processes, product life cycles and development methodolo-
gies (cf. § IV-C). Besides, traditional players may no longer
have the full in-house competences to develop these new
IT-related products and services, needing to restructure their
workforce or collaborate with other IT-centered companies.
Thus, in order to preserve the stability within their companies
and comply with legislation, fully restructuring a company
workforce and internal processes cannot be immediately
done, making inter-company co-operation and outsourcing
crucial in the coming years [170], [171], [172], [173], [174].

C. AUTOMOTIVE DESIGN PROCESS EVOLUTIONS
Motivated by societal evolution trends (cf. § IV-A) and busi-
ness evolution perspectives (cf. § IV-B), automakers need to
update their internal development and design processes to
match the dynamicity required by the digital age, as they now
have a decoupled life cycle between software and hardware
and an unexploited innovation panel to cover. In this section,
we will first (a) reevaluate the design principles on which
automakers are based, and then (b) revisit the progress on
their updates in development methodology. It is worth not-
ing that with regard to these points, we will compare these
advances to those in the IT industry and comment on their
integration possibilities.

1) DESIGN PROCESS RE-EVALUATION: TOP-DOWN VS
BOTTOM-UP
As depicted in Fig. 4, a software block can be seen as a map-
ping between functional (business, user, etc.) requirements
(at the top level of abstraction) and the technical bases (at the
bottom level of abstraction) that make them possible [175],
[176]. This mapping is complex and is done through multiple

FIGURE 4. Software life-cycle through the vehicle states.

levels of specifications, certificates, algorithms, concepts etc.,
that can be done through multiple solutions. This mapping
can be done from either side [177], [178], [179], either with
the functional requirements mapped directly over the tech-
nical layer, which is normally called top-down and is the
preferred model within the industry, or the technical advance-
ments converted into a product afterwards, which is usually
the case for the IT sector. If we focus once again on Fig. 4,
the functional requirements at the top represent long-term
wishes and dreams whilst the bottom side is made up from
the existing real options. Therefore, someone who strongly
focuses on the top part of this figure would often fail to deliver
a result that can be considered feasible, needing to delay and
re-adapt their products, which is often the case in the actual
Automotive sector. On the other hand, someone focusing
on the bottom part would struggle to stay within budget
requirements, producing lots of impractical and redundant
things. Thus, the key to long-term success is to keep both
perspectives in balance, maintaining both strategic and oper-
ational aspects with similar priority. This way, a balanced or
hybrid top-down-bottom-up design approach will combine
the requirements from both sides to quickly produce use-
ful results and continuously adapt to the changing demands
by evolving this solid operational foundation [178], [180],
[181]. However, this balance is complicated to establish in the
automotive industry, since the time scale for the inter-layer
propagation is often delayed due to certificates, legislation
validation etc. Therefore, a full revisit of the traditional auto-
motive development methods is needed to enable them to get
in line with this trend.

2) REVISITING SOFTWARE DEVELOPMENT METHODOLOGY
Classical, traditional or sequential development method- olo-
gies (such as the V-Model [182] or theWaterfall model [183])
have been wandering around IT and industry for the last
decades [182], [184], [185]. These models rely on a clear
statement: all processes involved during the development
of a product are phase-to-phase dependent on each other,
needing to end the precedent process before starting the
next one. Furthermore, these models also focus on offering
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detailed documentation after each of the phases to enhance
action traceability. However, as these models were designed
for short end-to-end industrial projects, they have con-
siderable flaws in long-term/complex projects in which
requirements may evolve overtime. Therefore, as a first
step through more adaptable development methodologies,
somemulti-stage sequential models appeared (such as Rapid-
Application Development [186]) which tried to solve the lack
of adaptability by separating the whole set of requirements
into sub-modules, meaning that each cycle was smaller and
easier to manage. However, even though these proposals
were able to address the dynamicity problems of sequential
models for medium / small projects, they added elevated plan-
ning costs and parallel development issues. Consequently,
as a way to unify all multi-stage incremental models and
offer a more flexible and cost-effective paradigm, a group
of developers released, in 2001, the Agile Manifesto, from
which most of the modern development models, such as
eXtreme Programming [187], Scrum [188], or Kanban [189]
have derived. Despite the variations between them, these
models are nowadays dominant within most IT companies
worldwide and are characterized by the same principles
of flexibility, dynamicity, cost effectiveness, adaptation to
constant user and client feedback and fast development. How-
ever, as these models are mostly designed for software, they
don’t focus on specific automotive safety and quality stan-
dards (such as ISO/IEC 15504, ISO 21434 Cybersecurity,
or ISO 26262 Safety SW), and thus need to be revisited by
the automotive industry.

More specifically, if we focus now on the automotive
domain, as the traditional V-Model was not designed with
critical safety and quality in mind, and as Automakers tended
to focus on the core competencies when developing cars as
a whole, needing to outsource a considerable part of the
work, they set up Automotive SPICE (ASPICE) [46]. This
was was started as an initiative to determine the capabil-
ity of the suppliers to fit these high-end requirements and
standards [47], [190]. ASPICE can simply be seen as an
extension of the V-Model compliant with the previously men-
tioned automotive standards and certificates. However, as the
ASPICE standard was defined prior to the software boom
in the automotive systems, it still has an archaic vision of
software dynamicity and high coupling between the hardware
and software life cycles, which makes the software inno-
vation more complicated [191]. Thus, in this context, new
initiatives [46], [191] are pushing towards a merger between
IT-oriented Agile models and strong automotive require-
ments, however there is not yet a clear standard proposal for
automakers to follow.

D. EVOLUTION OF APPLICATION PROFILES AND
REQUIREMENTS
If we map together now all the societal and business
changes (cf. § IV-B & IV-A), the upcoming and mostly
research-driven functional evolutions (cf. § II), as well

as those already deployed in vehicles (cf. § III), we are
able to propose a simple application profile classification
using four distinct categories: (1) Static Driving Real-
Time Services (SDRTS), (2) Collaborative (V2V/V2X)
Services, (3) HMI/ Infotainment/Data Collection Services,
and (4) Remote services (V2C). Table 1 shows a detailed
description of each of the categories based on their network-
related, software-related and hardware-related requirements
and characteristics.

1) Static Driving Real-Time Services (SDRTS): This ser-
vice category was originally made up of a group
of small signal-based and safety-critical applications
(highly prone to jitters and latency) which were used to
handle everything related to the driving of the vehicle.
However, with time, these services have been added on
top of higher-level complex services that complement
the easy control tasks with higher driving enhancement
mechanisms (ADAS). These services are normally stati-
cally orchestrated since they are needed for the vehicle to
work properly and safely, which means they are running
most of the time.

2) Collaborative (V2V / V2X) Services: This category con-
sists of highly dynamic collaborative services computed
simultaneously in multiple vehicles and infrastructures
depending on the environment. These services, coming
mainly from the newly shared driving use cases, need
high system dynamicity and flexibility since they may
need to be put into motion at any moment depending on
the vehicle-fleet status. Among these services, we can
also find those that are not directly related to driving,
which have more relaxed constraints, such as vehicle
infrastructure log collection or global traffic optimiza-
tion algorithms.

3) HMI / Infotainment / Data Collection Services: This
third category comprises the most varied set of services
and, as you can see in Table 1, we have split them into
3 different subcategories: (i) those focusing on passen-
ger comfort, which are normally low-complex functions
such as winding the car window up or down, changing
the position of the mirrors. . . (ii) those focusing on the
Infotainment, and therefore those that are closer to the
classic IT services, needing normally high networking
and computing capabilities and (iii) those related to data
collection, either with business, technical or legislation
purposes. This last sub-category is similar to the one in
the Remote Services category but keeps the data stored
locally instead of in the cloud.

4) Remote services (V2C): This last kind is composed of
all the services that have a direct interaction with the
cloud, whether it’s an offloaded cloud function, in which
case the on-board local function will not need many
resources, or if it’s a remotely triggered function, such
as tele-diagnosis, vehicle configuration. . .

Therefore, if we now combine the requirements expressed
in Table 1 with the aforementioned research evolution
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TABLE 1. Automotive software application profiles detailed characteristics.

perspectives (cf. § II), we can hypothesise about future tech-
nical requirements and any blocking points associated. The
incessant integration of V2X functions raises questions about
a higher connectivity of the vehicle with its surroundings and,
at the same time, the need for software flexibility and dynam-
icity to be able to efficiently orchestrate highly dynamic
services whenever they are needed, without over-consuming
resources along the way. On the other hand, the evolution of
the ADAS mechanisms, being suddenly based on complex
neuronal networks and combining services from different
domains, confirm the need for higher computing proces-
sors and more powerful onboard networking. Nonetheless,
as more and more ADAS safety critical functions appear,
so does the need for inter-service isolation, strong control ser-
vices and standardised networkmiddle-wares. If we look now

at the last category, the software development & architecture
paradigms, it raises, once again, the need for standardisation
and flexibility, all the while respecting the safety and security
needs of the vehicle.

E. TECHNICAL CAUSES OF EVOLUTION
Now, we have exposed the diverse needs coming from
new application advancements, societal changes, business
opportunities and design & development process evolutions,
we can oversee the technical conflicts needing urgent evolu-
tionwithin the current on-board systems. To begin, we need to
remind you that embedded ICT architecture is often classified
in two layers: hardware architecture and software architec-
ture. While the hardware architecture is composed of all the
Electrical/Electronic (E/E) resources deployed in the vehicle
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FIGURE 5. Simple overview of the current Vehicle embedded & Cloud
arch.

i.e., ECUs, Power Sources, Communication supports. . . -, the
software architecture includes all the high-level factors -such
as business strategy, human dynamics, design, development
cycle. . . - and all software specific details - such as its granu-
larity, interactions, control services, execution environment
or system security. Fig. 5 shows a high-level simplified
vision of each of these layers in current embedded vehicle
architecture, and how they interact with the cloud support
layer.

1) HARDWARE ARCHITECTURE EVOLUTION CONFLICTS
With the raising levels of vehicle automation cars have
progressively needed more computational power, which has
ended up with a massive increase in the number of ECUs,
which leads to unmanageable system complexity and is a
struggle to keep growing at the same pace the applica-
tion demands. Current cars are equipped with a mix 70 to
100 restrained ECUs, either Microcontrollers (MCUs) or
Microprocessors (MPUs), connected through a highly hetero-
geneous set of communication supports, both wired (CAN,
LIN, FlexRay, Ethernet. . . ) and wireless (Bluetooth, LTE-
M. . . ) [66], [192], [193], [194]. In addition to the previous
problems, the heterogeneity and limited capacities of this
infrastructure also present an obstacle regarding resource
efficiency, space harness efficiency, and energy consumption.
Thus, it seems of the utmost importance that the automotive
industry reduces the number of ECUs, by merging various
mixed-critical applications into multi-core SOCs and stan-
dardizing the network connections.

Moreover, the lack of E/E standards between car mod-
els [195], even within the same company, complicates the
reuse and optimization of the development processes, both
in terms of time, energy, and money, while also having
a negative impact on the planet. Adding to this problem,
we can also highlight the lack of clear long-term architectural
strategy [196] and the need to integrate black-box solutions
coming from a wide set of suppliers [66], which hinders
the definition of homogeneous standards for all in-vehicle
archs.

Finally, as a way to keep the vehicle updated through the
years, and to use less energy and resources while having less
of a negative impact on the environment, vehicles need to
solve the current compatibility problems and integration costs
linked to plugging new hardware into its original embedded
systems [197], allowing them to add the new trending inno-
vations, reinforcing their original ICT systems.

2) SOFTWARE ARCHITECTURE EVOLUTION CONFLICTS
As the trend is to evolve through a more flexible and cus-
tomizable architecture, in which each driver could set-up their
own vehicle preferences, use some pay-as-you-go subscrip-
tions to core vehicle functionalities and move with their own
profile from their personal vehicle to other vehicles, such as
their work vehicle or even a rental vehicle, the embedded
software architecture still has a lot to go through. To begin
with, one of the main problems affecting this evolution is
high coupling in the current vehicle ICT systems between
the hardware and the software [12], [198], both for inter-
nally developed software applications and those coming from
suppliers. This coupling also hinders testing requirements,
as testing is required for the integration of each software
repeatedly for each different hardware variant, as well as
limiting the software reuse, resulting in a higher dev. cost.

In addition to that, another serious problem of the cur-
rent software architecture is linked to the possibility of
installing new software on user’s demand in a safe and secure
way [199], [200], [201], [202]. This problem derives from the
aforementioned E/E system heterogeneity, as well as from
a lack of standardized middleware and control services, the
complexity orchestration in such environments, and the cur-
rent testing infrastructure and legislation constraints. Besides,
the use of virtualization, which may relax this integration
stress, is under-exploited, being used exclusively for secu-
rity and business segregation concerns. Another stumbling
block for the current software architecture evolution is the
integration of the legacy software components into this new
deployment phase, which is critical to ensure an affordable
transition from the current to the new generation ICT systems.
Finally, from a network point of view, current architecture
needs to find a way to standardize the communication for all
software blocks, enabling it to guarantee Quality-of-Service
(QoS) and safety deadlines despite the software dynamic-
ity [21], [203], all the while remaining focused on the pricing
gap between network cables.

Furthermore, we cannot forget the interaction with the new
support infrastructures such as the V2X [204], [205] or the
V2C [206], [207], [208], [209], either in Classic, Fog or
Edge clouds, which can also be used to run in-vehicle func-
tions, acting as a support, while also being a more resource
efficient manner to run the necessary soft. However, vehi-
cles need to evolve their connectivity capabilities to be able
to match strict deadlines as well as dynamically integrate
the available external resources collaboratively into their
orchestrator.
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FIGURE 6. Convergence between vehicle product and software life-cycles.

V. AUTOMOTIVE APPLICATION LIFE-CYCLE: CONVER-
GENCE AND OPEN ISSUES
Due to the rapid integration of software into modern auto-
mobiles, the convergence of automotive product and software
life cycles has become increasingly important in recent years.
As a result, the traditional linear approach to product devel-
opment has been changed to integrate both hardware and
software processes. This section details the result of this
convergence between the automotive product and software
life cycles, including the challenges that arise from said con-
vergence. We will also examine the open issues that are yet
to be addressed in order to achieve a successful integration of
hardware and software in the automotive industry.

A. CONVERGENCE OF AUTOMOTIVE PRODUCT AND
SOFTWARE LIFE-CYCLES
In this subsection, we will delve into the convergence of
the automotive product and software life cycles. We will
examine how the traditional product development process
is being transformed by the incorporation of software and
how new methodologies are being developed to integrate
hardware and software. Furthermore, in Fig. 6, we propose
a merger between these two life cycles, with the objective of
completing the previous use-case scenario (cf. § III).
Thus, if we focus first on surveying the vehicle life cycle

from a product point of view, we expand on the literature pro-
posals made in [21], [78], [210], and [211] and also integrate
the participants and phases linked to the distribution and end-
of-life of the vehicle. Hence, as you can see in Fig. 6, the
vehicle life cycle is composed of six different participants -
i.e., automakers (or vehiclemanufacturer), suppliers, logistics
companies (transports, distributors. . . ), car owners, mainte-
nance and recycling plants - and represented as a finite-state
machine model, where each state represents a phase in the life

cycle of the vehicle - i.e. design, manufacturing, transporting,
selling, operation, maintenance and end-of-life disposal. It is
worth noting that for each of these states, a player is associ-
ated with and has exclusive access to the vehicle during this
phase.

Moreover, in Fig. 6, you can also see a high-level mapping
of the automotive software life cycle through the differ-
ent phases of the product life cycle, firstly, consisting of
an architecture design phase, a second software develop-
ment and pipelines phase, and a final run-time management
phase. However, even though this mapping makes it easier
to understand how the software life cycle is set out through
the manufacturing process, it is still unclear in which part
the different blocks of the vehicle software (i.e., the soft-
ware architecture, the software integration pipelines and the
run-time management / control services) are implemented or
interact with each other. Thus, to complete this section, and
as we want to look at the automotive systems mainly from an
IT point of view, we will structure the main part of the survey
following these three sections:

• A first architecture design trend (cf. § VI) including all
the changes grouping the architectural evolutions for all
four; E/E architecture (cf. § VI-A), Software architec-
ture (cf. § VI-B), Network architecture (cf. § VI-C) and
Internet-of-Vehicles platform (cf. § VI-D).

• A second trend concerning all the software inte-
gration pipeline evolutions (cf. §VII) for both ini-
tial vehicle production and on-the road management.
In this second phase we will detail the changes in
the development (cf. § VII-A), delivery (cf. § VII-B),
deployment (cf. § VII-C), testing (cf. § VII-D), and
orchestration (cf. § VII-E) processes, allowing the soft-
ware to be dynamically integrated into any vehicle
software context.
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TABLE 2. Summary of the open issues that need to be addressed through software transformation. Classification made from the aggregated data from
the papers [22], [48], [65], [71], [192], [194], [198], [212], [213], [214], [215], [216], [217], [218], [219], [220], [221], [222].

• A final trend concerning all the run-time management
services (cf. § VIII) that ensure the proper functioning of
the systems, as well as the compliance with the different
safety and security certificates and legislation. In this
section and taking into account that the number of possi-
ble Control Services is too extensive, we will then focus
on the mechanisms of tackling the security and safety of
the in-vehicle and off-board systems and software and
those centred on the data.

B. OPEN ISSUES
Prior to beginning the detailed state-of-the-art analysis, in this
subsection, Table 2 summarises the open issues that need
to be addressed through automotive software transformation.
This table includes the issues concerning all four networking,
architecture, control, and application and indicates in which
of the three macro-trends of this survey (i.e., Architecture
in § VI, Software Integration Pipelines in § VII and Control
Services § VIII) each of them will be addressed, or partially
addressed. However, note that, as there are plenty of issues,
this table contain those targeting mostly the global architec-
ture and, although other smaller or less general issues do exist,
they are not mentioned in this table but presented individually
in the concerned section.

VI. ARCHITECTURE DESIGN
Traditionally, in the automotive sector, all the levels of archi-
tecture design were grouped under the definition of E/E
Architecture, which was seen as a convergence of electronics
hardware, network communications, software applications
and wiring into one integrated system. However, this defini-
tion is shallow and not precise enough for the current context,
in which software and off-board architectures are steadily
growing in importance. Thus, in this section and as a way to
narrow this definition, and the brief one in § IV-E, we will
split the architecture design into four distinct categories -
i.e., Electric/Electronic Architecture, Software Architecture,
Network Architecture, and Internet-of-Vehicles Platform. For
each subsection, we will go through an extensive analy-
sis of the state-of-the-art features and initiate a discussion
about the evolution perspectives and threats. Moreover, for
each of these categories, we have classified their sub-parts
according to their main properties - i.e., processing, in-
vehicle communication, energy supply and hardware modu-
larity & reusability for the E/EArchitectures, software re-use,
dynamicity, flexibility, safety, security, maintainability &
complexity for the software architectures, standardisation and
data-management for the network architectures and cloud
interaction, Vehicle-to-Vehicle, Vehicle-to-Everything inter-
actions for the IoV platform.
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A. ELECTRIC/ELECTRONIC (E/E) ARCHITECTURES
To fully address the challenges facing E/E architectures we
are going to conduct a four-layered analysis starting by taking
an in-depth look at the state of technology presentation of the
Electronic control units (ECUs) possibilities, to address the
processing capabilities of the system. This is then followed
by another analysis of network cables, targeting, this time,
the in-vehicle communication properties. Then, we will focus
on the external energy, delving deeper into the power supply
infrastructures and, finally, we will focus on the hardware
modularity and reusability by giving an extensive analysis
of the automotive hardware reference architectures and their
evolutions. As you will see all through this section it is worth
noting that E/E evolutions are especially limited with regard
to security & safety certificates (such as ISO 26262 [223] or
ISO 21434 [224]).

1) PROCESSING PROPERTIES: ECU EVOLUTION
Given the previously presented context, automakers are
forced to evolve their traditional ECUs so that they can
deliver more performance, functionality, and flexibility, all
the while reducing component cost and size, lowering power
consumption and footprint, as well as meeting the stringent
requirements regarding reliability, robustness etc. All of this
must be done despite the punishing operating conditions
as described in the standards, legislation, and certificates.
In addition, they are required to operate correctly, without
needing to be changed until they have functioned under high
material stress conditions (i.e., rain, with elevated tempera-
tures. . . ) over many years. In order to accurately choose the
new set of ECUs for their new generation on-board systems,
automakers have a wide range of choices to choose from
depending on the target functionalities that the systems need
to provide.

Firstly, and the most cost-effective and simplest option,
we have micro-controllers (MCUs). Micro-controllers typ-
ically use on-chip highly constrained flash memories in
which its main program is stored and executed. This guar-
antees higher energy efficiency as well as a shorter start-up
period [232], [233], [234]. Most MCUs available on the
market have few Mega Bytes of Program memory, which is
undoubtedly a limiting factor when trying to operate with
more complex applications. However, these kinds of boards
are interesting for low-functional use-cases that need low
energy consumption and a fast/resilient start, such as the
applications within §IV-D - Static Driving Real-time Ser-
vices > Low complex services. Some examples from this
category that are dominating the automotive market are the
Infineon Aurix [235], [236], the Renesas RH850 [237], [238]
or the NXP S32K [239].

On the other hand, if we now turn to more complex and
high-end boards, we have microprocessors (MPUs), which
don’t have the same memory constraints as the MCUs. They
separate non-volatile memory such as NAND or serial flash
from volatile memory, traditionally DRAM. In the former

they store programs and data, whereas in the latter the
start-up files are loaded [232], [233], [234]. These kinds of
nodes are then, given their higher complexity and number
of interfaces, slower to start and have a higher energy con-
sumption, however they do allow significantly more complex
functions to run. These MPUs are often complemented with
other extra chip-sets (as is also done less often for MCUs),
higher computing, network or graphic capabilities becoming
Systems-on-Chip (SoCs), or clustered together with other
MPUs and MCUs from Chiplets. These boards will then
become an interesting choice for both general purpose func-
tions and functions with specific needs, even being able
to substitute MCUs in most cases, thanks to tools such as
virtualisation. Further in-depth analysis will be carried out
on this topic in this paper in §7.3. If we focus on different
features, some widespread examples would be the NVIDIA
Jetson AGX Xavier [240] for High-Performance Computing
(HPCs), QualcommGen2/3/4 [241] for Graphical Processing
Units (GPUs) or Mobileye 6-Series [242] for AI-based func-
tions relying on Neuronal Network Processing (NPUs).

Thus, summing up, there is a wide variety of potential
ECUs available from different suppliers, already compli-
ant with legislation and certificates, and even in academic
research [243], [244], [245], that could be used for the new
software enhanced automotive systems. However, their spec-
ifications must be carefully chosen considering the trade-off
between application/system needs and system monetary and
energetic efficiency. It is worth noting that there are other
factors that we have not yet discussed and that need to be con-
sidered when choosing an ECU, such as the Instruction Set
Architecture (ISA) supported (i.e., ARM, RISC-V or CISC-
based) [246], [247], [248], the price gaps between different
suppliers, production availability [249], etc.

2) IN-VEHICLE COMMUNICATION: NETWORK CABLES
EVOLUTION
As the capacities of the in-vehicle ECUs evolve to satisfy
the application needs, more data will get produced within
the in-vehicle systems for both inter-service collaboration
and interactions with the off-board architectures (such as
Cloud, infrastructure, or other vehicles - cf. § VI-D). There-
fore, in this context, the network architecture and stack
(cf. § VI-C), need to be revisited in order to extend the
bandwidth requirements, match the application latency con-
straints, and establish new standards, all the while once again
keeping both the costs and energy consumption down. Note
that, Table 3 summarises the technology panel for network
cables.

First, with regard to the network bandwidth bottleneck
issues, it seems clear that Ethernet offers considerably higher
options, being able to offer data-rates of multiple GBit/s in
comparison with the 20MBit/s limit of CANXL, which is the
most performant solution available for signal-based networks
(i.e., CAN, LIN or FlexRay). Moreover, Ethernet has a bigger
community and a wider choice panel within IP higher layer
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TABLE 3. Network cable standard detailed comparison. Classification made from the aggregated data from the papers [225], [226], [227], [228], [229],
[230], [231].

protocols, which means it is a better fit at an application
level, especially when managing complex data-structures.
However, in order to profit from these high speeds, Ethernet
needs a network switch, which significantly increases the cost
of the system, which is already higher for Ethernet cables
than for signal-based cables, and energy consumption [228].
If enough Ethernet ports are available in ECUs, then it may
be able to host the Ethernet switch, however, this solution will
be less performant than a dedicated switch.

Secondly, if we focus now on the impact on the pro-
cessing workloads of both Ethernet and CAN [225], which
is the most widespread signal-based network, studies show
that even though Eth. communication requires significantly
more processor than CAN communication for the interface
initialisation, it is considerably more efficient at transmit-
ting, receiving and unpacking messages. Thus, Ethernet has
a higher initial cost, which impacts the time within which
an ECU is considered fully available, but once the interface
initialisation is done, the system will struggle less to match
the application latency constraints. Note that both technolo-
gies are more than capable of communicating within an
acceptable safety range of few µs for small/medium sized
messages. However, only Eth. maintains an acceptable level
of efficiency for long messages. Furthermore, even though
both technologies are appropriate for resilient applications,
Ethernet guarantees a 10-fold lower error occurrence than
CAN. Moreover, if we look further now into the energy con-
sumption issues, CAN comm. shows clear advantages with
almost 50% lower power consumption than Ethernet [225].
However, this energy efficiency gap is less significant as the
package size increases, as the Ethernet interface can enter idle
or sleepmode for a longer time, or if we usemechanisms such
as PoDL [227], [229] whose efficiency and maturity is higher
for Ethernet than for CAN.

Finally, and as the transition from the legacy to the new
generation systems will happen progressively, it is important

to survey the techniques that will help to simplify this tran-
sition. Thus, as CAN is the biggest representative of the
signal-based networks, it’s worth mentioning some papers
that present how to bring CAN closer to the IP world. Among
these papers, and as you can see in Table 3, some pro-
posals target encapsulating the IP package over the CAN
frame [231], for best-effort traffic use cases, or adding bridges
to make the encapsulation from CAN to Ethernet [250].
Finally, it is also interesting to take under consideration [251]
and [252], which study the integration of CAN networks with
Time-Sensitive Networking (TSN) and Ethernet for real-time
scheduling.

3) EXTERNAL ENERGY: POWER SUPPLY
PLATFORMS EVOLUTION
With the recent advancements in Electric & Hybrid Vehi-
cles, most automakers now have their own modular global
power supply platforms to abstract the energetic aspects
from the E/E design process itself. This way, E/E design-
ers can make use of the electric platform simply on a
dynamic power-on-demand basis to keep the power sup-
ply controlled, standardised, and decoupled from the rest
of the E/E choices. These modular platforms are usually
made up from the chassis of the vehicle including the bat-
tery, motor, and power electric system, and are standard and
can be reused independently from the vehicle model. Exam-
ples of these platforms would be Hyundai Electric Global
Modular Platform (E-GMP) [253], Volkswagen Group Pre-
mium Platform Electric (PPE) [254], [255], STELLANTIS
STLA SMALL/MED/LARGE/FRAME [256], Toyota New
Global Architecture (e-TNGA) [257], Volkswagen Modu-
lar Electric-drive Toolkit (MEB) [258] or Renault-Nissan
Common Module Family (CMF) [258]. Furthermore, some
suppliers, such as Foxconn, with their MIH initiative [8], also
try to provide solutions for these kinds of power platforms.
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Note that as these platforms are at an early stage, they act in
such a way that they furnish energy to the ECUs, however,
this is expected to evolve in the near future, more in line
with a power-on-demand basis. Moreover, as more and more
power-hungry functions, ECUs and wires are used within
cars, designing new techniques to reduce the energetic impact
on the on-board IT systems seems crucial. Considering their
negative impact on vehicle autonomy and, with it, some
techniques such as ECU degraded operation mode [259],
[260], partial network wake-up [261], [262], [263] or highly
dynamic software contexts (cf. § VII) will become more
important in the coming following years.

4) HARDWARE MODULARITY AND RE-USABILITY:
REFERENCE ARCHITEC- TURE EVOLUTION
As we said in §IV-E, as more and more functionalities were
added to the car, the in-vehicle systems needed more compu-
tational power, which then signified a massive increase in the
number of embedded ECUs. This has led to unmanageable
system complexity, making it complicated to keep growing
at the same pace as application demands with regard to
computing, network or energy consumption [16], [17], [264],
[265]. Today, most of the automakers’ E/E architectures are
already in compliance with the E/EDomain Vehicle reference
architecture. However, there are still over a hundred low
functional MCUs, connected through a highly limited and
heterogeneous set of CAN, LIN, FlexRay and, to a lesser
degree, Ethernet. If we look further into the progression per-
spectives set out in the previous state-of-technology analysis
and the research trends with regard to upcoming in-vehicle
architectures (i.e. Zonal Architectures, also known as ZoA),
presented in Fig. 7, there exists a clear trend. They move
through more centralised architectures, with fewer high-end
function target ECUs both for general purposes and specific
uses, - i.e., NPUs, GPUs, HPUs etc. interconnected, at least
in the network backbone, through Ethernet to reduce latencies
and enhance system bandwidth.

Thus, if we delve further into detail, the now low-functional
ECUs would be grouped into higher-end SoCs depending
on the functions that they will be handling (e.g., a GPU
for the ECU handling the on-board screen, an HPC for the
ECU in which ADAS will more than likely be deployed. . . ).
These SoCs can then be separated into smaller, more
dynamic, virtual ECUs thanks to techniques such as virtu-
alisation (cf. § VII-C), offering more optimal communication
management interfaces, multi-threading, fault tolerance tool-
ing, and, most importantly, significantly reducing system
complexity and coupling. On the other hand, as far as the
cables interconnecting the ECUs are concerned, migrating
from signal-based networks, (i.e., CAN, LIN and FlexRay)
to data-centred networks (i.e., Ethernet) [22], shall relax the
bandwidth and latency stress, allowing for the establishment
of homogeneous communication interfaces and standards,
reducing once again system complexity [17], [216], [266].
Finally, with regard to the cost & energy efficiency, by

drastically decreasing the quantity of ECUs and cables and
not having to maintain all the architecture powered on a con-
stant basis, we should reduce the costs/energy consumption
or, at least, compensate for the increase in new ECU and wire
evolutions.

Furthermore, as the vehicle becomes progressively
more integrated with smart-city and cloud infrastructure
(cf. § VI-D), some studies [267], [268], [269] suggest that
a combination of resources including cloud, infrastructures
and vehicles operating together as a hive (i.e. Seamless
Architecture) should be the next step in the evolution of
Automotive E/E architectures.

B. SOFTWARE ARCHITECTURES
Now that we have gone over the evolution perspectives of the
E/E architecture, the software architecture beneath needs to
be revisited so as to benefit from these new system capaci-
ties in the most optimal way possible. Thus, in this section,
we will begin focusing on the main reference architectures
coming from an IT point of view, focusing on properties such
as software reuse, dynamicity, and flexibility. Subsequently,
we will go over the automotive software architectures and
proposals, trying to highlight the safety and security aspects
that are considered to be vital requirements for these systems.
Finally, we will discuss the convergence of both, trying to
evaluate how we can combine the aforementioned IT-related
properties with automotive needs and how does it impact on
the maintainability and complexity of the system.

1) IT SOFTWARE REFERENCE ARCHITECTURES: ZOOM ON
RE-USE, DYNAMICITY AND FLEXIBILITY
If we begin with Software Product Line (SPL) [270], [271],
which was, to the best of our knowledge, the first modern
reference architecture targeted to simplify and standardise the
software development and deployment process, we have to
highlight that this reference architecture was inspired by the
classic industrial production lines and individual products,
that interact between themselves through a trade-off of the
base concept around which these architectures rotate: the
variability, which is used to classify each of the features
detailing an application as a commonality or a variation.
Fig. 8 depicts the structure of SPLs, which consists of three
phases: (1) Scoping, in which the company determines what
to develop (i.e., which products will be part of the product line
and what are their commonalities and variants). (2) Domain
engineering, in which the objective is to design the underlying
system architecture by characterising the inter-application
reusability and pre-scheduling their data exchanges. Further-
more, in this phase, the system will also produce different
test-cases, scenarios, documentation, and specifications for
each individual product. Finally, (3) Application engineer-
ing, in which the output of the two precedent phases will
be analysed, the inter-application conflicts resolved, and the
development of the final architecture and applications will be
done through the creation of reusable templates that will be
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FIGURE 7. On-going transitions for automotive E/E architectures.

FIGURE 8. Theoretical software reference architecture schematic figures.

further tested and integrated into the architecture, trying to
maintain them so that they are reusable for future iterations
or projects.

Secondly, Framework Components Arch. (FCA) [270],
[271], relies on the definition of the framework itself, which
is basically a tool or a set of tools that provide ready-made
components or solutions that can be easily used and cus-
tomised in order to speed up the development and integration
of new software applications. Therefore, the FCA ref. arch.
proposes a sort of configurable black box, that already pro-
vides all the classes that contain application logic, which
can be directly initiated or parameterised to adapt them-
selves to the needs of the application. However, in addition
to these default parameterization possibilities, FCA frame-
works ensure their extensibility by defining a clear set of
interfaces to add components that were not initially planned.

Thus, as we can see in Fig. 8c, this ref. arch. is composed
of a component system framework that provides application
invariant generic services close to the middleware layer, and
a component application framework which provides highly
customizable interfaces for the developers to implement their
business-specific software over it, hence, enhancing the intel-
ligence of the architecture and its middle-wares. To sum up,
FCA paradigm offers a large set of supporting functions that
allow the user to only implement the business applications
required and forget about the rest of the system control
mechanisms, which are developed once and are afterwards
common to all the applications.

As the obvious evolution of the previously mentioned
FCA, the Service-Oriented Architectures (SOA) [272], [273]
try to solve the aforementioned architectural problems in
a similar manner: by enhancing the intelligence of the
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infrastructure and offering a common management layer for
all the different applications running over it. These architec-
tures base themselves on the existence of a fault tolerance
service bus or middleware used by all the different services
for either simple data passing or inter-service requesting. This
will act as an abstraction layer between the services and the
physical position of their instances, enhancing the flexibility
and, through simple replication, the fault tolerance of the sys-
tem [274], [275]. Furthermore, and as you can see in Fig. 8c,
a typical SOA will be made up of (1) service providers, those
who generate and share the data in the system, (2) service
consumers, also called service requester sometimes, who are
those using this data to operate, (3) a fault-tolerant common
comm. bus or middleware, (4) a set of control services run-
ning constantly and trying to exploit, coordinate and ensure
that both the services and the infrastructure themselves are
functioning well, dynamically adapting to system constraint
changes over time [18], [276]. Finally, this paradigm also
focuses on the importance of reusing and making the ser-
vices as modular and inter-operable as possible, while always
establishing an elevated level of standards and pipelines to be
respected by the developers.

In the same scope, Event-driven Architectures (EDA),
as you can see in the Fig. 8e, are a variant of the previously
presented FCA. However, unlike SOA, which focuses on
the services and their behaviour and interactions, the EDA
reference architecture will focus on ensuring the real-time
reactivity, implementing for it an asynchronous communi-
cation bus instead of the classic synchronous bus of SOA
[277], [278]. This way, EDA would increase even more the
flexibility and agility of SOA, relaxing further the software
integration process.

For the final variant we will review the FCA, Micro-
services Architecture (MSA) [279], [280], [281] which is
built over a collection of smaller, normally mono-functional,
independent service units with well-defined interfaces. The
goal of this ref. arch. is to exploit to the maximum the
reusability and decoupling of software chunks between them-
selves, allowing for the possibility to to independently deploy
and scale the different micro-services dynamically depending
on the demands of the rest of the services [282], [283]. This
flexibility when developing new services, together with the
continuous growing collection of the already well-defined
and deployed micro-services in the infrastructure, help devel-
opers to work faster and reduce the integration time, which
then enables them to home in on the specific business needs.

On the other hand, Multi-Agent Architectures (MAA) this
time try to solve the aforementioned problems by enhanc-
ing the intelligence of each software application instead
of the infrastructure itself. MAA synthesizes contributions
from different areas, including artificial intelligence, software
engineering and distributed computing to address developing
systems that are composed by many dynamically interacting
components [270], each of them having their own distributed
control mechanisms to coordinate each other. Between these
mechanisms we can account for some automotive critical

FIGURE 9. Outlook of the studied software architecture paradigms.

mechanisms such as neighbour discovery, fault tolerance,
network abstraction or consensus [284]. In this paradigm, and
as you can see in Fig. 8b, this architecture model relies on the
concept of agents, which are pieces of software able to coor-
dinate themselves in sub-sets so as to establish the necessary
control mechanisms without the need for a centralised service
to intervene. However, this solution, even if it is a better fit in
some cases, implies a redevelopment of the control services
each time for each individual piece of software, which is not
ideal for a highly variant and participative environment such
as vehicle embedded architecture.

To conclude, having already presented in detail all the
main reference software architectures, we will compare them
and comment on the interesting points of each one for
future on-board architectures. Moreover, we will lean on
Fig. 9 which visually depicts the similarities and differences
between the different paradigms, and Table 4, which proposes
a multi-criteria comparison of the reference architectures
with regard to all four communication, software, architecture
and business centred characteristics. On the one hand, if we
isolate all three MAA, SPL and FCA, we can highlight that
by making the control services exclusive to each application,
as it is forMAA,wemake the application development, main-
tenance, and integration considerably more difficult, having
more coupling and less flexibility than SPL and FCA. How-
ever, this paradigm is interesting as ensuring the autonomy
between the infrastructure and applications can be fascinat-
ing in some situations, as is ensuring the fault-tolerance of
the control services layer in the FCA variants. In addition,
we can also highlight that by the SPL focusing on optimising
the software production through templates has a positive
effect on decreasing software complexity and granularity and
enhancing software reuse but won’t be enough to address
the complete set of previously exposed issues without adding
some extra control layers or mixing it with other reference
architectures. On the other hand, all three of SOA, EDA
and MSA match the future architecture levels of abstraction,
security, and flexibility with slight differences in their focus.
Thus, SOA paradigms will propose a higher tolerant and
reliable call-driven environment, while MSA focuses less on

VOLUME 11, 2023 73705



D. F. Blanco et al.: Comprehensive Survey on SaaS Transformation for the Automotive Systems

TABLE 4. Exhaustive comparison of the aforementioned software architecture paradigms.

these aspects but offers higher flexibility and collaboration.
By reducing the granularity of the systems, and EDA focuses
on implementing these control services in an asynchronous
and more reactive manner. Furthermore, we can then imagine
that future automotive software reference architecture could
benefit from many of these paradigms. Using SPL to reduce
development complexity and establish standards, SOA to
manage all safety, security, scheduling, and criticality that is
needed by embedded vehicle architectures, and even EDA or
Micro-services to reduce the complexity of the applications
or ensure network reactivity of time-constrained services.

2) AUTOMOTIVE SOFTWARE ARCHITECTURES: SAFETY AND
SECURITY
In this subsection, we will be taking an in-depth look at the
automotive contributions around software arch., with SOA
being the one that we focus on the most. Note that Table 5
summarises the main contributions around Software Archi-
tectures in the automotive sector, breaking each of them down
into sub-domain categories depending on all the subjects
addressed in the paper.

If we take a detailed look at this table, we can observe that,
at least for now, there are few contributions concerning full
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TABLE 5. Classification of the most interesting automotive SOA (complete or partial) propositions.

software reference architectures or design patterns within the
automotive industry and that we can identify four distinct
categories of papers. Firstly, there are those that focus on
software architectures and zoom in on the E/E properties,
then those giving special importance to communications and
networking within the architecture. Subsequently, there are
those that focus on application characteristics and granular-
ity, and finally, those focusing on the initial stages, going
extensively through the context and use cases to justify archi-
tectural evolution. Furthermore, the run-time management
of the infrastructures, done through the control services and
which will be addressed in §VIII, are often evoked but are
never the focal point of the paper, leaving the focus on this
field considerably behind when compared to others.

Finally, despite the existence of papers covering software
characteristics and relations we haven’t found any paper on
how to properly manage its life cycle (install / deploy /

testing / monitoring), which is a crucial part of any success
when implementing SOA architecture (cf. § VII). Moreover,
in industry, AUTOSAR SOME-IP is the biggest representa-
tive of SOA in the automotive sector. While already being the
principal OS standard for the constrained ECUs of vehicles,
AUTOSAR released SOME-IP: a SOA-like architecture quite
similar to the one proposed in Leguay et al. [303] and, in the
same manner, focusing exclusively on the networking capa-
bilities of the architecture and introducing interesting features
such as service discovery and network abstraction to the
legacy of AUTOSAR-based ECUs. This approach does not
address the lack of control services and flexibility in the auto-
motive embedded architectures nor their low dynamicity and
adaptability that, as we said before, are key features for the
future of the automotive industry. However, it’s a good a good
foundation fromwhere to start and can be complementedwith
the addition of control services over it and other features to
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FIGURE 10. IBM WebSphere (left) & OASIS FERA (right) architecture schemes.

achieve the aforementioned capabilities. In this same scope,
other proprietary OEMs, and companies (GuardKnox, BMW,
TESLA. . . ) have developed or offer SOA frameworks, how-
ever, the lack of papers detailing their structure or justifying
their choices makes their evaluation and realistic positioning
in the ecosystem impossible. It should also be noted that we
will be comparing AUTOSAR’s SOME-IP solution to other
IT solutions in the next section.

3) IT AND AUTOMOTIVE SOFTWARE ARCHITECTURE
CONVERGENCE: MAINTAINABILITY AND COMPLEXITY
To cover the lack of maturity of the automotive software
architecture research proposals, we are now going to focus
on the perspectives of both the classic high-end cloud
computing sector, which was the precursor of SOA, and
some lightweight SOA implementations from the IoT sec-
tor, comparing them over an eight-vertex criteria deriving
from §IV and the open issues in §V. This evaluation is dis-
cussed through the whole section going one by one through
the remarkable representative solutions and summarised in
Table 6, which can be found at the end of the section. It is
worth noting that, as these solutions are not targeting the
automotive sector, we cannot evaluate if they comply with the
traditional automotive safety & security certificates & stan-
dards, which must surely be worked on if finally integrated
into the automotive in-vehicle systems.

If we start with solutions that are targeting cloud com-
puting, the first proposal worth mentioning is IBM Web-
sphere [304], [305], [306]. As we can see in Fig. 10, the
core of this architecture is the connectivity services, which
provide the infrastructure to manage the Enterprise Ser-
vice Bus. These connectivity services provide three major
resources: transport services, event services, and mediation
services. Directly linked to the connectivity services, we can
find business logic services that define what the application
needs to develop, as well as control services, which are in
charge of managing the interaction between services. In addi-
tion to that, this architecture also provides development
services, modelling, testing, and maintaining the system,
business innovation and optimisation services for research
and development, sand-boxing, IT management services for

FIGURE 11. PESOI architecture scheme.

security, network, virtualisation, system management and,
finally, infrastructure services to manage hardware resource
dependencies.

Secondly, we have OASIS FERA [307] (Federated Enter-
prise Reference Architecture) that presents a set of principles
and guidelines for the development of an SOA application
with loosely coupled collaboration for Federated Archi-
tectures.3 This model, as we can see in Fig. 10, maps
the Federated Architecture formed with semi-autonomous
decentralised systems into the SOA concept architecture.
In this implementation, the federated systems interfere with
the rest of the federated systems, SOA control services and
external/developer access APIs through a centralised fault
tolerance ESB.

Thirdly, we are going to focus on a solution that concen-
trates on integrating the development and operation cycle
into the SOA architecture: the Process-Embedded Service-
Oriented Infrastructure (PESOI) [308]. As this solution
integrates the development process into the infrastructure,
this simplifies the redevelopment of the applications to add
new features on run-time.

3Federated architecture (FA) is a pattern in enterprise architecture that
allows interoperability and information sharing between semi-autonomous
de-centrally organised lines of business (LOBs), information technology
systems and applications.
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This model then implements a control service layer based
on the development cycle of the application, in which, we can
count (1) modelling services, to offer high SOSE support
and services to help the users to construct the architec-
ture model, the process model and the policy model of the
target application, (2) verification and validation services,
(3) a dynamic re-composition manager, in charge of taking
the model and picking up proper services from the service
repositories to compose the desired applications, (4) run-
time data collection, (5) Analysis, and (6) dynamic workflow
definition services in order to monitor the system, adapt and
optimise execution after the applications are assembled and
deployed (cf. Fig. 11). Thus, this system is able to monitor
the behaviour of the service and dynamically reconfigure
it for better performance or reliability (or even replace the
service) at run-time, which is an very important feature for
the automotive industry.

This time, focusing in IoT-like resource restrained devices
as in the automotive industry, we have Lenguay et al. [303],
in which a proposal and implementation of multi-level SOA-
based architecture is described. This is for heterogeneous
and dynamic wireless sensor nodes with limited comput-
ing, battery, and communication capacity. Afterwards this
solution will then create both a new protocol and routing
algorithm allowing for dynamic discovery (cf. Fig. 12), net-
work abstraction, fault-tolerance, as well as invoking services
in other nodes. However, the absence of nodes with higher
computing capabilities to implement a more complex control
layer considerably holds back the capacity and possible uses
of the system.

FIGURE 12. Lenguay et al. [303] architecture scheme.

Finally, within the same scope, in Wang et al. [309]
they propose a Service-Oriented model for heterogeneous
MPSoCs, suggesting a new 3-layered hierarchical model,
as we can see in Fig. 13. Thus, the three layers are, in order
from the furthest from the hardware, to the closest; (1) the
Services Layer, which offers an API for deployment, run-
time analysis mechanisms, an orchestrator and scheduler and
some data collection services, (2) the Servants Layer, which
is in charge of the error management of the different ser-
vices running and the fault-tolerant communication support
among them, and finally, (3) the Physical Layer, which is
responsible for providing the requested physical resources to

FIGURE 13. Wang et al. [309] architecture scheme.

the different service. Therefore, this solution implements a
completely dynamic SOA in which the resources and services
are allocated to need and run-time analysis techniques, aim-
ing to reduce hazards and to optimise the execution of the
applications.

To conclude, if you compare all the previous detailed
solution descriptions, we can highlight some layers that are
common to all of them. To begin with, we have the Fault toler-
ant Communication Layer, usually named Enterprise Service
bus, and which will looked at in § VI-C. This is probably
the most important layer as it enhances the flexibility of the
architecture and cuts the hardware specific couplings, there-
fore increasing the reusability of the software. Secondly, now
that the communication between services has been ensured,
the second point we can highlight is the software development
pipelines, that we will study in detail in § VII, covering the
software installation, orchestration, deployment, and testing
within the vehicles. Finally, and more extensive than the two
previous layers, we have the control services, to be looked
at further in § VIII, which are very varied but share the
common goal of ensuring that the software installed and the
communication channel are both functioning well through
services such as the service registry, orchestrators and sched-
ulers, the status checkers etc. However, we need to add some
mechanisms to those ones, allowing them to compensate for
the heterogeneity either in terms OS, security and safety
constraints, and resources, all of which are inherent to the
automotive sector. Furthermore, as detailed in Table 6, we can
see that the more complex and complete the control services
and architecture proposition are, the lower the maintenance
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TABLE 6. Comparison summary of the IT SOA state-of-the-art. Classification made from the aggregated data from the papers [304], [305], [306], [307],
[303], [308], [309], [310].

and integration costs. However, this signifies a high initial
cost that, considering the life cycle of the vehicles, should be
rapidly compensated for by simpler maintenance and integra-
tion cycles.

C. NETWORK ARCHITECTURES
Given the advances of both E/E (cf. § VI-A) and Software
architecture (cf. § VI-B), we now need to adapt the net-
work stack so as to fully profit from the new bandwidth
enhancements thanks to the higher presence of Ethernet,
the new simple E/E architecture board availability, and to
match the requirements necessary to have fault-tolerant data-
based communication middleware (or Enterprise Service
Bus). Thus, in this section we will start by (1) surveying
how the network architecture is standardised, by analysing
application-level network protocols to be used for this homo-
geneous data-based communication middleware over IP.
After that, (2) we will discuss the rest of the tooling that
allows us to enable data-oriented communications over this
middleware, which is a key point for a flexible and dynamic
abstract communication ESB. Finally, (3) we will discuss
how the legacy software components can be integrated into
this framework, which is mandatory for the transition.

1) STANDARDISATION: NETWORK PROTOCOLS
To begin the study, if we start with the solutions from the IT
domain, where the SOA architectures are already in place,
HTTP REST [311], [312] is highlighted. HTTP REST is a
communication protocol that defines an ensemble of con-
straints to be used when creating a web service to establish
easy interoperability between services on the internet. This
protocol follows a request/response communication pattern in
star topology. In this host-centric protocol, the central server
will listen for client requests that, on reception, will invoke
the different functions available. HTTP implements lots of
interesting mechanisms such as TLS security, object compat-
ible payloads, standard response, and error codes. However,
the fact that this protocol needs a centralised server to offer its
services, linked to the lack of environment service discovery
or single point of error, failure prevention mechanisms might
be a problem when dealing with safety constrained systems
such as vehicle IT architecture.

In the same scope, if we keep looking at web service ori-
ented communications protocols we can find other interesting

protocols such as SOAP [313], [314] or WebSocket [315].
SOAP first appeared two years before HTTP REST and pro-
vides mostly the same functionalities. The main difference is
that SOAP requests are written in a custom XML (or YAML)
SOAP format thenwrapped in anHTTPmessagewhile REST
directly uses the HTTP as the application layer protocol. This
provides higher bandwidth and processing consumption for
the SOAP protocol if compared to REST, which in the context
of embedded systems, is a critical point that makes REST
more suitable. On the other hand, WebSocket approaches this
problem as a lower-end solution. WebSocket is based on the
concepts of socket and port and will use the IP address from
the device and their application port details in order to estab-
lish a bi-directional communication channel, whereas HTTP
REST only works as a unidirectional channel. WebSocket
is therefore ideal for real-time scalable communication with
high data exchange between services but is less performant
when handling lots of small requests from different clients.
At the same time, as WebSocket is a very low-level restful
protocol that manages the mapping itself between services,
it needs to know a lot of infrastructure details. This lack of
abstraction might limit the possibilities of a flexible SOA
arch. in which the services might change their location over
time. However, it could be interesting when used in some
situations since the comm. cost is lower than REST and the
bidirectional socket can offer some advantages.

To reduce overheads and computing requirements of these
protocols, the Constraint RESTful Environments (CoRE)
working group of IETF developed CoAP [316]. CoAP is a
protocol like HTTP REST but with the peculiarity that the
headers, methods, and status codes are all binary encoded and
that it runs over UDP instead of TCP. This reduces the pack-
age overhead but, unfortunately, also transmission reliability.
To deal with the lack of reliability of UDP, CoAP implements
a functional layer to re-transmit lost or corrupted packages.
At the same time, in order to reduce the resource consumption
of the protocol even more, they created a new mechanism to
reduce the message exchange to retrieve data. While in HTTP
REST the data retrieving always implies 2 messages (a HTTP
GET request and a HTTP RESPONSE), in CoAP, with the
first HTTP GET request, you can add a header flag (observe)
to continue receiving changes to the requested resource from
the server. Therefore, whenever this resource changes, the
server will send the information to the client without the need
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for an HTTPGET Request. This implementation was the first
step to asynchronous messaging over HTTP, getting closer to
a publish/subscribe communication pattern.

Asynchronous messaging allows systems to increase the
flexibility of their architecture, which makes this communi-
cation pattern rather more suitable for resource constrained
devices and non-ideal network conditions than the classic
request/response paradigm. Between the asynchronous mes-
saging protocols we can state that three of them stand out
from the rest: MQTT [317], AMQP [318], XMPP [319] and
DDS [320], [321]. MQTT runs over TCP (which ensures
its reliability) with the peculiarity that it has an exceedingly
small header and, thus, extremely low package overhead,
making it one of the most prominent solutions in con-
strained environments. MQTT follows the publish/subscribe
paradigm with the peculiarity that any communication is
centralised through a Broker that will handle message per-
sistence and ensure its arrival to the correct host. However,
since it was designed to be the more lightweight possibility,
MQTT’s weak point is a lack of security and the potential
single point of failures. In the same scope, being aware of
the security deficiencies of MQTT, there also exist alterna-
tives such as AMQP and XMPP. Even if both implement
strong data protection and authentication, XMPP is a bit
more secure than AMQP because of the inclusion of stricter
security, authentication, privacy, and access control proto-
col extensions. However, the fact that, at the same time,
XMPP offers request/response and publish/subscribe com-
munication services and that they use an inefficient XML
payload formatting, makes the resource consumption of XML
high compared to both AMQP and MQTT- This will com-
plicate its use on lossy low-power wireless networks and
low-specification processors. Even though XMPP is slightly
more secure than AMQP, this second protocol has some other
interesting points. As one of themain problems inMQTTwas
the threat that a broker failure would prevent the entire system
from working, AMQP developed a new async. peer-to-peer
mechanism that makes the pub./sub. pattern more flexible
and robust, eliminating the threat coming from the centralised
broker single point of failure. However, as in XMPP, all these
features denote an increase in network, power consumption,
processing, and memory reqs., making it a potential problem
if implemented in highly constrained devices.

Finally, if we look at other domain specific solutions we
can find OPC UA [322], [323] (coming from the industry
4.0) and SOME/IP [324], [325] (in the automotive indus-
try). To begin, OPC UA offers both publish/subscribe and
request/response mechanisms based on TCP/IP. OPC UA,
and as is required for industrial context, focuses on real
time and safety of machine-to-machine communications.
As this protocol is widely adopted in the industry 4.0,
it offers interesting interoperability options that can lead
to new business models and interactions between industry
and vehicles. Secondly, SOME/IP is an open standard mes-
saging protocol formalised by AU- TOSAR as a reaction

to the inclusion of software-oriented architectures in the
automotive system. SOME/IP offers a complete communi-
cation standard including 3 communication patterns (pub-
lish/subscribe, request/response and fire and forget (request
without response)) that communicate via a centralised broker
over TCP/IP. At the same time, it offers a service discovery
protocol to deal with any abstraction between network and
data providers and some basic security features. One final
positive characteristic of AUTOSAR is the fact that it has
already been widely adopted by the automotive OEMs which
eases the transition to a software-oriented architecture. How-
ever, AUTOSAR has the same problems as the rest of the
broker centralised communication protocols, as well as the
fact that it does not handle data objects or serialise a method
invocation payload.

Hence, if we look further into detail in Table 7, it seems
clear that the combination of multiple communication proto-
cols can be useful to cover all the different automotive use
cases. To begin, among the communication protocols that
include publish/subscribe patterns, the most remarkable solu-
tions would be MQTT, SOME/IP, DDS, AMQP and ROS2.

If we try to use the most resource efficient solution, despite
security issues, MQTT offers the lowest resource consump-
tion and compatibility for Android, Austosar Adaptive and
Linux. In addition to that, MQTT is a widespread solution
in the IT world, which is an advantage when customers are
looking for new solutions at a lower price. From another
point of view, if what we seek is a solution that is compatible
with both the old ECUs and the new ones, SOME/IP, as it’s
the AUTOSAR solution, is the only one capable of ensuring
compatibility with both AUTOSAR Classic and the other
Linux-based operating systems. However, SOME/IP is far
from being optimal in terms of other criteria, having low
security and higher development and maintenance costs than
MQTT.

From a security point of view, both solutions offer basic
authentication, encryption, and TLS techniques. However,
other communication protocols like ROS2, AMQP and DDS
have stronger additional mechanisms in exchange for a higher
resource consumption. Finally, if we look from a flexibility
point of view, once again DDS, AMQP and ROS2, as they
are P2P publish/subscribe solutions, offer a higher flexibility
on the system design. On the other hand, if we shift our focus
to communication protocols following the request/response
scheme, we have HTTP REST, WebSocket, CoAP, OPC UA
and SOME/IP. Among these solutions, HTTP REST is the
most frequently used in the IT world, which presents an
advantage in terms of development tools and support. At the
same time, it is compatible with all but AUTOSAR Classic
and offers decent security and flexibility at an assumable
resource cost. In the same scope, CoAP is an optimisation of
HTTP REST for constrained environments. However, with
the libraries and optimisations made in REST by the com-
munity, the resource consumption of REST is only slightly
superior to CoAP.
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TABLE 7. Application layer network stack comparison.

However, if resource efficiency is a priority, WebSocket
is the most interesting solution. Nevertheless, this proto-
col needs low-level knowledge of the infrastructure, which
blocks the network abstraction concept of SOA unless an
abstraction connection manager is implemented over this
network stack at application level. After that, when focusing
on security, it is clear that OPC UA is the most adequate
solution. However, the development and maintenance costs
and the resource consumption of the protocol are higher than
the other ones. Finally, as in the case of the publish/subscribe
paradigm, SOME/IP is the only fully compatible solution
with the AUTOSAR classic and Linux-based ECUs.

2) DATA-MANAGEMENT: THROUGH A DATA-CENTRIC
COMMUNICATI- ON MIDDLEWARE
As the aforementioned evolution trends of both E/E and
software architecture suggest an increasing break in domain
boundaries (i.e., ADAS, Power-train. . . ), a democratization
of Ethernet as the main transport support, a dynamic and
seamless perception of the software location, as well as a
steady rise the complexity of deterministic. Whilst determin-
istic comm. is a key challenge to match real-time constraints
of the automotive sector [326], something that wewill discuss
in depth later in § VI-C3, in this section we are going to focus
on the migration from static network mapping to more flex-
ible and dynamic data-centric mechanisms. Remember that,

in the FCA sub-variants, and specifically in SOA, systems are
represented as a set of services that are either data producers,
data consumers or both at the same time.

Today, as the in-vehicle systems and development pro-
cesses mostly ECU / signal-based development approaches,
the complexity and data maintenance of both signal and bus
message databases requires a lot of time and money [327].
The high software coupling to both network and hardware
means that multiple functions, such as driver presence, are
implemented several times for specific customer functions
on different ECUs when they could easily be communal
functions provided as a service and reused by all ECUs.
Moreover, nowadays, we cannot underestimate that an unnec-
essarily high bus load can be observed because of signals
being sent without receivers on most of the CAN buses [328].
Therefore, the implementation of an Ethernet-based data
centric middleware will not only allow for a reduction in
overall system complexity and comply with the flexibility
and dynamicity proposed by the software architecture evo-
lution trends (cf. § VI-B), but it will also help cope with
the problems of function reuse and unnecessary network
consumption. For that matter, the only source of communi-
cation overhead will be the one added by the middleware,
which is predictable and not rooted in inadequate tooling
or insufficient communication management processes. This
shall help maintain the system determinism.
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On the one hand, if we look closer at the proposals sur-
rounding data-centric communication middleware for the
automotive industry, what stands out is that most of them rely
on the aforementioned DDS tack, with the publish/subscribe
comm. pattern playing a central role in this matter. The DDS
functions either alone with some containerisation and custom
tooling [328], or as an extension of a network layer for either
SOME-IP [327] or ROS 2 [329]. As a complement of these
studies, [326] presents, in a theoretical way, a study of the
desired properties for future data-centric real-time comm.
middleware, focusing on how resources are shared, priorities
managed, and data consistency can be ensured.

On the other hand, with the objective currently not only
being about adding a coordination layer but, also, to change
the host- centric philosophy TCP/IP and move towards an
information centric philosophy, some papers [330], [331]
chose to delegate the network abstraction to a lower OSI
level. Thus, the network routing protocols of this solution will
no longer generate routing tables containing the addresses
of the connected devices, but instead of the data that these
connected devices can provide [332]. However, since there
is no widespread standard as of yet, Information Centric
Architecture implementation has been approached in diverse
ways (Data-Oriented Network Architecture, PubSub, Named
Data Networking. . . ). Even though different implementations
have small subtleties, they all focus on the data (Named Data
Object) and its storage, mobility, authenticity, integrity, and
security [332], [333]. ICN approaches can be seen as an
ensemble of data publishers and data requesters connected
through the NDO they share and the abstraction routing
mechanisms. However, even though the potential of this new
network arch. paradigm is interesting, the maturity of the
technology makes its integration into the in-vehicle systems
more complicated.

3) LATENCY: WITH REGARD TO APP. CONSTRAINTS AND
DEADLINES
As the comm. capabilities of most of the ECUs within the
in-vehicle arch. rise more and more, having a precise view
of traffic flows, the nature of the delays (called ‘‘latency’’)
and variation in travel time (called ‘‘jitter’’) has become cru-
cial for both understanding system interactions and matching
safety requirements in the different apps. The control and
prioritisation of traffic flows can be done at multiple levels
- i.e., app. level, data-link level, hardware level. . .

At the application level, this feature can be done either
by adding time-sensitive extensions for the network stack
protocols [334], [335], such as those in Table 7, or by imple-
menting some high-level global-schedulers [336]. However,
all these solutionsmean additional system constraints, such as
needing to use a common network stack, which has a negative
impact on system flexibility. Moreover, as the scheduling
takes place during the application layer, it adds further delays
for decapsulating the packages, which also increments the
jitter as it strongly depends on the CPU use of the nodes.

On the other hand, hardware-level, real-time traffic flow
control can keep treatment delays down andmaintain network
stack flexibility, solving the main problems that arise from
application level real-time communication services. Some
examples of these are presented in [337] and [338]. However,
these solutions are suddenly too expensive to be implemented
within cars and have a real risk of buffer overflow or of
ignoring some traffic norms due to its prioritisation. Besides,
these solutions limit the dynamicity and adaptability of the
system since the hardware and software don’t follow the same
timescale in their life cycle.

Therefore, being aware of these problems in the auto-
motive industry, both research and industry position them-
selves by carrying out this traffic-flow control directly over
the data-link layer, following the standards described in
IEEE 802.1Qca,AB,Qbv,Qci. . . by the IEEE Time Sensitive
Networking (TSN) standardisation group [339], [340], [341],
[342]. TSN, therefore, proposes a set of standards featuring
time synchronisation, traffic scheduling, gate control, frame
preemption. . . that enables it to have a fine grain control over
traffic prioritisation, by reserving specific bandwidths for
each traffic, and allows for a precise calculation of latency and
jitter. However, even though nowadays TSN is still elevated,
it will certainly be deployed cheaper over MAC in the next
years. Note that TSN can be complemented with higher level
application QoS solutions [343], [344], [345], or even other
techniques such as DPDK [346], [347] to overlap the kernel
and enhance network bandwidth capabilities.

D. IoV PLATFORMS
The Internet of Vehicles (IoV) is a network born from the
integration of vehicles to the smart city and whose objec-
tive is to interconnect cars (V2V), pedestrians(V2P), cloud
computing infrastructure (V2C) and parts of the urban infras-
tructure (V2I), such as charging stations, roads, traffic lights,
etc. to make transportation more autonomous, safer, faster,
more efficient, more eco-friendly, etc. In this section, we will
split the IoV platform into two categories, i.e., Vehicle-to-
Cloud (V2C) and Vehicle-to-Everything (V2X), and subse-
quently detail the advances and evolution perspectives of
both.

1) VEHICLE-TO-CLOUD (V2C)
As the levels of autonomy and functionality of vehicles
increase, vehicles are expected to execute a wide range of
computations over short periods. Given the limited on-board
battery capability and computation capacity of the in-vehicle
systems, offloading, the more power-sapping and time-
consuming computation tasks to other more powerful servers,
from the Cloud Architectures, has significantly improved the
performance of many applications, such as intelligent driv-
ing, cruise-control assistance or log collection [348], [349],
[350], [351]. Cloud computing is therefore defined, by the
US National Institute for Standards and Technology (NIST)
in [352], as a model that enables ubiquitous, convenient,
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and on-demand network access to a shared pool of
configurable computing resources (e.g., networks, servers,
storage, applications and services) that can be rapidly pro-
vided and released with minimal mgmt effort or service
provider interaction. Moreover, the latest advances in the
Cloud comp. sector, driven by the Internet-of-Things explo-
sion, allow us to complete this definition as there are now
more possibilities concerning where to place and how to
manage Cloud nodes.

If we begin by focusing on the location of these nodes,
Table 8 summarises the four big trends regarding this matter.
First, we can highlight that Central Cloud Comp. nodes,
which are those traditionally used by most of the industry
nowadays, are placed in data centers extremely far from the
vehicles, which has a negative impact on the latency and
energy consumption for this solution. However, they also
have the advantage of working globally and offering mostly
unlimited resources and, thus, they are preferable when being
used for global non-real-time overly complex calculus or
data storage. Following on closely, Edge Comp. nodes are
placed in smaller data centers at the edge of the network,
which tries to even the trade-off between latency and quantity
of resources. On the other hand, Fog, and Mist comp., the
first based in local antennas or buildings and the second in
the IoT surroundings, have a similar objective of scarifying
some calculus performance to gain considerably in latency.
These nodes are worth using when the calculus does not have
exceptionally long to run, as the gain in latency will compen-
sate for the restrained computing capabilities. However, it is
worth noting that all three, Edge, Fog, and Mist computing
solutions, have limited mobility support, which means that
we would need to add high-level mechanisms, such as data
or function prefetching, to make the data follow the vehicles
when in movement.

On the other hand, if we now focus on the nature and
mgmt. of how the cloud computing platform is used, we need
to highlight several different modes - i.e., On-premises,
Infrastructure-as-a-Service (IaaS) [354], [371], Platform-as-
a-Service (PaaS) [372], Function-as-a-Service (FaaS) [373]
and Software-as-a-Service (SaaS) [374], [375]. As cloud
computing architectures are often split into nine distinct lev-
els - i.e., network, storage, servers, virtualisation, operating
system, container technologies, run-time, application, and
data - we are also going to rely on this definition to char-
acterise the different management modes. Fig. 14 defines, for
each of the previously introducedmodes, which part is carried
out by the Automakers andwhich by the Cloud provider. Note
that, the more things that are dealt with by the Automakers
(On-premises / IaaS), the more complex and time-prone to
manage it is, but also more configurability is offered. On the
other hand, by letting the cloud provider manage most of the
layers, Automakers would gain in agility, while also easing
the complexity of the system, thus being able to focus their
efforts on more business-related issues. Furthermore, if we
look closer at the network stack used for V2C communi-
cation, studies [376], [377] show that this communication

FIGURE 14. Cloud computing management possibilities.

normally takes place through standard LTE/5G wireless
networks.

In conclusion if we give a brief overview of current
Cloud computing use in the automotive sector, as you
can see once again in Table 8, most of the Automakers
use On-premises/IaaS/SaaS based Central Cloud Computing
solutions. However, this trend is beginning to reverse due to
academia proposals suggesting infrastructures closer to the
car, which should most likely happen in the industry in the
following years, while maintaining the Central Cloud Infras-
tructures for overly complex calculus and big-data storage.
Finally, with regard to the management mode, all manage-
ment modes that are already in use should continue to coexist
as they have done until now, integrating little by little both
PaaS and FaaS into the ecosystem.

2) VEHICLE-TO-EVERYTHING (V2X)
Vehicle-to-Everything communication is essential to main-
tain a shared information layer throughout all the vehicles,
pedestrians, and infrastructure. In this layer, the position, sta-
tus, trajectories, and obstacles for all smart-city participants
are grouped together, with the objective of increasing road
safety, helping users and vehicles throughout their journey,
adapting the energy supply, parking spaces, etc. Thus, in this
section, we are going to explain in detail some of the main
V2X use cases, i.e., vehicle-to-Vehicle (V2V), Vehicle-to-
Pedestrian (V2P) and Vehicle-to-Infrastructure (V2I).

a: VEHICLE-TO-VEHICLE (V2V) ARCHITECTURES
As V2V encompasses a wide range of functionalities and
use cases, in this section, we will order them according to
the distance and communication technology used to interact
with one another. If we begin with those solutions of short
V2V ranges that are the most widespread. Their standard-
isation relies on the extension of the WIFI standard (IEEE
802.11a) to support the ad-hoc mode (IEEE 802.11p [378])
made back in 1999 by the American Federal Communi-
cation Commission (FCC), allowing for the use of highly
dynamic Vehicular Ad-hoc NETworks (VANET). This proto-
col can then control any high mobility conditions caused by

73714 VOLUME 11, 2023



D. F. Blanco et al.: Comprehensive Survey on SaaS Transformation for the Automotive Systems

TABLE 8. Comparison of cloud computing solutions according to the distance where they are placed.

FIGURE 15. IoV Interactions for smart cities.

high speeds coming from multi-path reflections, and Doppler
shifts obstructions [379], [380], thanks to techniques such
as the Distributed Congestion Control (DCC) mechanism
or the Multiple Access with Collision Avoidance mecha-
nism (CSMA-CA). Therefore, in these networks the vehicles
will constantly transmit and receive information from all
other vehicles within their transmission range. VANETS
are suddenly being used for either safety-oriented applica-
tions, such as driving assistance [381] (i.e., lane changing,
emergency braking or cooperative collision avoidance), infor-
mation [382] (i.e., speed limit or road work areas), and
warnings [383] (i.e., post-crash notifications, road conditions
or collision alerts), non-safety-oriented applications for some
traffic controls [384], [385], and some comfort and infotain-
ment applications [386], all the while being aware of the
limited data-rate and security limitations of the protocol.

In this same scope, with the objective of updating the
VANET standard and adapting to the data-centric vehi-
cle enhancements, a new protocol appears that makes
a few changes to the IEEE 802.11p extension. This

protocol is known as Dedicated Short Range Communi-
cation (DSRC) [387], [388] protocol and, among its main
improvements we can highlight: the addition of network
congestion control for high-density networks, a significant
reduction in communication overhead (which remains unsuit-
able for big-data ultra-low latency applications), a fair man-
agement algorithm for transmission coordination between
vehicles to reduce the network noise, and the addition of addi-
tional security mechanisms. Some examples of applications
running DSRC are lane change detection [389] or emergency
collision avoidance [390]. However, both DSRC and VANET
share their bandwidth not only with other vehicles but with
several applications from the smart-city, which is a limiting
factor for them when trying to achieve higher data-rates or
SLA ratios. In addition, the security of these two protocols
is weak compared to the more powerful LTE-based protocols
available.

Thus, in order to explore other uncongested frequencies,
some studies [391], [392], [393] focus on the adoption of an
emergent technology known as Visible Light Communication
(VLC). This targets a completely unexplored communication
method: light. Some studies have shown interesting possi-
bilities arising from this technology for short range driving
assistance applications in V2V clusters; however, this tech-
nology is still not mature enough and most of the research
is dedicated to increasing its performance, decreasing the
noise from other lights or the sun, compensating for weather
conditions, etc. Moreover, VLC, as well as previous stan-
dards, cannot guarantee service availability, as they need
other vehicles in proximity to enable their services.

On the other hand, with the V2V services needing higher
availability despite the presence of vehicles nearby, higher
security or, simply a higher data-rate, academia [379], [394],
[395] suggests 5G must be supported by future V2V archi-
tectures, assisting the current standards when they are not
able to match the requirements of the application. 5G aims
to support wireless communications with high reliability,
ultra-low latency, and ultra-high throughput, offering several
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interesting features such as Proximity Services (ProSE), and
allowing for awareness to detect nearby devices without con-
tinuously emitting data, or data managing services. Literature
suggests that 5G networks shall be increasingly used in the
coming years for various existing and new use-cases such as
global traffic management, V2V update spreading, infotain-
ment services, etc.

b: VEHICLE-TO-PEDESTRIAN (V2P) ARCHITECTURES
Pedestrians, cyclists and motorists, who are usually grouped
under Vulnerable Road Users (VRUs), account for a big
part of traffic fatalities (e.g., in 2020 USA National High-
way Traffic Safety Administration (NHTSA) declared 1,674
pedestrian and 355 cyclist fatalities, compared with 10,626
traffic fatalities, which represents around 20% of the coun-
try’s traffic fatalities [396])). V2P architectures englobe
both crash prevention architectures and those assisting both
VRUs and vehicles to increase their travel efficiency [397],
[398], [399], often named convenience applications (i.e.,
ride-sharing, green light for bicycles or travel information
for VRUs). Typically, V2P architectures involve periodic
exchanges of messages among vehicles and VRUs, either
directly, through ad-hoc communication technologies such as
VANET or DSRC, or indirectly, through infrastructure such
as cellular technology. It is normal that VRUs smartphones
often play a key role in the mechanism. In addition, these
architectures often operate in three distinct phases: detection,
tracking and trajectory prediction, and action. Some examples
of V2P architectures are [400], [401], and [402].

c: VEHICLE-TO-INFRASTRUCTURE (V2I) ARCHITECTURES
Communication between vehicles and infrastructure [403],
[404], [405] encompasses the interactions between vehi-
cles (V2R) and roads, charging stations (V2G), and houses
and buildings (B2H & B2B). On the one hand, Vehicle-to-
Road (V2R) [406], [407], [408] architectures, which have
been already slightly addressed by the V2P indirect mecha-
nisms, aim to facilitate the next step for driverless vehicles
by implementing mechanisms for Advanced Driver Assis-
tance (ADAS), such as traffic light cycle details, potential
road hazard alerts, vehicle congestion monitoring, global
traffic organisation mechanisms, etc. On the other hand, all
three V2G, V2H & V2B [409], [410], [411], [412] focus on
different sources of power, mostly EV vehicles, discussing
charging station coverage, energy eff. of the charging process
itself or the parallel connection between the vehicle and the
charging network for other vehicle maint. purposes. At this
juncture, it is worth noting that, some of the aforementioned
protocols, such as OPC-UA (cf. § VI-C), will grow in impor-
tance in the near future.

In this section, we have covered the main architectural
aspects of the automotive in-vehicle ICT architectures
(i.e., hardware, software, network, and external architec-
tures). However, the architecture design is, as we saw in §V,
just one part of the life cycle. In the next section, we will

focus on how the elements that we have just presented interact
with each other and the different data fluxes within these
architectures by delving deeper into the software pipelines.

VII. SOFTWARE DELIVERY PIPELINES
Studies [218], [219], [220] have shown that, given the big
changes coming to automotive industry motivated by both
industry and society (cf. § IV), the frequency of both new
system/application releases and updates will significantly
increase in the next five to ten years, making application life
cycles far more dynamic than nowadays. This acceleration of
software in the automotive industry has already started, lead-
ing to a higher level of faults in software components which
accounted for almost half of the vehicle recalls last year [1],
the highest level for the last few decades. Thus, as a counter
effect, bug fixes and security threats correction will also carry
more weight than nowadays, which could lead to even higher
software dynamicity and, with it, an increase in the need
to revisit the software delivery pipelines, either centralised,
through V2C, or distributed, through V2X (mostly V2V).
Moreover, as cars move further towards software customi-
sation, these faults will inevitably increase, as the number
of software and hardware context variants rises. Therefore,
being able to ensure and define a dynamic and flexible way
to bring and update the systems and software, both during the
production phase, garage and on the road, is essential so as to
address the challenges of future architectures.

In this section, we will go through all of the software deliv-
ery pipelines, which for us are composed of five independent
parts; development (cf. § VII-A), delivery (cf. § VII-B),
deployment (cf. § VII-C), testing (cf. § VII-D) and orchestra-
tion (cf. § VII-E). It should also be taken into consideration
that the inter-service data-based communication has already
been covered in § VI-C by the communication middleware.
Moreover, unlike in the previous section, we will focus now
on the sub-features of each part instead of on their properties.

A. DEVELOPMENT
In this section, we take an in-depth look at the first part of
software delivery pipelines, software development. We will
start by extensively focusing on the definition of software and
what it consists of. Afterwards, as the development is at a very
multifaceted stage, we will go through the software develop-
ment methodologies, focusing on how they are adapting to
on-going evolutions.

1) SOFTWARE CHARACTERISTICS
As software packages can take many forms in the automotive
systems, depending on their final target node or purpose, first
we need to clarify which kinds are, for us, those that are the
most important and, thus, those that we are going to use as
the base for the following sections. It is also worth noting
that these packages are usually composed of source code
files, configuration instructions, testing instructions, various
meta-data files containing their certificate, dependencies etc.
The five kinds of software are as follow:
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(a) Application Configuration packages are composed of,
as indicated by their name, a set of run-time/post-
installation parameter changes. These parameters
include examples such as driver profile changes, deep
learning algorithm optimisations, or parameter updates
for regulatory compliance. These updates strongly
condition vehicle behaviour of the vehicle without
requiring any software changes, Due to this, these
update types do not require the relevant software com-
ponents to shut down, only for the vehicle to stop.

(b) Security / Key packages are composed of configura-
tions allowing us to ensure the security of the on-board
systems. These are usually done during vehicle pro-
duction, for the initial set of rules and keys, and are
only updated as and when there is a case of a newly
discovered security threat.

(c) Firmware packages which include main system soft-
ware that controls the underlying hardware. Thus,
to both install and update these packages, a complete
restart and re-flash of the ECU are required. After-
wards, the soft. must be fully tested and, if there are any
errors, switched back to the previous firmware version
through the use of techniques such as dual banking.
This form of updates is used in Actuators and Sensors.

(d) Software packages including the installation of appli-
cation components. These packages may contain
the whole software or a partial/incremental software
chunk, also known as Delta (1) software packages.
Note that the size of the partial updates is typically
close to the aforementioned Firmware packages. It is
also important to bear in mind that for both full and
delta software packages, the installation process must
be performed when the vehicle is shut down. This pro-
cess must also be tested afterwards and allowed to roll
back if the system does not operate properly following
the update. SOTA usually takes place over Unix-like
systems, typically in infotainment or telematics ECUs.

(e) Media file packages, which include some multi-media
files such as Global Navigation Satellite Sys-
tems (GNSS) maps, custom images, sounds, or videos
for the In-Vehicle Infotainment (IVI). Note that these
updates are considerably heavier than those described
above. However, some academic proposals [413],
[414], [415] suggest various solutions to decrease their
size by splitting them into more-periodic incremental
packages or by narrowing the package content for the
user interests, e.g. downloading only your country for
GNSS, only your language for audio/video/images etc.

Moreover, it is also worth noting that one of the key
challenges facing software development in the automotive
industry is the need for elevated levels of reliability and safety.
Automotive software must be able to perform reliably under
a wide range of conditions, including extreme temperatures,
humidity, and vibration. Thus, multiple mechanisms are inte-
grated during the development phase to match these strong
safety requireents.

2) SOFTWARE DEVELOPMENT METHODOLOGIES
Traditional or sequential software development methodolo-
gies have been in around the industry over the last few
decades [182], [184], [185]. These models, as we said
in § IV-C, base themselves on a clear statement: all processes
involved during the development of a product are phase-to-
phase dependent on each other, needing to end th previous
process before starting the next. These proposals also ensure
to offer detailed documentation after each of the phases to
enhance the action traceability. From traditional dev. method-
ologies, we can highlight two; the first one is the V-model,
which is a classic sequential model, whereas the second
one, Rapid Application Dev. (RAD) model is in-between the
classic sequential models and the modern agile philosophy.

V-model [182] (cf. Fig. 16), where V stands for verification
and validation, is one of the most widespread industrial devel-
opment methodologies thanks to its simplicity and robustness
for projects where the initial set of requirements stays static,
which has generally been the case for traditional industries
until recently. However, even if the V-model has evolved
through the years, nowadays as there are so many different
variants we are going to focus on a standard classic vari-
ant. V-model is an extension of another classic model, the
waterfall model [183], in which the progress of a project
is seen as flowing steadily downwards through the phases
of conception, initiation, analysis, design, implementation,
testing, and maintenance, and it proposes a review after each
phase so as to evaluate whether to continue or discard the
project. Further adding to this, V-model adds product testing
in parallel with each corresponding phase of dev. This way,
the V-model still benefits from a fast set-up and management
simplicity due to the rigidity and previously fixed specific
deliverables and review process from the waterfall model.
Parallel and exhaustive testing through each of the phases
enhance the chances of success of the project, while simul-
taneously saving a lot of time which allows the dev. teams
to re-adapt code that has already been tested and validated,
in turn avoiding the downward flow of defects. However, the
flaws in long/complex projects from these models, in which
requirementsmay evolve over time, have a negative impact on
the adaptability and evolvability of the software and limits the
adaptability and innovation capacity desired by the evolution
of the users and business requirements.

On the other hand, one of the first proposals we have that
works through a multi-stage software development method-
ology is RAD [186] (cf. Figure 16). The RAD development
process starts then by splitting the complete set of require-
ments into sub-modules, this way each cycle becomes smaller
and easier to manage. Also, in this model, the first functional
version of the software will come with the first module,
with all subsequent releases viewed as new functionalities.
This allows the client to evaluate the viability of the solution
sooner, create new functionalities that become essential at
different moments, etc. In thismodel, each iteration is thought
to take up to 2 or 3 months. Furthermore, this software
development model shall only be applied if the project is
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FIGURE 16. The V-model & the Rapid Application Development (RAD) model basic conceptual schemes.

divided into exceedingly small and independent sub-modules.
This way it will reduce global development time, increase
the reusability of the components, and reduce the chance of
rollback and integration issues. However, this model needs
developers with high-level planning, modelling, and devel-
oping skills, who are able to reduce time and costs through
automated code generation and software reuse. This solution
is not considered suitable for parallel development nor teams
with a high number of staff. Nonetheless, it brings interesting
opportunities with regard to software reuse and incremental
development, both of which are key points for increasing
innovation pace, all the while reducing development costs.

In 2001, and as s a way to unify all the aforementioned
methods and develop a common and more flexible paradigm,
a group of developers released the Agile Manifesto and,
with it, the Agile development model, which is once again
based on Incremental model logic. In Agile’s approach to
software development, work is carried out in small phases,
based on collaboration, adaptive planning, prompt delivery,
continuous improvement, regular customer feedback, and
frequent redesign, all of which result in the development of
software increments that are delivered in successive itera-
tions in response to the ever-changing customer requirements.
Within the models deriving from the Agile manifesto, we can
find several methodologies including Extreme Programming
(XP), Scrum, Kanban, Lean, FDD (Feature-Driven Devel-
opment), Crystal, DSDM (Dynamic Systems Development
Method) etc. However, in this paper we are only going
into detail about the first three, which in turn, are the most
widespread of them all.

Scrum [188], is the most common representative of the
agile-based software development methodologies. It focuses
on offering high project dynamicity and total flexibility
all the while keeping the resources, budget, and delivery
constraints low. To achieve this flexibility, Scrum signifies
having a cross-functional team where every person con-
tributes towards the best design solution and defines a clear
set of roles so as to split the tasks efficiently. These roles
are as follows: the Product Owner, who is responsible for
defining, prioritising, and communicating the project require-
ments and its evolution; the Scrum Master, who manages
the day-to-day team interactions and removes impediments

to development and helps improve the process, development
team and software product being developed; and the Devel-
opment team, which is responsible for executing the tasks
allocated within the deadlines. However, to maintain control
and to fully profit from the team and client feedback, Scrum
proposes splitting the development into small periods (which
shall be the in the form of two weeks) called Sprints after
which a new version will be deployed and a meeting with
high-level managers and clients is set so as to evaluate and
correct any necessary details as fast as possible. Also, in order
to reduce futile meeting time, and as the planning is done by
the PO, Scrum proposes 15-to-30-minute structured reunions
on a daily basis in which the product development team
members communicate and evaluate the progress status of
software development and briefly discuss any blocking points
or obstacles. However, it also has some drawbacks such as the
lack of a definitive end-date, which often leads to scope creep,
an elevated risk of failure if the individuals are not committed
or cooperative enough, or the frustration of the development
team when a task is blocked for a lengthy period pending
client approval. Unfortunately, these drawbacks can compro-
mise the speedy and efficient advance of the project as a
whole.

As the objective is to adapt the Agile Manifesto to
smaller / less cross-functional teams, XP [187], this bases
itself on simplicity and continuous iterations with the clients.
In this methodology, requirements are presented as scenarios
by users then split into a series of small tasks. As the scenarios
are extremely specific, XP aims to implement where strictly
necessary for each feature, making it larger when required by
the customer’s needs. For that, the XP development process
starts by developing and agreeing on the acceptance tests
through feedback loops and only starts the real development
once this is done. However, the cost effectiveness of this
programming methodology relies on well-defined processes,
version management and constant, clean, and understandable
coding and refactoring. Finally, with the current objective
being the enhancement of the task workflow visualisation and
limiting the parallel work in progress during software devel-
opment processes, we have Kanban [189]. This methodology
aims to facilitate the delivery of software products just-in-
time, and therefore maximise productivity.
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In short, influenced by the IT sector and attractive flexi-
bility, dynamicity, cost effectiveness, adaptation to constant
user and incremental client feedback, and the fast develop-
ment capacities brought by the agile manifest, automotive
industry software development methodology is abandoning
little by little traditional solutions. However, in order to fully
profit from these upcoming opportunities, it once again raises
questions about the capacity of the vehicles to dynamically
adapt in a safe and secure manner, as well as their ability to
run all these new-coming features on highly restrained and
heterogeneous embedded nodes ECUs without exploding the
complexity of the system.

B. DELIVERY
Nowadays, software deployment in the Automotive sector
is highly conditioned by the place in which this software
deployment takes place, with different mechanisms and
constraints existing whether it takes place in production
after-sales, or in maintenance garages [416], [417], [418].
Furthermore, this deployment process takes place through
different means depending on the size and safety impact of
the packages to be installed. On the one hand, software and
configurations for small software factory/garage deployment
can be deployed physically, through the OBD-II port [419],
[420], [421], or through the USB port for bigger-sized pack-
ages both in production, garages and after-sales. On the
other hand, for all low-to-medium sized packages, this
deployment can also be done directly and remotely with
Over-The-Air (OTA) [422], [423], which is currently being
implemented by most Automakers as it allows for the saving
of millions of dollars, minimising repair delays, and reducing
the environmental impact deriving from update campaigns.
However, even though until now, the OTA update frame-
works are not systematically used for all update any size and
safety issues they may be caused if dealt with incautiously
must be considered, studies continue to show [1], [424] that
OTA importance will likely keep growing in the near future.
In this subsection, we will begin by briefly going through the
deployment possibilities and limitations of physical deploy-
ment means, - i.e., OBD-II and USB deployment, as they
are already widely used by all automakers and, thus, overly
complicated to change due to the economic impact that it
would imply. Subsequently, we are going to focus hard on the
state of the art of Over-The-Air software delivery, which is
currently the main challenge faced by software deployment.

1) PHYSICAL SOFTWARE DEPLOYMENT FRAMEWORKS
Even though The standard OBD-II port was first conceived to
gain access to on-board diagnostics, it still allows automakers
and other third parties to develop software updates, and even
software embedded dongles, which interact safely and nat-
urally with in-vehicle systems. Even though these packages
that are to be installed rely on, as they also will do for most
of the cases both in USB and OTA deployment, certificates,
basic encryption libraries and a pre-loaded set of keys to

secure this software transaction and prevent most of the
attacks [324], [421]. Physical updates have some interesting
capabilities as they allow, prior to having a full on-board
system up and running and configured, the deployment of
basic software and configuration, including the initial set of
proprietary keys, which enables the rest of the software to
have a secure update. Moreover, even though the OBD-II
port data rate is considerably low, USB port allows us to
bring in big Media file packages [425], [426], [427], such
as GNSS maps, in an easier way than if we were using
unstable OTA connections. It is worth noting that, OBD-II is
nowadays considered to be the preferred technology for on-
production software/configuration deployment, since only a
really basic set of configurations are deployed in this phase
due to time restrictions (cf. Fig. 17) and given the economic
cost of changing the safety/quality control tooling already
implemented and deployed in all factories and garages. Thus,
in order for OTA deployment frameworks to be successfully
integrated into the chain, they need to preserve, at least for
now, the standards allowing the use of pre-existing OBD-II-
based diagnostic/safety tooling.

FIGURE 17. Factory software delivery process.

2) OVER-THE-AIR SOFTWARE DEPLOYMENT FRAMEWORKS
OTA software deployment frameworks are an attractive attack
surface for malicious users, as there is no need to directly
access the vehicle hardware as you needed to do with the
physical software deployment frameworks. These malicious
users can operate multiple attacks on OTA software deploy-
ment frameworks, such as the classic Denial of Service and
man-in-the-middle attacks [290]. It is worth noting that,
if malicious software is introduced within a vehicle, it will
be a critical threat for the passengers’ safety and, potentially,
a vector to access other devices connected to the cars, such
as smartphones, Bluetooth headsets etc., which in turn will
have an enormous impact on the passenger’s privacy, or even
their economy. In this subsection, we will delve into the
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state-of-the-art OTA deployment frameworks and evalu-
ate them according to package security, authenticity, and
integrity preservation.

The first group of solutions guarantees the authenticity
of data using symmetric encryption, asymmetric encryp-
tion, or both. In these solutions, the integrity of the
data is reliant upon decryption. Interesting examples that
represent symmetric key-based OTA frameworks include
Mahmud et al. [300] and Mansour et al. [293]. In both stud-
ies, a secure software update framework is detailed, based on
sharing an initial set of link keys among automakers, vehicles,
and software suppliers, which is then used for encrypting
both software and communications. In addition, they propose
other mechanisms to enhance security and complex transmis-
sion traceability, such as time-hopping randomisation [300],
or detecting potential errors and malicious behaviour, such
as remote diagnostic tooling [293]. However, even if the
computing requirements needed to perform the encryption
are low, as are the set of keys is directly included in the vehicle
by automakers, the impact of a key being compromised, thus
making it impossible to link a message to its sender directly,
poses a significant threat that does notmatch the requirements
of safety and security-critical frameworks. In addition, nei-
ther implements a content integrity verification mechanism,
therefore making it impossible to detect maliciously modified
packages if an authorised key is compromised.

Hence, to solve the problems linked to the risk of compro-
mising a static set of symmetric keys and to improve message
traceability, Steger et al. [294] propose a solution in which
an asymmetric key is used to secure unicast communication,
in addition to a symmetric multi-cast key from the service
centre to several cars, thus enabling parallel updates. In this
case, the only keys that will be shared are the public keys,
making identity fraud difficult. However, this solution is
again at potential risk of key dangers since the triggering
action is centralised and there is no distributed network to
ensure software package authenticity

Similarly, the approach proposed byMayilsamy et al. [297]
involves combining asymmetric encryption and awell-known
cryptography field, steganography. Their study proposes a
solution that integrates software files encrypted by an asym-
metric encryption algorithm (RSA in this case) hidden along
the edge region of the cover image of the update using
steganography. This self-verifiable stego-image would then
be adequate for safe storage and transmission. However,
the danger of long RSA keys (2048 bit in this case) being
compromised remains an open challenge, and the costs and
storage needs associated with using stego images are also
unsuitable for the highly restrained nodes within the auto-
motive industry.

Further considering the integrity of package content
instead of heuristic solutions for security during the transmis-
sion, we are going to outline discuss hash-based solutions.
Based on this technique, Nilsson and Larson [295] propose a
secure OTA firmware update protocol for connected vehicles
based on dividing software and then hashing and encrypting

each chunk. However, this division and hashing process
appears inefficient in terms of computing and energy con-
sumption compared to using software packages as a whole.
Nilsson et al. [296] propose an alternative infrastructure in
which a trusted portal calculates the hash of the whole soft-
ware package and places it at the end of the message so the
receiver can check the veracity of the message. However,
in both approaches, having a centralised authority in charge of
distributing keys is highly vulnerable to attack, a single point
of failure, and identity usurpation attacks. Within the same
scope as [296], we can consider the approach proposed by
Kuppusamy et al. [290]. This solution secures key storage at
a lower level by using Secure Hardware Module technology
to handle key management. Their study also proposes an
OTA framework that distributes updated software to ECUs
in the form of images (containing collections of code and
data) andmetadata (containing image-related files such as the
size of the file, the image hash, creation date, author, etc.).
In addition, Kuppusamy et al. [290] suggest having different
keys introduced in the hardware to verify the encryption of
different files. However, this solution is vulnerable to rollback
attacks due to a lack of proper verificationmechanisms during
software update installation. This system also suffers from the
same issue as those in the previously discussed approaches of
being centralised rather than distributed.

Through optimising hashing solutions by adding dis-
tributedmiddleware and some new optimisationmechanisms,
some studies propose using blockchain-based solutions.
In the blockchain, software packages are linked to each other
immutably and spread through the different nodes integrat-
ing the system; in this case, it is always possible to use a
simple majority vote approach to detect malicious or erratic
introductions. Thus, this technology guarantees data integrity,
complete traceability, and higher consistency and security
than the aforementioned techniques. However, there are also
some drawbacks-for example, blockchain-based solutions do
not allow, or barely allow, for the modification of past data,
rely on the secrecy of private user keys, require substantial
amounts of storage and significant computational resources
(for the Proof of Work and other cryptographic mechanisms).
On top of that, their relationship regarding future legislation
and regulations remains uncertain. Nonetheless, in recent
years, increasing efforts have been expended to develop new
techniques which reduce the resource consumption of this
solution and allow its deployment in the IoT world, such as
pruning and new, less resource-consuming proofs.

In the automotive sector, multiple papers have proposed
the use of blockchain-based OTA update frameworks. How-
ever, most of these, such as Steger et al. [298], are based
on the Proof-of-Work mechanism, while others such as
Witanto et al. [428] and Mtetwa et al. [429] focus on other
parts of the implementation such as peer-to-peer exchange
or transmission details, respectively. However, the resource
consumption constraints of embedded vehicle architecture
suggest that Proof-Of-Work algorithms are unsuitable for
such systems, hence indicating a key limitation to these
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TABLE 9. Comparison of the over-the-air frameworks found in the state-of-the-art.

proposals. Additionally, all the cited blockchain solutions
follow traditional public blockchain schemes, which we
consider unpractical in the automotive software develop-
ment context, where the blockchain publishers are varied
and with different interests (i.e., companies that need to
use this chain as a mean to sell their software, internal
automaker developers. . . ). Therefore, other solutions such
as Blanco et al. [430] take these factors into consideration
and focus on reducing the computing, energetic and storage
needs of blockchain-based software deployment frameworks
by proposing a proof-of-authority based multi-provider col-
laborative software deployment framework that is both public
to publish and privately managed by the Automakers.

C. DEPLOYMENT
As the software has already been safely deployed in the
vehicles by this stage, in this section we are going to focus
on the software deployment/install process. Firstly, we are
going to look at the Firmware deployment process, then, less
specifically at a single hardware, the OS deployment process
and, finally, making an abstraction of the hardware resources
below, the software virtualisation deployment process.

1) FIRMWARE
Even though Firmware started, mostly for MCUs, as a
simple combination of a hardware device and some com-
puter instructions and data residing in the read-only memory
(ROM) of the hardware device [431], nowadays, firmware is
stored in the Electrically Erasable Programmable Read-Only
Memory (EEPROM), which is divided into program and
data memory, which, in turn, enables it to be updated after
being deployed. With regard to the normal operation cycle,

FIGURE 18. Schematic view of the Firmware flashing process.

traditionally, the program memory contains an application to
run a flash-loader which contains the instructions on how to
re-flash a new application to the application memory, and,
finally, a boot manager, which will determine whether it is
operating in flash-loader mode or application mode, always
choosing application mode if a valid application is available.
Furthermore, the data memory will contain a flash-driver
agent which will be able to coordinate a new installation or
update with the flash-loader. Thus, when wanting to install
a new firmware or update the already installed one, as you
can see in Fig. 18 the boot manager will start on flash-
loader mode, which will trigger the flash-driver. Once the
flash-driver is active it orchestrates the installation of the
new firmware application with the application memory. Once
installed, it will re-boot in application mode. It is worth
noting that if the node has no EEPROM memory, or if it is
too small, the flash-driver will be loaded onto the Random
Access Memory (RAM) or directly with the flash-loader
[431], [432], [433].

Moreover, in the automotive sector, as firmware usually
handles safety-critical components, some techniques need
to be implemented over the traditional mechanism. The
first technique we want to focus on is the Secure Boot
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feature whose objective is to increase protection tampering
attacks. This feature complements the mechanisms presented
in the § VII-B by loading an initial set of keys to the ROM
memory that are only known by the Automaker and used
to guarantee software integrity [434], [435], [436]. Further-
more, with the objective now of reducing installation time
and increasing safety by always keeping a backup of the
previous firmware version, we have A/B, also called dual-
banking, mechanisms. This is when the ECU contains two
identical partitions so that one can be updated and tested
while the other is running. This helps to make the process
as seamless and problem-free as possible. This way, once the
firmware is installed and tested in the idle partition, the car
only needs to restart the MCU to boot up the new application
memory, while leaving the other one as a backup [436],
[437]. Finally, the last extra-mechanism that we want to
highlight concerns the delta-firmware updates [436], [438],
[439], which are used to reduce the size of the patch, consum-
ing less bandwidth and storage within the cars. The former
is extremely important considering that MCUs are mostly
connected through low data-rate CAN networks nowadays
(cf. § VI-A). In delta updates, differential compression algo-
rithms, such as bsdiff [440], rsync [441] or xdelta [442],
are used to create a patch that only contains the part of
the software that has changed. Even though these advance-
ments speed up and enhance the security and safety of
firmware flashing, it is always necessary to, at least, restart
the MCU, which is not possible to be done during run-time,
which, therefore becomes a complicated factor for in-vehicle
dynamicity and flexibility. In addition, firmware updates are,
by definition, highly coupled to hardware and thus, consider-
ably harder to reuse.Moreover, firmware installation does not
support, to the best of our knowledge, multiple simultaneous
applications deployed at the same time.

2) OPERATING SYSTEMS
Operating systems, similar in many ways to Firmware, but
more complex and less hardware specific, are a set of software
that normally runs in kernel mode, providing the applica-
tion developers with a clean abstract set of resources that
can be exploited and used to manage hardware resources
associated with enhancing the capabilities of the devices.
Appearing in the 1950s for mainframes, their evolution and
flexibility has led to a complete palette of choices depend-
ing on system constraints (processing, memory management,
networking. . . ) and preferences (real-time support, security
and safety, power consumption. . . ). In this part, we will
mainly focus on the Operating Systems that are able to run in
resource-constrained devices, which therefore excludes clas-
sic PC Operating Systems such as Ubuntu or Windows and
the server-oriented OSs. This, combined with the aforemen-
tioned automotive requirements and limitations, will orientate
our research towards those deployed in (1) IoT / sensor nodes,
(2) embedded systems or (3) automotive nodes, while also
carrying out a survey of those focusing on (4) real-time.

In order to compare the different systems with each other,
throughout this section we will be bearing in mind cer-
tain aspects such as OS architecture and kernel, scheduler
characteristics, programming model, languages permitted,
real-time support, memory management techniques, security
and safety evaluation, power consumption, and multimedia
support (Audio/Video). An extensive ranking of all the OSs
mentioned in this section is detailed in Table 10.

a: IoT / SENSOR NODE OPERATING SYSTEMS
Sensor nodes and IoT are small-powered computers with
built-in radio, suddenly deployed in high quantities that oper-
ate simple calculus and possess poor memory capacity. These
systems run small, but complete, operating systems that nor-
mally follow event-driven programming models in order to
respond to external events or to periodically take measure-
ments based on internal interruptions. The major problem
concerning this system is how to extend the battery lifetime
as much as possible because of the high number of sensors
and the difficult physical access for substitution. Thus, these
kinds of OS are simple and small, implementing sleep-awake
periods and other energy efficiency techniques. Among these
solutions we can include TinyOS [443], Contiki [444], Man-
tisOS [445] and LiteOs [446].

First, TinyOS is an open-source non-Linux based OS
that was explicitly designed for this use case: low-end IoT
devices. This solution has a monolithic kernel and uses a
component-based arch. that depends on the requirements of
the application. This reduces the size of the code needed
to set up the hardware. In addition to that, this solution
follows an event-driven programming concurrency model
which consists of split-phase interfaces, deferred compu-
tation, and asynchronous events. TinyOS also implements
other techniques for updating and efficiently scheduling soft.
on demand. However, this solution implements poor security
mechanisms to keep the OS overhead to the minimum.

Following the same logic of lightweight non-Linux OS,
we have the Contiki option: a modular architecture with
an unchangeable kernel that allows the app. modules and
subsystems, which will make up the Contiki system, to be
downloaded. In addition to that, it adds a system of polling to
check update availability, some slightly safer security mech-
anisms (TLS, DTLS available) and the possibility to support
both event-driven programming models and multi-threading.
However, the energy consumption of this solution is slightly
higher than TinyOS.

After that, regarding a cross Linux/Windows environment
solution, we can turn our attention to MantisOS. Manti-
sOS is a microkernel-based solution that does not follow
the event-driven programming model it (only allows multi-
threading). Adding more security compared with the past
two solutions and various semaphores to deal with the inter-
thread comm. (which implies higher energy cons.), MantisOS
presents itself as an interesting solution for applications with
more sensitive data (or with higher criticality). However, none
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of these solutions comply with the norms without adding
extra security and safety mechanisms.

Finally, we have LiteOS, which is the most used
Linux-based solution over sensor nodes. This Operating Sys-
tem was conceived to provide an UNIX-like environment
for IoT developers and to supply programmers with familiar
programming paradigms such as a hierarchical file system
developed using LiteC and a UNIX-like shell. Thus, just as
with linux, it has multi-threading capabilities and a higher
security and safety level (complying with ASIL D) than
its predecessors. The best part of this solution is its power
consumption, which is rather similar to TinyOS.

b: EMBEDDED SYSTEMS OPERATING SYSTEMS
Embedded systems are computer systems that have a ded-
icated function within a larger mechanical or electronic
system. These kinds of systems usually don’t allow users
to install new software and have strong real-time comput-
ing constraints. In addition to that, as these systems form
part of a larger system, safety and security is sometimes
required. Thankfully, as user software installations are not
allowed, the possibility of having untrusted software running
on your system is reduced, which acts as the first security
barrier. In this type of OSs, we should focus onQNX Neu-
trino [447], WindRiver VxWorks [448], [449], Embedded
Linux (uCLinux) [450], Android Things [451] and Rasp-
bian [452].

To begin, uCLinux is an open-source Linux-based OS
that extends the classic Linux kernel to enable its operation
in micro-controllers without MMU (memory management
unit). As in the classic Linux, uCLinux follows a monolithic
architecture to which you can add different CPU platforms
and file systems that are more adapted to embedded solu-
tions. At the same time, uCLinux supports multi-threading
programming, a wide set of networking and communica-
tion protocols as well as using a priority-based preemptive
scheduler to manage call executions. However, the security
mechanisms that uCLinux implements are not completely
secure and the energy consumption of the Operating System
could be lower, despite the kernel sleep mode possibility.

Then we have Raspbian, Android Things and QNX Neu-
trino, all of which are based on the classic Linux Kernel.
Despite their similarity to uCLinux, all these solutions need
to have, or benefit strongly from having, an MMU to operate
under. Raspbian is a solution conceived for RPi hardware
that has lower energy consumption and higher security while
operating on their specific boards. However, when it operates
over other kinds of hardware, its performance and energy
consumption are mostly similar to those of uCLinux. With
even safer security mechanisms, we have QNX Neutrino.
QNX Neutrino is a solution focused on the security and
reliability for the automotive and medical industry. How-
ever, this linux-based solution is less optimal in terms of
energy consumption, but it is compliant with the automotive
ISO 26262 D level without needing any modifications.

Finally, we have the leader of the smartphone market,
Android who have presented Android Things to conquer
the OS ecosystem of the embedded system by offering the
development tools, the wide android store, and the strength of
the big Android developing community. This port of Android
manages to keep power consumption low, even lower than
the solutions that have already been presented, despite the
security of the system which was already representative of
the Smartphone Android OS. Finally, as the only remarkable
non-Linux embedded OS, we have WindRiver VxWorks.
Widely used by the aeronautical, automobile and telecom-
munications industry, this system is an alternative if you
need a real-time safe (ASIL D) operating system without an
excessively high energy consumption.

c: AUTOMOTIVE OPERATING SYSTEMS
Currently targeting those Operating Systems designed or
adapted to recognise the Automotive on-board node needs
and use-cases, we can find Autosar Classic OS [453] and
Autosar Adaptive OS [454], [455]. These target devices
that don’t require visual interaction with the user and
Windows Embedded Automotive 7 [456] and Android Auto-
motive OS [457] for the vehicle entertainment system. For
starters, nowadaysAutosar Classic is themost widespreadOS
choice for the OEMs, which are progressively transitioning
to Autosar Adaptive. Autosar Classic has a decent energy
consumption and lots of interesting features that have been
developed over the years to adapt to upcoming automotive
needs. However, the biggest features missing from Autosar
Classic, and that are already covered byAutosar Adaptive, are
the file mgmt. system, the security mechanisms, and the lack
of compatibility with the incoming Linux libraries. To con-
clude, as a way to conquer the IVI systems in the vehicle,
Android (Android Automotive OS) and Windows (Windows
Embedded Automotive) both launched their OS for enter-
tainment in the automotive industry. However, since Android
had already won the smartphone market and the Google Play
Store brings a lot of new apps and developers, it also won the
automotive market, leaving windows embedded automotive
as a dead-end project. As you can see in Table 10, it is
worth noting that even though some of the aforementioned
technologies have not yet been targeting the automotive sys-
tems, Automakers have managed to implement them in the
on-board systems.

d: REAL-TIME OPERATING SYSTEMS (RTOS)
As their name implies, these Operating systems focus on
the real-time reactivity of the nodes. Many of these are
found in industrial process controls, avionics, military, and
similar application areas. Thus, these systems must provide
absolute guarantees that a certain action will occur by a
certain time. Even if real-time constraints will also appear
within some of the embedded system and automotive OSs,
these are not as precise time-wise as RTOS. In this cat-
egory, we can find various solutions focusing on low-end
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devices such as FreeRTOS [458], RIOT [459], Mynewt [460]
and others that focus on medium/high-end devices such
as Nucleus RTOS [461], Green Hills Integrity [462] and
TizenRT [463].

As one of the main representative OSs for low-end device
RTOS, FreeRTOS is an open-source non-Linux real-time
OS for low-end devices. It supports an extensive variety of
hardware architectures, which makes it an excellent choice
for heterogeneous environments. This solution is based on
a rather small micro-kernel that supports multi-threading
and includes a preemptive scheduler. Therefore, the small
size of the kernel makes this solution very scalable, sim-
ple, easy to use, highly portable and with an incredibly
low energy consumption. However, the security of this
Operating System relies only on a lightweight OpenSSL
substitute: WolfSSL, which means it is indirectly adapted
to the automotive environment requirements without extra
development work. However, with the appearance of the
SafeRTOS extension, it gains ASILD security and safety pre-
certification, making its adaptation to the automotive industry
much easier. In the same scope, we have RIOT which is
another open-source non-Linux based OS. RIOT supports
many interesting functionalities such as hardware abstrac-
tion, interruption handling, memory management, IPC and
good reliable synchronisation, performance, scalability, and
an energy consumption similar to FreeRTOS. On the other
hand, if we are searching for an open-source Linux-based
real-time representative solution, there is Apache Mynewt
OS. This solution aims to bring a linux environment (and the
developing advantage that this implies) to low-end devices
that have limited memory and storage capabilities and that
need to operate for a long time under power constraints. With
the same level of functionalities, the consumption of this
solution is similar to the ones aforementioned, however, the
granular power control mechanism that it implements allows
us to reduce consumption a great deal when some functional-
ities are not useful for the application. However, this solution
has poor security capabilities that must be reworked and
redesigned in order to bring this solution to the automotive
world.

If we consider RTOS for higher-end IoT devices, we have
Siemens Nucleus RTOS. This OS was designed for indus-
try (medical, aerospace, automotive. . . ) and thus matches
all the security requirements imposed by the ISO 26262 D
level. It also offers interesting features such as a power
manager, 64-bit support, support for heterogeneous com-
puting multi-core System on a Chip (SOC) processors, and
some domain partitioning and isolation techniques. All of
this makes this OS an interesting solution for the auto-
motive high-end IoT nodes. In the same range, we have
GreeHills Integrity OS. This Linux-based solution offers
scalable run-time environments with secure partitions, safe
(ASIL D), secure embedded multi-core virtualisation, fast
boot and advanced development tools that lower development
costs and reduce the time to market. Finally, we have Sam-
sung’s solution: Tizen (for high-end devices) and TizenRT

(for low-end devices). Tizen was designed and introduced
by Samsung for their mobile devices, wearable devices, and
smart TVs. Therefore, the energy consumption and multime-
dia capabilities of the OS are remarkably interesting for the
automotive industry. However, as they are not designed for
a safe-critical domain, the security capabilities are far from
optimal.

To sum up, if we look at Table 10, we can see that most
of the operating systems matching both the consumption
and security requirements are Linux-based, which helps to
decrease the development complexity. For the low-end sensor
nodes on the system LiteOS, if real time is not required,
FreeRTOS and Autosar Adaptive show themselves to be the
most complete solutions. However, due to its compatibil-
ity with Autosar Classic and all the current infrastructure,
Autosar Adaptive seems like the best choice for, at least, the
transition to a more centralised architecture. If we look now
at higher-end solutions, we have more choice. Nucleus RTOS
(if a non-Linux system is preferred), Integrity OS, VxWorks
and QNX Neutrino are safe and secure Operating Systems
designed for the automotive industry. All of them will be
adequate and the choice will depend mostly on the pricing
and support that the companies are willing to offer to the
OEMs. On the other hand, Android Automotive OS is an
interesting solution for the IVI since the application store and
development community is by far the most active. However,
its safety is lacking, and it needs extra development for its
conception errors to be compensated.

3) SOFTWARE VIRTUALISATION
Thus, in order to make the installation and development
of new applications more flexible, dynamic, reusable, and
simple, we usually put the applications over an Operat-
ing System, as they are no longer firmware applications
but software applications, which is already the case for
the Automaker MPU nodes. Even though we usually use
firmware for the MCUs due to their restrained resources,
there are other possibilities as themicro-kernel OSs presented
above in Table 10, such as RIOT, MantisOS or FreeRTOS.
Moreover, when installing the software over an operating
system, there are other mechanisms on top of this to increase
system flexibility and adaptability even more. The most
common way to do this is virtualisation, which presents
itself as a technology able to combine or divide computing
resources. This allows them to present one or many operating
environments using methodologies like hardware and soft-
ware partitioning or aggregation, partial or complete machine
simulation, emulation, time-sharing etc. In other words, visu-
alisation allows a single ECU of any kind to run sets of
code independently and in isolation from other sets. Note that
virtualisation is already a critical feature in other sectors such
as cloud computing or artificial intelligence and provides
higher resource orchestration, easier environment mainte-
nance, less expensive sand-boxing, the ease with which to
maintain multiple execution environments with low resource
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TABLE 10. Exhaustive comparison of the different operating systems analysed.

consumption, techniques to facilitate the deployment of apps
multiple systems, etc.

Even if most of the visualisation techniques present simi-
lar advantages and environments to the end user, the levels
of abstraction in which they operate, and the underlying
architecture tend to vary extensively. Therefore, depending
on the abstraction in which they operate, the virtualisation
techniques can be classified, as set out in Table 11, into the
following: (1) virtualisation at the instruction set architecture
level, (2) at the hardware abstraction layer, (3) at the operative
system level, (4) at the library level and (5) at the application
level. Finally, we will also address the virtualisation evolution
perspectives over (6) MCU nodes.- In addition, as you can
see, the layer in which the virtualisation is applied implies
a quite different performance for the solution, being able to
identify patterns within all the solutions at each level.

a: VIRTUALISATION AT ISA LEVEL
ISA Level virtualisation consists of emulating an ISA com-
pletely with middleware. Then, an emulator will transmit the
instructions to a set of native instructions and then execute
them on the available hardware. This technique presents
advantages when dealing with multiple platforms since there
is no binding between the guest and the host operative system.
However, the performance of this solution is far from optimal.
Among the virtualisation solutions that come from this logic,

Bochs [464], Crusoe [465], QEMU [466] and Bird [467]
all stand out. It is worth noting that the inefficiency of this
solution comes from the overhead added by the system call
translator, with each of the aforementioned solutions having
diverse ways to approach this problem. The studies show
that QEMU and Crusoe are those with the highest level of
efficiency.

b: VIRTUALISATION AT HAL LEVEL
These solutions try to exploit the similarities between the
architectures of the guest and host platforms so as to cut
down on interpretation latency. Thus, this technique helps
to map virtual resources to physical resources and uses the
native hardware for computations in the virtual machine.
This mapping and the resource management process is man-
aged by a control software called Hypervisor. There are
multiple ways to implement HAL virtualisation, however,
in this paper, we will focus on the two most widespread:
Full-Virtualisation, in which the guest OS are fully inde-
pendent, both from the rest of the host and guest OSs,
and are built either on the top of the physical hardware
(a - Type I or Bare-Metal Hypervisor) or on top of an existing
OS (b - Type II or Hosted Virtualisation), and (c -) Para-
virtualisation, in which the guest OS kernel must be modified
to act as a bridge between the different apps. and the hardware
resources.
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TABLE 11. Exhaustive comparison of the different virtualisation solutions.

(a) Type I or Bare-Metal Hypervisor. In Type-I hyper-
visors, the hypervisor is placed directly over the
hardware. It is small as its main task is sharing and
managing hardware resources between the different OS
running in the machine. The major advantages of this
solution are that it achieves a performance at almost
100% of its capabilities and that any existing problem
in one of the different guest OS running on the hyper-
visor will never affect any other guest. We are going
to analyse and consider the following as representative
solutions to this model,Linux KVM [468], VMware
ESXi [469], XEN [470] and Hyper-V [471].

(b) Type II or Hosted Virtualisation. In Type-II hyper-
visors, the hypervisor runs over a host Operating
System instead of directly over the hardware. Even
though it runs over a host OS, the hypervisor can
support other OSs above it. This technique is easier and
faster to configure and allows for better specification

policies. However, the performance of these kinds
of hypervisors is slightly slower than Type I (while
still performing better than emulators). Another dis-
advantage of this technique is that the guest OSs are
dependent on the host OS for its operations and thus,
any problem with the host will affect all the other
hypervisor guests too. We are going to review the
following as representative solutions to this model:
VirtualBox [472], VMware Workstation Player [469],
Xvisor [473] and Linux-VServer [474].

(c) Para-virtualisation. In para-virtualisation, as previ-
ously stated, the guest OS kernels need to be modified
so as to function as a bridge between the other guest
OSs, the applications, and the hardware resources.
In that way, guests are able to recognise the presence
of the para-virtualisation hypervisor and communi-
cate through it with the hardware resources in a
more efficient manner. To enhance this efficiency,
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FIGURE 19. Virtualisation examples.

the hypervisor will distribute control over the differ-
ent highly requested hardware materials (hard disk,
network interface, CPU. . . ) among all the guests.
Therefore, by installing a set of drivers, the guest OS
that has control of a component (in this case OS-1) is
able to efficiently redistribute and schedule the call exe-
cutions from the other concurrent guests (in this case
OS-2). Para-virtualisation technologies are more effi-
cient and performant than any of the aforementioned
virtualisation techniques. However, their efficiency
comes from creating new intra-guest dependencies and
reducing the isolation between concurrent operative
systems, therefore creating new hardware / software
coupling constraints and possible security vulnera-
bilities. Multiple projects such as XEN or VMware
have para-virtualisation solutions. However, since they
share the same logic concerning the solutions pre-
sented before, by adding the concept of system call
redistribution they all see their performance increase
as well as their intra-guest isolation decrease. Another
interesting para-virtualisation solution is Lguest [475].
This offers a lightweight hypervisor built into Linux
kernel and that does not provide any fancy features
that other hypervisors do, but it does allow for an easy
development and test environment.

c: VIRTUALISATION AT OS LEVEL
If we now review virtualisation the Operative System Level,
these solutions tend to have a high degree of isolation, as well
as support for different OSs and applications without requir-
ing rebooting and can carry out complicated dual boot setup
procedures with minimal risk and easy maintenance. In OS
level virtualisation, the kernel allows for the existence of
isolated user space instances. Such instances can be Con-
tainers, Zones, Virtual Private Servers, virtual environments,
virtual kernels or jails. A program running inside one of
these instances will only be aware of the content and devices
assigned to it and not all the resources available in the whole
machine.

If we focus on the main implementation, Containers
run over a host OS (Linux-based normally) which needs
a containerisation control engine. Contrary to the classic
hypervisor-based solutions, this technique does not need the
guests to run their own OS but it is the host kernel that
allows for multiple isolated user-space instances to which the
necessary libraries and bins are added. This is much more
performant, with a lower boot time while being considerably
more lightweight. In addition to that, this technology imple-
ments diverse isolation mechanisms, resource-management
features that limit the impact the containers have on the
others, network abstraction mechanisms etc. This technique
allows for the execution of mono-functional apps. in isolated
environments at a reasonable resource cost. However, con-
tainerisation is less flexible than full virtualisation since you
cannot have different host OS and guest OS for your apps.
Finally, with regard to security, it is a misconceived thought
that containers ensure security boundaries like VMs do. Con-
tainerisation is more like packaging and delivery mechanisms
and the security of the system relies not on the containers but
on the host OS. Containerisation is a trending subject these
days and therefore, multiple, and heterogeneous solutions
appear. The most widespread solutions are are Docker [476],
Linux Containers (LXC & LXD) [477], [478], Rkt [479],
[480], Windows Containers [481] and Podman [482].

d: VIRTUALISATION AT LIBRARY LEVEL
This technique relies on the principle that applications are
programmed using a set of APIs exported by a group
of user-level library implementations. Such libraries are
designed to hide the OS related specific details so as to keep
it simpler for programmers to use. Thus, in this technique,
virtualization is done above the OS layer by producing a
different virtual environment through exposing different but
equivalent binary interfaces to be able to emulate the appli-
cation binary interfaces and application program interfaces
needed to run an application. Examples of these applica-
tions. are WINE [483], WABI [484], LxRun [485] and Visual
MainWin.
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FIGURE 20. Virtualisation examples.

e: VIRTUALISATION AT THE APPLICATION LEVEL
In this technique, the idea is to create a virtual device at
application level that can behave like a machine to a set
of applications, just like any other machine. This virtual
machine includes registers, stack. . . and the byte code that
the application requires to run together with this abstract
machine. Subsequently, the abstract machine will interpret
the compiled byte-code into machine instructions. By using
this technique, applications can be run in multiple different
machines and distributions with the same expected behaviour.
In other words, these applications are aligned with the
philosophy of Write Once Run Anywhere. The main repre-
sentative technologies of these virtualisation techniques are
JVM [486], Microsoft .NET CLI [487] and Parrot [488].
These three technologies profit from the compiling process
to generate files containing VM commands that run the code
for Java (JVM), C++ (.NET CLI) and Perl (Parrot). As these
machines are very finely grained, the performance is close to
the natively compiled program if used correctly but it can con-
siderably slow the performance if not developed according to
the recommendations.

f: MCU VIRTUALISATION
All the aforementioned techniques consume, each one in its
own measure, a high amount of processing time due to the
need to virtually emulate hardware. That, in turn, poses a
problem for the current automotive embedded architecture,
mainly composed of low-cost micro-controllers. Until now,
in these resource-constrained environments, the partitioning
of mixed-criticality systems has been mainly implemented
through federated architectures (by adding a physical separa-
tion of several subsystems across different MCUs). However,
with the exponential rise in functions, this physical separation
becomes impractical and inefficient in terms of size, weight,
power, and cost. Therefore, the concept of virtualization
becomes interesting to ensure safe and security-critical func-
tions that operate at a lower complexity and cost. Hence, the
increasing demand of MCU-based virtualization is leading
the academic researchers and industrial developers to put
significant effort into developing lightweight virtualization
solutions. This way, we can find some interesting solutions

such as, ARM TrustZone Assisted Hypervisor [489], [490],
PRPL-HYPERVISOR for MIPS micro-controllers [491] and
Femto-Containers [492].

D. TESTING
As more safety-critical car functions rely on software (i.e.,
self-driving functions, V2X. . . ), testing the new upcoming
applications in real live traffic has become dangerous and
has already caused fatalities. Thus, in this context, exhaustive
virtual testing offers a more cost-efficient and safer alterna-
tive compared to operational tests [502]. This virtual testing
can be done in multiple ways, however, for this paper, we are
going to focus on three of them. We are going to rank them
from the most to least decorrelated with regard to the vehicle
environment, and they are as follows: shadow-mode testing,
sand-boxing, and model-based simulations.

First of all, model-based simulations allow for the develop-
ment of high-level test models than can be used from the early
stages of the development process, being able to integrate
not only the software constraints, but also the electrical and
mechanical aspects entwined. These models allow us to find
a common functional understanding and validation early in
the design phase, all the while improving the communica-
tion within development and engineering teams, reducing the
time-to-market through component reuse, and strong valida-
tion prior to the implementation. Model- based simulation
provides a development process from requirements-to-code,
ensuring that the implemented systems are complete and
behave as expected. Some examples of these testing tech-
niques are [493] and [494]. However, as the number of apps
and variants rise, creating suitable complete test scenarios
is becoming increasingly laborious and difficult to ensure
that they are complete in all situations. Nonetheless, to deal
with this complexity, a recent research trend suggested using
automatic test-case generation based on search-based pro-
cedural contents [502], [503] or machine learning analysis
from real situations [504], [505], [508]. If we look closer at
model-based automatic testing in the IT sector, we believe
it is fundamental to highlight the possibilities that exist that
help reinforce learning as a way to continuously revisit the
tests, adapting granularly to the incoming applications and
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TABLE 12. Summary of the testing mechanisms.

consequently enhancing the on-board system safety and secu-
rity [509], [510].

Secondly, the objective of sand-boxing is to create a close-
to-reality software environment, making it easier to both test
and develop new software, integrating these environments
much easier with classic CI/CD tooling such as [511], [512],
[513]. Even though sand-boxing does not seem to have the
same importance now in the automotive systems as it does
in the IT sector, there are some interesting examples in lit-
erature [495], [496], [497], [498]. Moreover, sand-boxing
will not only help to ease the development and testing of
new applications but also to make the automotive sector
easier to access for new players. However, just like it did for
model-based simulations, the incessantly increasing number
of applications and variants makes it more and more complex
to cover all the test cases within the sand-boxing environment,
taking longer and longer to test all the available possibilities.

Finally, shadow mode testing, first introduced by Tesla on
their vehicle fleet, and which relies heavily on virtualisation
tools. Shadow mode consists of introducing a software to
be tested directly in the car, but in an isolated environment,
in which this software can collect all the necessary inputs
of all the software in the environment without intervening in
the operation of the car [514]. This way, the software tested
registers the actual behaviour and what the system may have
reacted under real-case circumstances. Thus, considering the
magnitude of the car fleets, this mechanism allows us to
rapidly cover most of the different application combinations,
behaviours, and software contexts, while also detecting errors
that could not have been foreseen otherwise. Moreover, these
statistics that have been gathered can later be used to refine
the simulation testing phase or as part of the previously
presented reinforced learning mechanisms. Even though, this
technique has barely been explored until now [499], [500],
[501], if compared with the precedent techniques, we believe
it can be a key-mechanism to lessen future automotive inte-
gration and development complexity.

On the other hand, addressing not how the testing criterion
is defined but if the software has been successfully integrated

into the in-vehicle systems, the verification & validation
mechanisms mainly consist of [506], [507], and [507], sim-
ply following a testing procedure, which is compliant with
the safety and security certifications, that comes with the
installation package. In addition, this testing is not only done
after installation but also throughout the control service §VIII
over time to detect any potential unexpected failures, allowing
us to bring the car to a safe-state mechanism, even if this state
usually implies a temporary reduction of the functionalities.
It is worth noting that this process is similar for testing
software in factories, after-sales, and on the road.

E. ORCHESTRATION
Having already gone through how to safely deploy, install
and test the in-vehicle software, the next step, and the one
we are addressing in this section, is how to decide into
which of the ECUs in the system each application shall
be deployed. Contrary to the precedent sections, in which
each application could be treated separately, orchestration
must be evaluated from a global point of view in order to
guarantee that we individually fulfill, in the most optimal
way, all application resource requirements (i.e., computing,
storage, bandwidth. . . ) but also collectively all the functional
latency and safety requirements for every functionality [515].
For example, when we deploy an ADAS function, such as
the Anti-lock Braking System (ABS), the function dealing
with this functionality needs to be able to command braking
under extremely low-latency constraints, which might not be
possible if the distance to the software dealing with brake
management is too far away. In brief, it can be said that the
overall performance of in-vehicle systems critically depends
on the different service resource allocation.

Until now, as the number of applications to be installed
was very restrained and the update / new functionality deliv-
ery periodicity followed long-time periods, this application
orchestration was done by the Automaker’s workforce during
the design phase [216]. They directly assigned the software
components to a certain computing unit and then testing and
certification of the correct operation of this given mapping
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was carried out. Furthermore, this mapping was manually
revisited by the Automakers when a new functionality had
a significant impact on the system. However, revisiting and
certifying this software mapping study for each variant or
significant system update is time-consuming and, as the num-
ber of applications and functionality delivery periodicity rise,
cannot be maintained over time. As you can see in Fig. 21, the
inclusion of dynamic context-dependent functionalities, such
as the V2X functions [516] punctually used and depending on
the driving situation, has meant that the traditional approach
of statically orchestrating hardware and network resources
is no longer optimal for all the different vehicle states and
environmental variations. It is important to note that this is
even more noticeable if we think of more futuristic cases such
as seamless inter-vehicle cloud assisted architectures [517],
[518], [519] in which any vehicle could be requested to
run another function of any other vehicles at any given
time. Therefore, in this context, it seems that going from
static orchestration to dynamic orchestration should solve the
dynamicity and variability issues, as was already the case for
the Cloud Computing sector.

FIGURE 21. In-vehicle applications dynamicity levels.

On the one hand, we begin with those proposals targeting
the orchestration of resources with networking as decisive
criteria. First, Khalili et al. [520] study the radio resource allo-
cation in a multi-cell orthogonal frequency-division multiple
access (OFDMA) cellular network, focusing on locally min-
imising energy consumption through a variable relaxation,
memorisation and minimisation (MM) method. On a sim-
ilar scope, targeting once again a centralised infrastructure
dealing with multiple parallel requests, Kuang et al. [521]
investigate the joint problem of partial task offloading and
resource allocation between mobile devices and the Edge
Computing infrastructures with the objective of minimising
the execution delay and energy consumption from the net-
work point of view and proposes a multi-layered algorithm
combining genetics and flow-shop scheduling for the upper
layer and convex optimisation techniques for the lower level.
If we take a more in-depth look at those contributions, target-
ing the Automotive sector, Li et al. [522] andKhan et al. [516]
both address the issues of existing competition for comm.
among mobile users when offloading tasks to the Edge, the

first through a simplification and an auction based offloading
algorithm, and the second through a multi-factor prioriti-
sation function and a budgetary scheduler. With the same
objective, but now within intelligent transportation systems,
Mittal et al. [517] proposes a centralised multi-factor prioriti-
sation mechanism that calculates the offloading orchestration
based on vehicular movements along urban roads and
their expected trajectory. Finally, and as the only proposal
that we have found with reference to in-vehicle networks,
Hu et al. [523] study a holistic scheduling problem for han-
dling real-time apps. in time-triggered in-vehicle networks,
proposing a new, highly-flexible scheduling algorithm called
Unfixed Start Time, and, to compensate for the conflicts with
both a rescheduling and a backtracking mechanism.

On the other hand, now we are going to focus on the
proposals that use the computing characteristics of the nodes
as decisive criteria. Note that, to the best of our knowl-
edge, there are no automotive-specific contributions on this
matter, but we can learn from the domain of cloud / edge
computing. First, Xu et al. [524] propose a computation
offloading method for cloud-edge computing in which a
non-dominated sorting genetic algorithm is employed to
address the multi-objective optimisation problem that will
help reduce both the execution delay and energy consump-
tion. Secondly, Yu et al. [525] consider the scenario where
multiple mobile users offload duplicated computation tasks
to the network edge, sharing the computation results among
themselves to develop fine- grained collaborative offload-
ing strategies with caching enhancements. This is done to
minimise the overall execution delay on the mobile terminal
side, through coalition game formation algorithms. Finally,
Xu et al. [526] study service catching and replication using
a mobile edge heterogeneous computing arch. through Lya-
punov’s optimisation and Gibbs’s sampling to reduce the
delay and spatial demand coupling of the systems.

Finally, we now focus on the contributions mixing both
computing and network as decisive criteria. First of all, if we
start with those not conceived for the automotive indus-
try, the first, and in our opinion most interesting proposal
comes from is Gholami et al. [515]. This proposes a frame-
work for resource orchestration for micro-services based
5G applications in a dynamic, heterogeneous, multi-tiered
computer and network fabrics by analysing the end-to-end
application requirements. Moreover, Wang et al. [530] and
Xing et al. [531] also target this issue, firstly through an
alternating direction method of multipliers to reduce the
computation complexity and, secondly, through a heuris-
tic scheme based task assignment algorithm. Shifting our
focus now to consensus and security, Guo et al. [528] use
blockchain technology for adaptive resource allocation and
computation offloading in future wireless networks, where
the blockchain works as an overlaid system to provide
management, offloading consensus, and control functions.
Finally, between those specifically targeting the automotive
industry, even though they target the external networking
and not the in-vehicle systems, Vu et al. [527] address the
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TABLE 13. Exhaustive comparison of the different dynamic orchestration & scheduling techniques analyzed.

popularity and load balancing issues of Fog nodes depend-
ing on their location and contents. They propose a dynamic
resource orchestration scheme which harmonises resource
allocation through maximum weight matching for connected
vehicles. This migrates the offloaded services among fog
nodes depending on the computing and network resources
available and the location of the fog node latency-wise.
Secondly, Qian et al. [529] investigate the non-orthogonal
multiple access (NOMA) enabled multi-access edge comput-
ing platforms, with the objective of minimising a system-wise
cost that accounts for the overall delay in finishing total
computation workload. Thirdly, making use of artificial intel-
ligence, Wang et al. [532] use deep reinforcement learning
techniques and a federated learning framework with the
mobile edge systems to optimise the mobile edge computing,
caching, and communication. Furthermore, Zhou et al. [533]
tackle this problem where they once again use alternating
direction method of multipliers algorithms.

VIII. RUN-TIME MANAGEMENT
Having addressed the challenges from both architecture and
software delivery pipelines, we now need to focus on the
services that ensure that the systems and all of the soft-
ware deployed on them run smoothly. These services are
called, as wementioned in § VI-B, control services. However,
as there is an infinitude of possible control services, we are
going focus on those we feel are a priority to comply with
the automotive requirements, mostly in terms of safety and
security. Therefore, this section is composed of three parts;
the first is about data-centred control services, the second is
to do with security-centred control services and the last one
focuses on safety-centred control services.

A. DATA-CENTRED CONTROL SERVICES
These control services allow for the collection, analysis, and
distribution of data to optimise the performance, efficiency or
even safety of the vehicle. In this section, first of all, we will
go over the state-of-the-art data collection solutions proposed
in both the automotive and IT sectors, then move towards
how this collected data is shared and used. Finally, we will
focus on how to safely store this data. Note that Table 14
summarises all the data-centred contributions listed in each
subsection to give a graphic outlook of the section results.

1) DATA COLLECTION
The collection of vehicle data is a promising research field,
being one of the main motivations for the increase of in-
vehicle cameras, software, and sensors that gather valuable
info. about cars and driving patterns. In this first subsection,
wewill be focusing on how this new data is being collected by
vehicles, as well as the context in which it is being collected.
Afterwards, we will briefly go through data collection in the
IT sector to illustrate the rest of the panel choice.

To illustrate the advancement of these control services
in the automotive sector, we focus on one of the most
advanced data collection use cases: digital forensics, which
targets the collection of data to enhance traceability and
accountability of delinquent activities. Thus, in this context,
we highlight Alexakos et al. [534], whose paper tirelessly
goes through the challenges of data collection and security
and proposes an attack attribution and forensics readiness
tool for the IoV systems. For other purposes, we can find
other interesting contributions such as Sheeny et al. [535],
who target the collection of automotive sensors for weather
profiling, Xun et al. [536] who propose a framework
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TABLE 14. Summary of the solutions around data-centred control services.

to use data collection for driver profiling authentication,
Major et al. [537] and Kocić et al. [538] focusing on using
data collection for ADAS purposes such as the genera-
tion of cross-vehicle omni-view middleware for autonomous
vehicles, Llorca et al. [539] who use data collection for
traffic monitoring purposes, Giobergia et al. [540] and Tied-
mann et al. [541]who propose using this data for some predic-
tive maintenance frameworks and, finally, Beier et al. [165]
who suggest making use of data collection for environmental
purposes. Finally, Rahim et al. [542] summarise, in a more
general way, how new services might interact with the data
collection services and how they would access this data.

On the other hand, if we focus now on the proposals com-
ing from the IT sector, data-collection is addressed for IoT in

Liu et al. [543], Li et al. [544] and Mo et al. [545] and more
generally for mobile sensor networks and distributed systems
respectively in Nguyen [546] and Tuor et al. [547]. It is also
extensively addressed regarding fog/edge/cloud computing
in Khaliq et al. [548] and Wang et al. [549]. Finally, one
solution of data-collection for monitoring purposes that is
worth mentioning is from Jiang et al. [550], which proposes
a push/pull/alarm monitoring framework for micro-services
architecture, being able to cover both system and software.

2) DATA SHARING
As the number of connected cars grows, the amount of data
produced will increase respectively. This will be used tomake
vehicles safer, more fuel-efficient, with better in-vehicle
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navigation and with higher traffic congestion management
capabilities. Moreover, this data is also expected to enable
better diagnostics, maint. and monitoring, as well as a higher
understanding of the security and safety issues which will
help automakers detect and develop better services and
options for their customers based on their real habits.

In this case, with regard to automotive systems, the solu-
tions we found tackle this subject either by focusing on the
privacy aspects involved in the data-sharing process, such
as Xiong et al. [554], the security aspects of the sharing
transaction, such as Rathee et al. [555] or Su et al. [556],
or the interactions with the cloud infrastructure, such as
Chen et al. [558] and [557] or Fu et al. [559]. Furthermore,
within the last category, many solutions focus both on data
collection and data sharing, such as Waltereit et al. [551],
Feng et al. [552], and Sathe and Deshmukh [553]. On the
other hand, with regard to the IT domain, we can high-
light multiple surveys focusing on security through the
data sharing process, which are either focused on encryp-
tion characteristics - i.e., Hidayat and Mahardiko [560] or
Eltayieb et al. [561] - or on the use of blockchain technology
with this purpose, both in cloud computing Shen et al. [562]
or Ge et al. [563], or in other security-critical domains such as
medicine - i.e., Jin et al. [564] or Cheng et al. [565]. Finally,
we would like to highlight some papers that focus on the
efficiency of data-sharing with regard to data placement and
replications Du et al. [566] or Shen et al. [567].

3) DATA STORAGE
Having already detailed the immense value of data collection
and sharing both intra-and-inter vehicles and the increasing
amount of data produced, in this section we aim to discuss
how to safely store this data, as it might be interesting for the
development of future models, the creation of new business
opportunities, etc. In this context, first of all we look at the
study of automotive systems, Guo et al. [568], Li et al. [569],
and Vinzenz and Eggendorfer [570] propose ways to securely
store and preserve data authenticity through distributed stor-
age systems such as blockchain [568]. Moreover, we can
find many other data-storage proposals centred around the
advantages of Blockchain when ensuring data authenticity
and enhancing traceability in contexts other than digital
forensics, such as Mohammad et al. [571] which surveys the
blockchain challenges for data-collection in the automotive
sector, Jabbar et al. [572] who propose a solution for inter-
vehicle communication, Morano et al. [573] who suggest a
solution for driver data collection or Jain et al. [574] who
discuss which future directions this promising technology
may take in the future. In addition, it is worth noting note
that all the blockchain-based solutions presented before, such
as those concerning software delivery (cf. § VII-B), could
also be also included in this section with minor data-structure
adjustments.

Finally, with regard to the contributions on the IT domain,
many contributions tackle the data storage in cloud com-
puting - i.e., Tabrizchi and Kuchaki Rafsanjani [575],

Wu et al. [576] or Odun-Ayo et al. [577] - or in IoT systems
- i.e., Wang et al. [578] or Khalaf and Abdulsahib [579].
Moreover, we can also point out many contributions con-
cerning the form of storage either using the blockchain - i.e.,
Li et al. [580] or Liang et al. [581] -, classic databases - i.e.,
Győrödi et al. [582] or Lv et al. [583] - or non-relational
databases - i.e., Bradshaw et al. [584] or Yang et al. [585].

B. SECURITY-CENTRED CONTROL SERVICES
Security has been shown to be one of the most desirable prop-
erties for automotive systems. Thus, in this section, we will
discuss, firstly, two of the most important security-centred
run-time control services - i.e., Access Control Policies and
State Management. Afterwards, we will go on to discuss
security framework evolutions and threats.

1) ACCESS CONTROL POLICIES
Access control policies are important in automotive
in-vehicle architectures to ensure that only authorised users
can access and use certain features and functions of the
vehicle. These policies can help to guarantee the safety and
security of the driver and passengers, as well as prevent
unauthorised use or theft of the vehicle. Traditionally, the
access control model can be divided into three categories:
Attribute-based access control (ABAC), role-based access
control (RBAC), and access control tech. based on usage
control (UCON).

Firstly, if we focus on the solutions found in RBAC and
ABAC models, which is the second most common in the
automotive domain, we can find many proposals. Among
the ABAC models, we can highlight; Kumar et al. [586],
who propose a tree-based certificate access management
framework for large-scale communications within connected
vehicles, Kim et al. [587], who suggest an integration of
ABAC models for AUTOSAR, Rumez et al. [588], who
propose a general discussion of ABAC integration in auto-
motive systems or Farooq et al. [589] who discuss the use
of hardware for ABAC authentication through RFID chips.
In addition, others also focus on introducing dynamicity prop-
erties to the ABAC models either for the new generation of
rules, as proposed by Gupta et al. [590], or for the resolution
of ABAC conflicts, as discussed in Asif et al. [591] and Lach-
mund and Hengst [592]. On the other hand, for the RBAC
model, Veitas and Delaere [593] are a good representative of
the contributions in this scope regarding data confidentiality,
integrity, and availability with the objective of recovering an
exact situation following the occurrence of an event or on
demand. In addition to these, from the IT sector, we can
highlight many surveys on this matter such as Ren et al. [594],
Qiu et al. [595], Hu et al. [596] or Zhu et al. [597] or even
certain papers focusing on the combination of both RBAC
and ABAC as in Long and Yan [598] or Al-Alaj et al. [599].

On the other hand, those based on UCON are focused
on regulating the usage of the resources, rather than just
guaranteeing, or denying access to them. In a UCON access
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control policy, access to a resource is granted based on
whether the user’s request satisfies a set of usage conditions,
rather than just a set of static access control rules. This way,
UCON policies allow the definition of more fine-grained
and context-aware rules, guaranteeing higher flexibility and
dynamicity. Some examples of UCON access control frame-
works in the automotive industry are Terzi et al. [600],
which discusses a way of dealing with identity management
and authorization through the authenticity characteristics of
blockchain, or Kaur et al. [601], Lupu and Lupu [602] and
Chen and Yin [603], that propose using bio-metric parame-
ters for access control. On the other hand, from the IT sector,
we can highlight an exhaustive survey published by Guoping
and Wentao [604], some contributions surrounding the use
of blockchain for access control such as Maesa et al. [605],
Ali et al. [606] or Tang et al. [607] and, finally, a variety
of contributions regarding flexibility and dynamicity of the
generation of complex access rules in Jajodia et al. [608] and
Lachmund and Hengst [592].

2) STATE MANAGEMENT
State management in automotive in-vehicle systems refers to
the process of managing and tracking of the different states or
modes of the system as it interacts with the driver, passengers,
and external environment. In simpler terms, it involves the
control and coordination of contrasting functions, features,
and components of the in-vehicle system. Some examples of
states that can be managed in automotive in-vehicle systems
include:

• Power states: These states are related to the power man-
agement of the electronic systems of the vehicle. For
example, the system may need to manage the power
state of the infotainment system, air conditioning sys-
tem, or other subsystems based on battery level or user
preferences. Some examples of this are shown in Wang
and Gladwin [609] or Zhong et al. [610].

• Driver assistance states: In-vehicle systems may have
various modes for driver assistance, such as adaptive
cruise control, lane-keeping assistance, or emergency
braking. State management is crucial in ensuring that
these systems are functioning correctly and providing
the right level of assistance to the driver. Some exam-
ples of this kind of state management can be found in
Al-Saadi et al. [611], Sajadi-Alamdari et al. [612] or
Iglesias et al. [613].

• Communication states: Many modern in-vehicle sys-
tems support communication protocols such as Blue-
tooth, Wi-Fi, or cellular networks. Managing the state
of these communication systems is crucial for ensuring
reliable connectivity and data transfer between the vehi-
cle and external devices. Some examples of this can be
seen in Joshi et al. [614] or Hontani and Higuchi [615].

• User interface states: The in-vehicle system may have
different states for its user interface, such as menu nav-
igation, input methods, or screen layouts. Managing

these states is essential to provide a smooth and intuitive
user experience. Some examples of this can be seen in
Braun et al. [616] and [617], Urooj et al. [618] or Kern
and Schmidt [619].

Therefore, in general, state management in automotive
in-vehicle systems requires a combination of hardware and
software solutions. This can involve sensors, controllers, and
software algorithms that work together to monitor and control
distinct aspects of the system. Some examples of more gen-
eral approaches for state management, this time coming from
non-specific IT solutions, can be found in Nabi et al. [620],
Sharma and Santharam [621] or Ahmed et al. [622].

3) CYBER-SECURITY THREATS AND FRAMEWORKS
The enhanced connectivity and software capabilities of new
generations of vehicle has widened the range of cyber-
attacks, and this has become one of the major challenges
for Automakers each time a new functionality is introduced
to keep the system secure and able to guarantee the passen-
gers’ safety. Thus, multiple papers have researched possible
attacks, exploits and vulnerabilities of future vehicles; Teich-
mann et al. [623], Cui et al. [624], Parkinson et al. [625],
Humayed et al. [626], Buinevich and Vladyko [627],
Gupta et al. [628], Sommer et al. [629] and Bazzi et al. [630].
Other papers such as Chowdhury et al. [631], Pisarov and
Mester [632], Jang and Shin [633] and Pascale et al. [634]
further extend this threat analysis while at the same time
also proposing some countermeasures. Furthermore, cyber-
security is also a trending topic in the IT sector from which
we can highlight; Zhuang et al. [635] tackling cybersecurity
in smart grid systems, Shaukat et al. [636] using machine
learning for enhancing system security, Nikander et al. [637]
in agriculture, and the one which the closest to the automotive
domain, Andrade et al. [638] in IoT.

C. SAFETY-CENTRED CONTROL SERVICES
Themain control services targeting in-vehicle software safety
are Fault tolerance and Load balancing, with both being
extensively addressed in the Automotive sector, as well as in
IT which was already required by the current systems. More-
over, if we consider safety with regard to passenger-basis,
we also need to include system monitoring and diagnostics.

1) FAULT TOLERANCE
On the one hand, fault tolerance allows the systems to
continue operating properly when one or more failures
occur within some of its components. Fault tolerance has
been generally researched in the Automotive sector in
Cheng et al. [639] and Bhat [640], heterogeneous systems are
focused on in Lex et al. [641], deep neuronal networks are
detailed in Malekzadeh [642], a conceptual threat approach
is looked at in Gräßler et al. [643], and, then specifically for
the Autosar systems in Bhat et al. [644]. In addition, in the IT
sector, it has been widely addressed concerning two similar
sectors, such as cloud computing in Kumari and Kaur [645]
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and Bharany et al. [646] and distributed systems in Gupta and
Vaidya [647] and Xiao et al. [648].

2) LOAD BALANCING
On the other hand, load balancing is the process of dis-
tributing a set of tasks or net workload over a set of
computing units or cables, with the aim of making their
overall system more efficient. In IT, we highlight some
static algorithms such as Round Robin, MIN-MIN or MAX-
MIN, described in Kaur and Luthra [649] and Mesbahi
and Rahmani [650], and some dynamic algorithms such as
the honeybee foraging behaviour algorithm, throttled algo-
rithms or ant colony algorithms, described respectively in
Thapliyal and Dimri [651], Patel and Rajawat [652] and,
Nishant et al. [653]. Load balancing is also surveyed in the
Automotive sector between both vehicles and cloud (V2C) in
Liu et al. [654], Majumder et al. [655], vehicles and vehicles
(V2V)Wu et al. [656], andwithin a single vehicle architecture
Ahmed et al. [657] and Syed et al. [658].

3) SYSTEM AND SOFTWARE MONITORING
Software and system monitoring in cars is an essential part of
modern vehicle technology. With the increasing complexity
of car systems and the growing importance of software in
controlling these systems, monitoring has become a crit-
ical aspect of ensuring vehicle safety and performance.
This topic has barely been explored within the automo-
tive sector, with Yemelyanov et al. [659], Charette [660],
and Hameed et al. [661] and [662] providing the most
representative and traditional proposals. Moreover, other
contributions spend time explaining how to use machine
learning and artificial intelligence for software monitoring
such as Norouzi et al. [663], Kuutti et al. [664] and Geor-
gakos et al. [665] or discussing the effects of software aging
Parnas [666] or Costa et al. [667]. On the other hand, from
IT, we can highlight some papers about software monitor-
ing in cloud computing, such as Aktas [668], Spring [669],
Tamburri et al. [670] or Shao et al. [671], in IoT, such as
Maksymyuk et al. [672] or Razzag [673], or even more
safety critical domains such as Industry fromRakhmonov and
Kurbonov [674] or He et al. [675].

4) VEHICLE DIAGNOSTICS
In modern cars, system diagnostics are typically performed
by the onboard diagnostic (OBD) system. The OBD-II sys-
tem uses a series of sensors and diagnostic codes to detect
malfunctions and issues with various components within
the car. When a problem is detected, the system generates
a diagnostic trouble code (DTC) that can be read using
a scan tool. This makes it easier for technicians to diag-
nose and repair problems with a car. OBD-II systems are
typically located under the dashboard, near the steering col-
umn. Some examples of this are discussed in McCord [676],
Malekian et al. [420] or Rimpas et al. [677]. Furthermore,
and more recently, as a way to reduce the environmental

impact of hardware repairs, to detect future problems sooner,
and to speed up garage visits, many solutions explore how
to carry out vehicle diagnostics remotely such as Mesgar-
pour et al. [678] or Singh et al. [679]. Others, extend this idea
by introducing machine learning for analysing as detailed in
Theissler et al. [680] or technologies such as digital twin in
Bhatti et al. [681].

IX. DISCUSSION
Society and, more extensively, vehicles follow more con-
nected, accessible, and flexible perspectives, increasingly
integrating software-based functionalities, enhancements,
and optimisations. However, as we showed in previous
sections, adapting the architecture, delivery pipelines and
run-time management services, without forgetting about the
already existing base, has become not only a major necessity,
but also a major challenge for the automotive sector. Thanks
to these enhancements, vehicles will not only be more prone
to innovation but also considerably less complex, easing the
costs of maintenance, integration and, even, development.

The results presented in the earlier sections are numer-
ous and diversified, covering different disciplines and topics.
We understand how important it is to work on future
in-vehicle and off-board ICT systems and it raises numerous
open questions and challenges, including technical, soci-
etal, and economical issues. Our research provides us with
the scope to complete this paper by give some engineering
guidelines (cf. Fig. 22) about how to combine all the afore-
mentioned sections, completing the results of the research
in the previous Fig. 5 in §IV, which can be completed with
Fig. 22 and to which we can comment layer by layer:

FIGURE 22. Simple overview of our vision, based on the survey results,
of future vehicle embedded & cloud architecture.

Architecture Design: If we focus first on the E/E archi-
tecture, it seems clear that in the coming years there is a
lot of work to go through in terms of how to organise the
nodes within our architectures. It is an open challenge to
decide whether it is better to go through zonal architectures
or central architectures like Tesla’s, as well as discussing the
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fundamental issue regarding which kind of boards (i.e., GPU,
HPCs. . . ) to use for each case [66]. In addition, there are
also various concerns regarding the integration and cohab-
itation of legacy and new software in terms of hardware,
as it must be able to support both [231]. Finally, further
research is needed on the analysis of other ISA level archi-
tectures (RISC-V, CISC, ARM. . . ) to match safety, cost, and
performance constraints [246]. Secondly, regarding software
architecture, further work needs to be done on how to com-
bine the different paradigms so as to fully profit from the
advantages arising from all of them [682]. Moreover, the
adaptation and implementation of an IT-like complete com-
plex software architecture should be done so as to evaluate its
performance and overhead for the automobile sector. Thirdly,
with regard to network architecture, the key research point
will be the scheduling and the respect of the latencies in a
data-centred communication middleware [18]. Finally, IoV
architecture needs to be explored much more, as most of the
current contributions don’t delve deep enough into the imple-
mentation and do not profit enough from the possibilities of
integrating both smart cities and vehicles [683].
Software Delivery Pipelines: First, with the enhanced net-

working capabilities of vehicles, software delivery faces a
new revolution, needing to integrate OTA within their classic
software management cycle, and then focusing on how to
ensure the safety, security and data authenticity becomes of
vital importance, as the scope of this mechanism and its
attack surface are both enormous is huge [430]. Secondly,
further research is needed on software deployment so as
to, first of all pick the appropriate Operating system and,
secondly, choose the right installation method that will favor
flexibility, isolation. . . [492]. Thirdly, testing faces many
open issues with regard to dynamic certification and the
testing process itself that also needs further work [506].
Finally, additional research needs to be done on how to
orchestrate, both efficiently and dynamically, the in-vehicle
applications depending on the software context and also the
nearby users [518].
Run-Time Management Services: Firstly, with regard to

data-centred control services, further research is needed to
integrate the new data collected from the development of new
services [534] and, as the data has high privacy implications,
additional work is also needed concerning data privacy and
authenticity [554]. Moreover, with regard to security-centred
control services, the new technologies added to the vehicle
have several implications concerning the security issues of
the whole system, and thus, much effort has been made to
find and solve [684] them. Finally, safety-centred control ser-
vices need further integration with the modern technologies,
in order to apply current knowledge to the new applications
and cases [639].

A. FUTURE TRENDS
As the automotive industry is constantly evolving, there are
several areas that are likely to see significant dev. in the

coming years. Here are a few potential areas of focus for
future work in the automotive industry.

1) ELECTRIC VEHICLES (EVs)
The transition to electric vehicles is already underway, but
there is still a lot of work to be done to make EVs more
affordable, efficient, and convenient. Future work in this area
might focus on developing new battery technologies [141],
improving charging infrastructure [685], [686], and increas-
ing the range of electric vehicles [687].

2) AUTONOMOUS VEHICLES
Self-driving cars are becoming more common, but there are
still technical and regulatory hurdles that need to be over-
come before they become mainstream. Future work in this
area might focus on developing more advanced sensors and
software [688], [689], as well as working with regulators to
establish guidelines for autonomous vehicles [690].

3) SUSTAINABILITY
As concerns about climate change and environmental impact
grow, there is a growing focus on making cars more sustain-
able. Future work in this area might include developing more
fuel-efficient engines [691], increasing the use of renewable
materials in car construction, reducing the environmental
impact of manufacturing processes [692], [693], and chang-
ing car sharing possibilities [160], [694].

4) PERSONALIZATION
Consumers are increasingly looking for cars that can be cus-
tomised to fit their individual needs and preferences. Future
work in this areamight focus on developingmoremodular car
designs that can be easily modified to meet specific customer
requirements [695], as well as developing new interfaces and
technologies that allow drivers to customise their driving
experience [696], [697].

5) NEW USE-CASES
Furthermore, other work will be done on creating new ser-
vices that interact with the current unexplored or barely
explored smart city, such as:

• Predictive maintenance: By analysing data from various
sensors and systems in a vehicle, software can help
predict whenmaintenance is needed, reducing downtime
and repair costs [698], [699], [700].

• Emergency response & Healthcare services: Vehicles
can be fitted with emergency response equipment,
such as defibrillators, oxygen tanks, and first-aid sup-
plies, to create mobile emergency response units that
can quickly respond to medical emergencies or other
crises [701], [702]. This can be particularly useful in
rural or underdeveloped areas where access to healthcare
is limited.

• Tourism: Vehicles can be used to provide guided tours,
either through traditional tour companies or through new
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models, such as self-driving tour buses or mobile audio
guides [703].

• Urban farming: Vehicles can be transformed into mobile
urban farms, providing fresh produce to urban areas
where access to fresh food is limited [704].

• Education & Mobile offices: Vehicles can be adapted to
provide educational services, such as mobile classrooms
or libraries, providing educational resources to under-
developed communities [705]. Moreover, with with the
rise of remote work, many people are looking for ways
to work from anywhere. Vehicles can be fitted with
workspace features, such as Wi-Fi, power outlets, and
comfortable seating, to create mobile offices that allow
people to work while on the go [706], [707].

• Delivery services: As e-commerce continues to grow,
there is an ever-increasing demand for delivery services.
Vehicles can be adapted to provide last-mile delivery
services, either through traditional delivery companies
or through new delivery models, such as autonomous
vehicles [708].

• Entertainment: Vehicles can be fitted with entertainment
features, such as high-end sound systems, large displays,
and gaming consoles, to create mobile entertainment
centers that can be used for events, road trips, or even
as mobile movie theatres [709], [710].

X. CONCLUSION
Software in the automotive system is becoming increasingly
important and is a major factor for clients when it comes to
deciding which vehicle to buy. However, even if until now the
automotive industry has kept up with the innovation pace in
terms of functionalities offered to the passengers, much effort
has been made to bring about these new functionalities by
adding an unceasingly larger set of ECUswithout evolving all
the embedded software architecture consequently due to bud-
getary constraints, legislative limitations, retro-compatibility
problems, or lack of awareness regarding trending IT innova-
tion. This unbalanced progress has then, as we can see in § IV,
considerably increased the complexity and cost of the system
for developing and maintaining new services, hardening the
path for evolving the application development methodology
and bringing about new innovative software-related business
proposals.

Our paper has provided a comprehensive overview of
the current state-of-the-art technologies in Software-as-a-
Service transformation for automotive systems. Through
an extensive review of literature, we have compared our
paper to others in the same scope and identified the unique
contributions of our work. Our use-case scenario high-
lights the importance of software in the automotive industry
and the challenges faced by automakers when adopting
Software-as-a-Service solutions. We have identified societal,
business, design process, application profiles and require-
ments, and technical factors as the main catalysts of evolution
towards Software-as-a-Service in the automotive industry.

The automotive application life cycle and its convergence
with Software-as-a-Service have been discussed in detail.
We have highlighted open issues in this area, including
the need for standardisation, security, and scalability. The
architecture design, software delivery pipelines, and run-time
management services have been examined in detail, provid-
ing a comprehensive understanding of the technical aspects
of Software-as- a-Service for the automotive industry.

In conclusion, our research has provided a comprehensive
understanding of Software-as-a-Service transformation for
the automotive industry. The discussion and future works
section identifies key areas for future research and gives our
engineering insights by converging all the survey information
in one theoretical high-level architecture proposal. Overall,
our work contributes to the ongoing efforts to transform the
automotive industry through the adoption of Software-as-a-
Service solutions.
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