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ABSTRACT The ability to recognize facial expressions using computer vision is a crucial task that has
numerous potential applications. Although deep neural networks have achieved high performance, their use
in the recognition of facial expressions is still challenging. This is because different facial expressions have
varying degrees of similarities among themselves, and numerous variations cause diversity in the same
facial images. In this study, we propose a novel divide-and-conquer-based learning strategy to improve
the performance of facial expression recognition (FER). The face area in an image was detected using
MobileNet, and a ResNet-18 model was employed as a backbone deep neural network for recognizing facial
expressions. Subsequently, groups containing similar facial expressions were categorized by analyzing the
confusion matrix, which represents the inference results of the trained ResNet-18 model, and these similar
facial expression groups were then utilized to re-train the deep learning model. In the experiments, the
proposed method was evaluated using two thermal (Tufts and RWTH) and two RGB (RAF and FER2013)
datasets. The results demonstrate improved FER performance, with an accuracy of 97.75% for Tufts, 86.11%
for RWTH, 90.81% for RAF, and 77.83% for FER2013. As such, the proposedmethod can accurately classify
large amounts of facial expression data.

INDEX TERMS Convolutional neural network, divide-and-conquer, facial expression recognition, learning
strategy.

I. INTRODUCTION
Facial expression is one of the key elements for convey-
ing human emotions and is used in various fields such
as human-computer interaction [1], [2], [3], [4], advertis-
ing [5], [6], education [7], [8], and healthcare [9], [10].
Moreover, facial expression recognition (FER) using RGB
images collected in a laboratory environment achieves high
performance. Several recent studies have used RGB datasets,
including large-scale and in-the-wild images. However,
to improve FER performance, variations that are unrelated
to facial expressions must be addressed [11]. Additionally,
thermal infrared sensors and thermal imaging systems have
been rapidly developed to prevent the spread of COVID-19.
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Thermal images are illumination-invariant and contain tem-
perature information from emotional changes in the forehead,
cheeks, nose, and maxillary areas [12].

There are two major approaches to FER techniques in
computer vision. The first approach performs recognition
using handcrafted feature vectors [13], [14], [15], whereas
the other is an end-to-end approach that performs recogni-
tion using automatically extracted features based on deep
neural networks [16], [17], [18], [19]. Shan et al. [13] com-
pared the time and memory costs of the feature extraction
process between a local binary pattern (LBP) and a Gabor
filter, both being handcrafted feature-based methods. They
showed that the LBP-based method could decrease the time
and memory costs by approximately 10 times compared to
when using the Gabor filter. Liu et al. [14] used a fusion
feature including an LBP and a histogram of oriented gradient
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(HOG) extracted from salient areas in a face. They uti-
lized principal component analysis to reduce the feature
dimensions and classified six facial expressions using a sup-
port vector machine (SVM). For the extended Cohn–Kanade
(CK+) dataset [20], the fusion method yielded an accuracy
of 98.3%. Kopaczka et al. [15] introduced an RWTH dataset
that included high-resolution thermal-facial images and per-
formed FER using several feature descriptors and classifiers
on the RWTH dataset. The highest accuracy of 75.43% for
the four facial expressions was obtained using the dense
scale-invariant feature transform descriptor and SVM clas-
sifier. They also classified eight facial expressions using the
HOG and SVM methods and achieved the highest accuracy
of 46.7%.

In deep neural networks-based approaches, Tang [16] pro-
posed a structure combining a convolutional neural network
(CNN) and SVM. The proposed model achieved the highest
recognition rate of 71.2% in the FER2013 competition [21].
Vignesh et al. [17] proposed a new segmentation block that
was utilized to extract additional informative feature maps
and obtained a classification accuracy of 75.97% on the
FER2013 dataset. The residual masking network proposed
by Pham et al. [18] consists of two main components: a
residual layer and a masking block. The residual layer is
used to make feature maps, and the masking block is used
to produce activation maps of the same size as the fea-
ture maps. Subsequently, the maps that are yielded through
the two components are refined. Compared to a previous
study [16], they showed that their model could improve
the accuracy by 2.98%, and the ensemble of six models
yielded the highest accuracy of 76.82% on the FER2013
dataset. Kamath et al. [19] proposed TERNet, which is a cus-
tom CNN model for thermal FER. They utilized three image
preprocessing techniques, such as adaptive histogram equal-
ization, guided filtering, and intensity adjustment, to increase
the amount of data. For the Tufts dataset [22], this model
achieved the highest accuracy of 96.2% for the four classes
of facial expressions.

On the other hand, several CNN learning strategies have
been studied to improve the generalization performance of
deep neural network models [23], [24], reduce computational
costs [25], [26], and address class-imbalance problems [27],
[28]. Wu et al. [23] employed dropout [29] to demonstrate its
effect on convolutional andmax-pooling layers. They showed
that the best result could be obtained by simultaneously
applying dropout in the max-pooling and fully connected
layers. This model shows a state-of-the-art error rate of 0.39%
on theMNIST dataset [30]. Zhang et al. [24] proposed a FER
method for improving performance by handling noisy sam-
ples in the CNN training. They achieved a high classification
accuracy of 90.35% on the RAF dataset [31], which contained
seven facial expression classes. Recently, Xue et al. [32] pro-
posed the APViT model that utilizes feature maps extracted
by a CNN extractor and two attentive pooling modules. They
achieved a state-of-the-art accuracy of 91.98% on the RAF
dataset.

In addition, CNN parameter compression is important
for maximizing the limited hardware resources in embed-
ded systems. Han et al. [25] presented a pruning method
that reduced memory and computation costs by eliminating
the unimportant weights of the CNN model. This method
achieved parameter compression rates of 9 to 13% in the
LeNet [30], AlexNet [33], and VGG [34] models without loss
of generalization performance. Han et al. [26] also proposed
a deep compression method to remove parameters from a
CNNmodel. The pruned network is compressed by the quan-
tization and weight-sharing stages. Afterward, the frequently
appearing quantized weights are assigned fewer bits during
the Huffman coding stage. The proposed method was applied
to three models (LeNet, AlexNet, and VGG) and achieved
compression rates in the range of 35 to 40% with no loss of
accuracy.

Also, the class imbalance is an important problem because
the CNN model tends to yield a high generalization per-
formance only for the majority of classes in the dataset.
Hensman and Masko [27] analyzed the training effect of a
CNN model with an imbalanced data. They applied a ran-
dom distribution to the CIFAR-10 dataset [35] to generate
10 imbalanced sets; oversampling was thereafter performed
to create balanced sets. The performance difference between
the models trained on balanced and imbalanced datasets was
approximately 63%. Khan et al. [28] proposed a method
for simultaneously optimizing the class-dependent costs and
CNN parameters through training. The performance of this
method was compared with those of various sampling meth-
ods, such as over-, under-, and hybrid sampling. They
achieved the best performance of 98.6% on the MNIST
dataset, which comprised unbalanced class distributions.

Despite numerous studies aimed at improving the CNN
performance, training the CNN model with data collected
under various conditions remains a challenge in several
domains, such as object detection [36], activity recogni-
tion [37], and visual speech recognition [38]. Similarly, FER
has been disturbed by inter-class similarity and intra-class
differences [39]. For instance, fear and surprise confuse FER
because they present similar changes in the areas of the
eyes and mouth. Furthermore, images of the same facial
expression may be difficult to classify because the extrac-
tion of general features is hindered by illumination changes,
head-pose variance, and occlusion. Therefore, these problems
should be solved to achieve successful FER results. Accord-
ingly, this study aims to solve the problem of performance
degradation due to facial expression similarity.

In this study, we propose a new divide-and-conquer CNN
learning strategy to increase the FER accuracy byminimizing
the intra-class distance and maximizing the inter-class dis-
tance. To achieve this, the facial area in the original input
image was first detected and adjusted to the same resolu-
tion. After optimizing the ResNet-18 [40] model, similar
facial expressions were grouped into the same class to reduce
classification difficulty. Finally, the final facial expressions
of the groups were re-trained by the optimized ResNet-18
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model and tested. The experimental results demonstrate that,
compared to previous CNN learning, the proposed learning
strategy can improve the accuracy of both thermal and RGB
datasets.

II. METHODOLOGY
An overall flow diagram of the FER process is shown in
Fig. 1. The proposed FER scheme consists of four stages:
i) preprocessing for face detection and normalization; ii)
CNN model optimization; iii) grouping for similar facial
expressions using confusion matrix analysis, and iv) classi-
fication of the categorized similar facial expression groups
into final facial expressions. Details of the techniques used in
the FER process are discussed below.

FIGURE 1. Flow diagram of the FER process.

A. FACE DETECTION AND NORMALIZATION
Most facial expression datasets include facial and non-facial
areas, and the non-facial areas probably not be an essen-
tial region [41]. Therefore, face detection is necessary to
remove the non-essential areas from the input image. In this
study, RetinaFace [42] was employed as the face detector
that demonstrates promising accuracy and high-speed perfor-
mance on RGB datasets, including various head poses, blurs,
and illumination variations. RetinaFace is also expected to
have excellent performance on grayscale thermal images.
In cases where the facial area was not automatically detected,
the facial images were manually cropped. After detecting
the facial area, all images were normalized to the same
resolution because detected facial regions differ from per-
son to person. Moreover, data augmentation was adapted
to prevent a decrease in the generalization performance of
untrained data [43]. Augmented data can be generated by
applying methods such as rotation, flipping, and color-space
transformation to the images.

B. CNN MODEL OPTIMIZATION
Training the CNN model from scratch using a small amount
of data is challenging [44]. The initial weights of the ResNet-
18 model trained on ImageNet [45], including RGB images
with 224 × 224 pixels, were used. To improve the FER
performance, the layers of the pre-trained model were modi-
fied. First, the output size of the input convolution layer was
maintained, and the filter size was decreased. This is because
the features were extracted from the facial images with spatial
resolutions smaller than that of ImageNet. Second, the second
layer was converted from max-pooling to convolution to

extract more features through training. Finally, the number
of output nodes in the fully connected layer coincided with
that of facial expressions to be classified. The details of
the optimized CNN model used in this study are presented
in Table 1.

TABLE 1. Optimized CNN architecture used in this study.

C. DIVIDE-AND-CONQUER LEARNING STRATEGY
A common CNN learning method is to utilize labeled data to
train and test the neural networks. Solving the FER problem
using all labeled data is difficult because of the similarities
and variations in the facial expression images. The divide-
and-conquer algorithm separates a given problem into two
or more subproblems of the same or related type until these
become adequately enough to be solved directly [46], [47],
[48]. Thereafter, it solves the subproblems and combines the
solutions into the original problem [46], [48]. The overall
process of the proposed method is illustrated in Fig. 2. The
training of CNN models with reduced-complexity subgroups
is expected to improve classification accuracy. The proposed
algorithm consists of two main phases.
Phase 1: Grouping similar facial expressions.First, a con-

fusionmatrix was generated by the inference result of training
the optimized CNN model using all training datasets. In the
confusion matrix, false positives (FPs) and false negatives
(FNs) represent the proportion of incorrectly predicted test
images. Performance improvement can be expected through
the grouping of facial expressions that show a high error
rate in the matrix. The confusion matrix analysis process is
illustrated in Fig. 3. Figure 3(a) shows an example confusion
matrix of the classification results for a dataset (= E) with n
facial expressions. As shown in Fig. 3(b), the confusion
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FIGURE 2. Overall process of the CNN learning strategy. Facial expression images have high inter-class similarity and high intra-class difference.
In Phase1, similar facial expressions are grouped by confusion matrix analysis. In Phase2, the final facial expressions of the groups are trained by the
CNN model and tested.

FIGURE 3. Process of the confusion matrix analysis. (a) the confusion
matrix can be generated by training four facial expressions, (b) the
confusion matrix can be converted to the weighted directed graph, and
(c) the sum of weights in each graph is compared to find the most similar
expressions.

matrix can be converted into a weighted directed graph [49].
The total number of cases required to be analyzed for group-
ing k facial expressions was nCk . Figure 3(c) shows all the
groups to be analyzed, and the number of graphs is six when
n = 4 and k = 2. Each graph G comprises k vertices and kP2
edges, and the sum of the weights was calculated. The facial
expressions in G with the largest sum of weights, which is
the error rate, were newly mapped into the same group. The
set S in Fig. 4 consists of similar facial expression groups
corresponding to the vertices in graph G and non-grouped
facial expressions.
Phase 2: Classifying grouped similar facial expressions.

This phase focuses on addressing the subproblems. The cre-
ated set S was used to train another optimized CNN model.
The total number of images between set S and the original set
E is the same; however, the target labels that the CNN needs

FIGURE 4. Algorithm of the proposed CNN learning strategy. The
optimized CNN model trains from scratch the entire layer whenever the
number of facial expressions changes. This implies that the CNNs in
phases 1 and 2 have a different number of nodes in the fully connected
layer, and the parameters in all layers are updated during training.

to classify are decreased to m. Also, each set S containing
two or more final facial expressions Fm must be classified.
For instance, the set can be separated into smaller subgroups
of half the size when Fm > 2 and even. Except under this
condition, all the final facial expressions in the set were clas-
sified. Finally, the classification results obtained in Phase 2
were combined and compared with the results in Phase 1.

Figure 4 shows the proposed algorithm used in this study.
The values of k can be manually set to ⌈n/2⌉. The goal of this
method is to improve the accuracy by classifying a similar
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facial expression set with reduced complexity and the final
facial expression of the set.

III. EXPERIMENTAL RESULTS
In the experiments, details of the thermal and RGB datasets
used for evaluating the proposed method were described.
Four datasets, Tufts, RWTH, RAF, and FER2013, containing
images with all facial expressions labeled in advance, were
used in the experiments. The experiments were conducted to
establish that the proposed method can improve performance
in terms of accuracy. A description of the grouped facial
expressions for each dataset and comparison results with
previous methods are also provided. In addition, we used
PyTorch and OpenCV libraries to implement the optimized
CNN model and apply data augmentation.

A. DATASETS
Two most recent public thermal datasets were selected
for comparing the thermal FER results. Tufts and RWTH
datasets containing frontal face images were collected using
a long-wave infrared camera in a controlled environment.
The two popular public RGB datasets, RAF and FER2013,
contained images under various in-the-wild conditions col-
lected by crawling the web. The Tufts face dataset [22]
comprises multimodality face images from 113 subjects.
Each thermal image for FER has a resolution of 336 × 256
and is labeled with one of five facial expressions: a neutral
expression, a smile, eyes closed, an exaggerated shocked
expression, and sunglasses. The RWTH dataset [15] con-
tained only thermal images from 90 subjects; however, not
all subjects participated in the process of filming facial
expressions (fear: 70, anger: 77, contempt: 63, disgust:
75, happiness: 78, neutral: 77, sadness: 77, and surprise:
77 subjects). A total of 1,782 grayscale images had a high
resolution of 1024 × 768 pixels.
The RAF dataset [31] provided 15,339 aligned facial

images labeled with seven facial expressions: surprise, fear,
disgust, happiness, sadness, anger, and neutral. All images
were resized to 100 × 100 pixels and separated into 12,271
training and 3,068 test images. The FER2013 dataset [21] has
35,887 segmented face images with the same facial expres-
sion labels as the RAF dataset. Each grayscale image was
normalized to 48 × 48 pixels and separated into 28,709
images for training and 3,589 images from the public and
private test sets. A few original samples from each dataset
are shown in Fig. 5, and a summary of the facial expression
datasets is shown in Table 2.

TABLE 2. Summary of facial expression datasets.

FIGURE 5. Sample images of facial expression datasets.

In the Tufts dataset, a few incorrectly labeled images
were updated, and sunglass images were removed owing to
a loss of temperature information. A total of 446 images
were collected from 112 subjects. Among these, 22 subjects
were selected as the test set. In addition, the dataset was
separated into two sets: 1,074 for training and 88 for testing.
The 892 images, with data augmentation by histogram equal-
ization, were separated into two sets: 2,142 for training and
178 for testing. In the RWTH dataset, all images were split
based on the largest number of 78 subjects in which facial
expressions appeared. A total of 15 subjects who partici-
pated in filming all scenarios were selected to make a test
set. The dataset, consisting of eight facial expressions, was
separated into two sets: 4,266 for training and 360 for testing.
In addition, four facial expressions with neutral, happy, sad,
and surprise images were separated into two sets: 2,241 for
training and 180 for testing. In the RAF dataset, 36,813
images were used for training and 3,068 images for inference.

In the FER2013 dataset, the images that did not represent
facial expressions were identified. A total of 62 images were
removed from the training set, and 7 images were removed
from the private test sets. Consequently, a total of 85,941
images were used for training and 3,582 images for testing.
A summary of the data used in the experiments is shown
in Table 3.

B. EXPERIMENT AND ANALYSIS
All experiments were conducted in the order of the dataset
listed in Table 3. The thermal datasets were divided into
training and test sets at a ratio of 8:2. For all experiments, the
detected facial images were normalized to 130 × 160 pix-
els and automatically augmented using horizontal flipping
and random rotation techniques. In the experiment for the
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TABLE 3. Summary of data used in experiments.

Tufts dataset, histogram equalization was used for compar-
ison with the previous result [19]. To train the CNN model,
the Adam optimizer was used with a learning rate of 0.001,
with the epoch set to 104, and the loss value was calculated
using the L1 function. The comparative results for the accu-
racy of the proposed method and previous FER methods are
summarized in Table 4. Additionally, Table 4 includes the
learning results of the similar expression group in Phase 1
and the final results achieved up to Phase 2.

TABLE 4. Comparative analysis on four FER datasets.

In the first experiment using the Tufts dataset, the opti-
mized CNN model was evaluated using a relatively small
number of samples. Compared to the commonly used cross-
entropy loss, the accuracy was improved by 2.28%. This
may be because the L1 loss was calculated by reflecting the
prediction value corresponding to the classes that are not
the correct answer. To confirm the accuracy of the proposed

learning method, facial expressions similar to neutral and
smiles were grouped. The proposed method achieved 97.73%
and 90.91% accuracy in phases 1 and 2, respectively. Con-
sequently, we achieved an accuracy of 93.18%, which is
1.13% better than training four facial expressions simulta-
neously as a single CNN model. In the second experiment,
the performance of the proposed method was compared with
the results presented by Kamath et al. [19]. Determining the
optimal window size and threshold for image processing
techniques used as the resolution changes are difficult. There-
fore, only the histogram equalization technique, considering
each pixel intensity of the entire image area, was applied to
increase the data. The proposed method achieved the highest
accuracy of 97.75%. This is because facial expression data
of the same subject could exist in the training and test sets
when separating the dataset based on the total number of
images. Therefore, this method can reduce the accuracy when
predicting the facial expressions of subjects not included in
the dataset.

Kopaczka et al. [15] reported the classification accuracy for
eight and four expressions with neutral, happiness, sadness,
and surprise on the RWTH dataset. In our first experiment,
among the eight facial expressions, the four facial expres-
sions of fear, contempt, neutrality, and sadness were mapped
to the same group. Then, the group was divided into two
small subgroups: (fear and contempt) and (neutral and sad-
ness). The classification accuracy of the facial expression
group was 77.22% in Phase 1 and 63.16% and 72.22% in
Phase 2. Second, among the four facial expressions, neutral
and sadness were grouped to evaluate the method, and the
accuracy of phases 1 and 2 was 96.11% and 80%, respec-
tively. Consequently, the highest accuracies of 62.50% and
86.11% were achieved for eight and four facial expressions,
respectively.

To show that the proposed method also improves the
performance on large FER datasets, the experiments were
conducted on two public RGB datasets (RAF and FER 2013).
Through the analysis of the confusion matrix on the RAF
dataset, the highest error rate of 74% were disgust, sadness,
anger, and neutral, and these were classified as the first simi-
lar group. Two subgroups (disgust and sadness) and (anger
and neutral) were then categorized, and 89.24% accuracy
was obtained. The error rate of the second similar group that
included four facial expressions (disgust, happiness, sadness,
and neutral) was 71%, which was almost the same as that of
the first group. Therefore, the second group was also used to
evaluate the proposed method.

Figure 6 shows the recall confusion matrix on the RAF
dataset. Similar facial expressions can be found in the con-
fusion matrix by analyzing elements other than the diagonal
components that signify the correct answer rate. By applying
the proposed method, the participants were divided into two
subgroups: (disgust and sadness) and (happiness and neutral).
Consequently, the final learning result using the second facial
expression group achieved 90.81% accuracy, which improved
by 1.57% over the first group. This implies that not only
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the most similar facial expression groups can help improve
accuracy, but other groups can also improve accuracy.

FIGURE 6. Confusion matrix of the optimized CNN model on the RAF
dataset. Blue squares: error rates of selected facial expressions by
confusion matrix analysis result. These similar facial expressions belong
to the same group.

Finally, the proposed method was tested using the
FER2013 dataset. The optimized CNNmodel achieved a low
accuracy of 69.04% when classifying all facial expressions.
The four most similar facial expressions (sadness, neutral,
fear, and anger) were grouped, and two subgroups (sadness
and neutral) and (fear and anger) were created. The facial
expression groups achieved an accuracy of 90.01% in Phase
1 and 78.54% and 81.25% in Phase 2. Consequently, the
proposed method achieved the highest accuracy of 77.83%.
As such, the experimental results on the four FER datasets
confirmed that owing to similar facial expressions and varia-
tions that are not related to facial expressions, performance
improvement with the previous CNN learning method is
difficult.

The proposed method can generalize facial expressions
that are difficult to recognize because the CNN model uti-
lizes a subgroup that is easier to train than the original data.
The FER results with our approach achieved performance
improvements of 1.55%, 7.78%, 0.46%, and 1.01% on the
Tufts, RWTH, RAF, and FER2013 datasets, respectively.
Hence, the proposed approach will efficiently solve problems
arising from other types of data, as well as facial expres-
sions. Although the proposed approach showed 1.17% lower
accuracy than the Vision Transformer method [32], which is
a state-of-the-art model on the RAF dataset, our approach
showed that solving the problems by dividing similar classes
into subgroups could contribute to improving recognition
performance. Therefore, applying the proposed method to
the Vision Transformer model in further studies will be
necessary.

IV. CONCLUSION
We have described a divide-and-conquer-based CNN learn-
ing strategy that utilizes the grouping of similar data by

analyzing the classification results for training and testing
the CNN model. Facial regions have been detected and nor-
malized to a consistent size to facilitate data assignment
to the CNN model. The model was efficiently initialized
using pre-trained weights and updated for FER. The proposed
learning strategy, implemented with the newly designed
model, was evaluated using the Tufts, RWTH, RAF, and
FER2013 datasets. The experimental results demonstrate that
the proposed method can improve classification accuracy in
comparison to previous methods that discriminate all facial
expressions simultaneously. Further, it is necessary to reduce
the computational costs associated with solving subprob-
lems; thus, developing an integrated CNN architecture that
can solve subproblems simultaneously is an important task.
In addition, more studies are required to identify the most
similar facial expression group for the highest performance
improvement. In the future, we expect the applications of
the proposed method not only to Vision Transformer-based
models, but also to utilization in other recognition tasks such
as voice, action, object, and text.
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