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ABSTRACT Conversational agents are a piece of software widely used nowadays in several domains, such
as e-commerce, customer support, education, among others. To build one, proficiency in distinct areas of
knowledge is necessary. Moreover, its development demands the availability of frameworks, tools, and
proposals to facilitate its application in several domain areas. Recently, the adoption of models in a software
development process has increased through the application of Model-Driven Development in several areas
to improve and increase productivity in software development. This work aims to provide state of the art
through a Systematic Mapping Study regarding to Model-Driven Development approaches to automate or
semi-automate the development of Chatbots. For this study, 429 scientific articles were analyzed, of which,
after the inclusion and exclusion criteria, only 20 were considered primary studies.

INDEX TERMS Chatbot, model-driven engineering, model-driven development, systematic mapping study,
review, conversational agent, bot, development frameworks, chatbot development methods, MDD, MDD
chatbot development.

I. INTRODUCTION
Aconversational agent, also called chatbot or bot, is a
computer program that simulates a conversation; it can
communicate with the user through different means, such
as voice or text. In [1], it was described as a system
that can interact with human users with natural language.
However, as [2] points out, it is software that imitates
human conversations using artificial intelligence. Their use
has recently increased considerably in several areas, such as
education, customer service and recreational purposes.

The idea of communicating with a computer has been
considered for years; since 1950, Alan Turing has already
raised several similar concepts by addressing the question
can machine think. In addition to proposing the Turing test to
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assess whether a machine could display intelligent behavior
similar to or indistinguishable from a human [3]. Finally,
in the year 1966, what is considered the first conversational
agent was presented, which was called ELIZA [4], which
allowed communication through natural language by analyz-
ing the inputs, breaking down the phrases based on specific
rules, thus obtaining the intentions through keywords and
generating responses from this.

Chatbot development requires proficiency in several
specialized areas of knowledge [5], including Software
Engineering (SE), Usability, User eXperience (UX),Machine
Learning (ML), and Natural Language Processing (NLP) in
order to establish the best interaction with the user. Thus
making a complex development process.

Over the years, several technologies and techniques have
emerged to design, develop and implement conversational
agents more efficiently. The main idea is to bring the
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gap between an expert bot developer and a user without
experience in software development. In this regard is the
case of AIML (Artificial Intelligent Markup Language),
a markup language designed exclusively to create conver-
sational agents [6]. This technology was used to create the
chatbot interface called ALICE (Artificial Linguistic Internet
Computer Entity) [7]. Since then, its use has spread to create
various agents. Regrettably, there is a lack of frameworks and
tools to facilitate the construction of conversational agents
by providing the components for user interaction and natural
language understanding platforms [8].

Modeling has recently been emphasized as a valuable tool
for understanding common errors in software development.
This is because it allows the program’s functionality to
be developed to be specified and analyzed in more detail
using graphical representation techniques or concepts that
are understandable to anyone without technical programming
knowledge. According to this, Model-Driven Development
(MDD) has emerged as a paradigm for semi-automated
software development. The goal is obtaining the software to
build source code from the specification of its functionality
in graphical models [9]. MDD provides advantages in pro-
ductivity over other software development methods because
the model simplifies the engineering process. It represents
a software product’s intended behaviors or actions before
coding begins. The development team constructs models
collaboratively, providing a set of clear definitions of what
the software is and how it works. As a result, tests, rebuilds,
and re-deployments can be faster when developing multiple
applications than with traditional software development [9].

Despite the required complexity of the development and
implementation of chatbots in real-world scenarios, there
needs to be a reference guide in the context of MDD proposal
to assist in implementing these systems systematically.
Consequently, it is essential to establish a baseline to serve
as a starting point when developing conversational agents
employing MDD software development paradigm. This is
necessary to develop reliable proposals that can be applied to
the real world. Furthermore, this will satisfy user interaction
expectations since requirements and chatbot system elements
are highly interconnected.

This study aims to provide state of art concerning
Model-Driven Development approaches for conversational
agents development through a Systematic Mapping Study
(SMS) [10] based on the protocol used in [11]. This
study is oriented toward knowing the MDD proposals to
automate the development process of conversational agents.
Likewise, the evolution of the work on this topic will be
shown, as well as providing a classification of the available
information. This research was performed in order to provide
a better understanding of current research in this area and
identify opportunities for future work. Furthermore, these
research outcomes allow researchers to analyze the current
research directions in this area to identify the gaps that
must be attended in order to apply this technology outside
the research literature, i.e., in industrial cases. Our final

goal in this SMS was to produce a classification for this
area, giving ideas for researchers or professionals looking
for information regarding MDD in conversational agent
development. Moreover, those classifications can support
researchers conducting primary or secondary studies.

The contributions of this SMS are as follows:
• This SMS includes literature from predefined databases,
and based on predefined inclusion/exclusion criteria,
20 articles (primary studies) were included and selected
from the 429 initial results.

• The MDD proposals found in the primary studies to
automate the development of conversational agents.

• An exhaustive discussion of existing proposals and
suggestions for new research directions.

The target audience of this research work refers to but is
not limited to, software engineers, information technology
managers, independent research developers related to the area
of conversational agents, as well as research students.

This article is organized as follows: Section II presents the
basic concepts in the context of this work. Then, Section III
introduces the research protocol and the conduction of
this SMS. The results obtained from the mapping and the
analysis from the primary studies are presented in Section IV.
Section V introduces a discussion derived from the research.
Then, some threats to validity are detailed in Section VI.
Finally, conclusions and ongoing work are presented in
Section VII.

II. FUNDAMENTALS
In this section, the concepts that are useful for understanding
the development of conversational agents will be described,
such as Model-Driven Development (MDD) basis such
as Domain-Specific Language, Model, Metamodel and
Model-Driven Architecture, as well as Natural Language
Processing, Natural Language Comprehension, Natural Lan-
guage Generation, Intent, and Entity.

A. MODEL-DRIVEN DEVELOPMENT
Model Driven Development (MDD) is a software develop-
ment paradigm in which models are used as the central
artifact of the development process. It consists mainly of
representing the system by employingmodels (modeling) and
taking advantage of its characteristics; contrary to traditional
programming paradigms, these techniques, systems, and
programs will be created mainly by modeling, not coding.
To achieve this, they use tools that allow the models to
be transformed into code that the computer can interpret
automatically.

Engineering problems often benefit from creating complex
modeling systems. Certainly, since the software is one of
the most complex engineering systems, these can be used
similarly. However, it is rare that they are used to the leading
role and are constantly relegated to the background in the
development process. Model-Driven Development methods
came to benefit from this area of opportunity, the main
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characteristic of these methods being automation through
models [12].

According to [13], the main objective of Model-Driven
Development is to minimize the cost and effort of software
production, seeking to improve the quality of applications
independent of the platforms on which it is executed
(referring to this at the level of abstraction at that is reached
in MDD in which the logic of the problem is separated
from the technological characteristics). Furthermore, in [14],
it is stated that the motivation behind using MDD to
improve productivity is to increase the profits obtained by
software development companies after each project, and
this is achieved through two main benefits obtained by
using this paradigm: i) it increases the short-term production
performance of programmers by raising the value of each
software artifact created, and ii), long-term productivity
is also improved, since the useful life of these primary
artifacts is increased by reducing the speed at which they
become obsolete. Because of this, models are being used
to represent the problem in the real world, and they can
be used independently of their technological architecture,
thus expanding the possibilities of each piece of software
since it is detached from the solution of your development
and/or deployment platform making it possible to migrate
or export the tool to another platform more quickly if
desired.

B. DOMAIN-SPECIFIC LANGUAGE
A Domain-Specific Language (DSL) is a programming
language designed to be used in a particular field. Unlike
general-purpose languages (such as C# or Python), domain-
specific languages are designed to solve a specific problem
or are used for certain situations. For example, in [15], the
authors defined languages explicitly designed for a specific
domain, context, or company to facilitate the task of people
who need to describe things in that domain. According
to [16], a DSL provides predefined expressions of a high
level of abstraction to represent concepts that belong to
the application domain, which enables domain experts to
understand, validate, modify, and even develop using the
language without requiring programming knowledge. The
DSL concept has become a popular research area within the
field of Software Engineering (SE) [17], [18], [19].Moreover,
it is one fundamental component in software development
methodologies such as Model-Driven Development [9],
[20], [21]. A DSL is defined through three main components:
abstract syntax, concrete syntax, and semantics.

C. MODEL
A model is a representation in a particular medium of a
concept or idea of an object [22]. In SE, a model represents
a system software to be built. This includes fundamental
behavior, functionalities, and quality attributes. It is an
abstraction of the relevant properties of the system software
to construct. In [15], the author clarifies that a model

implements at least two roles by applying abstraction: feature
reduction, which implies that only the properties of interest
of the object are reflected, and feature mapping, which
indicates that it is abstracted and generalized from an original
individual.

D. METAMODEL
A metamodel is the representation of a model (a model of
another model), defined by the Object Management Group
(OMG) [23] as a particular type of model that specifies
the abstract syntax of a modeling language. At this level
of abstraction, the concepts, rules, and all the components
that will be used to define other models are specified.
In SE, they can be seen as all the elements the developer
can use in a model. When a metamodel is created, the
principles and structures used in the models created later
are defined. In the DSL universe, the abstract syntax
defines the language concepts and their relationships and
includes well-formed rules constraining the models that can
be created. Metamodeling techniques are normally used to
define abstract syntax. Metamodel is a component in the
definition of a DSL, similar to defining the syntax, language
rules, and semantics of a textual DSL.

E. MODEL-DRIVEN ARCHITECTURE
Model-Driven Architecture (MDA) is a specific procedure
to implement MDD proposed by the Object Management
Group (OMG). It is a framework that provides guidelines
software developers should follow throughout the develop-
ment process in a model-driven context. Following [24],
MDA is a fundamental change from an object-oriented design
to a model-driven one. Points out that the central idea of
this methodology is to separate the platform-independent
model, which is not related to the implementation technology
and only contains the specification of the business logic.
Subsequently, the conversion rules are defined according
to the different implementation technologies in order to be
able to convert the platform-independent model to a specific
model platform to convert it into code finally. This is one of
the bases ideas on which MDA separates development into
three models: the Computation Independent Model (CIM),
the Platform Independent Model (PIM), and the Platform
Specific Model (PSM). These models comprise the entire
development process before the code generation, which is
done from the PSM [9]. MDA is used to implement an
MDD software development process since it establishes
that, from the CIM, the requirements will be specified
in models, which, through model-to-model transformations
(M2M), the PIM models will be obtained, specifying the
functionality of the software but without considering aspects
of the implementation technology (language, architecture,
etc.). These PIM models, using the model-to-text (M2T)
transformations, will be converted into models with techno-
logical aspects or simply in the product’s source code to be
developed.
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F. NATURAL LANGUAGE PROCESSING
Natural language processing (NLP) is a computer science
field investigating the communication between machines and
people through natural languages such as Spanish, English,
or Chinese. In [25], it is defined as a technology that enables
computers to understand human languages. To achieve that
objective, it is necessary to carry out a process in which
people’s natural languages are transformed into a coding
system that a machine can interpret. Later, this information
is processed by the computer, and finally, an action is
specified, which can be to issue a response in the same
natural language. Although this has many applications, such
as speech recognition, text-based data mining, and text or
speech generation, it has become a significant topic of
interest [26].

G. NATURAL LANGUAGE COMPREHENSION
Natural language is the form of communication humans
commonly use; processing this language to become valuable
information for software is essential in developing chat-
bots. [27] describes natural language understanding (NLU)
as a field of natural language processing that converts natural
language into a semantic representation that a computer can
interpret.

H. NATURAL LANGUAGE GENERATION
In order to carry out a conversation, the agent must not
only be able to understand the user but must also be
prepared to express himself with a method that is natively
understandable to the human being. The authors in [28] define
Natural Language Generation (NLG) as the natural language
processing task of generating more natural language from
a machine representation system with a base of knowledge
using a logical form. An NLG system is like a translator
that converts data into a natural language representation. The
goal of an NLG system is to capture the meaning of the text
and then create an information transmission procedure that a
person can understand and use to interact with a system.

I. INTENT
In the context of a chatbot, the intention or the information
that the user wishes to transmit in an expression is called
intent, and a intent is a set of expressions with the same
objective. In [29], the authors point out that every chatbot
requires an intent recognition component to understand the
user’s goal or objective. The bot must classify the end user’s
expression into one of the predefined intents. Recognizing
the intent within the input is essential because, in this way,
the user’s motivation is recognized when entering a phrase or
command. An example is if the user enters the text ’’I need
the address of the hospitals in Sinaloa’’, the intent should be
detected as ’’address of hospitals’’. The bot would understand
that the user is making a query in which he wants to obtain
the address of the hospitals, and it can take the correct action
in that situation.

J. ENTITY
In conversational agents, an entity is a primordial element
in exchanging phrases between the chatbot and the user.
Therefore, the bot must be able to recognize the entities
of interest with this. Then, the necessary complementary
information is obtained to carry out the requested actions.

The fundamental concepts introduced in this section are
used throughout this SMS to provide a better understand-
ing and ensure completeness in this research. Particularly
concerning the research questions understanding and the
discussion section comprehension.

III. METHODOLOGY
In this work, a Systematic Mapping Study (SMS) of the
literature was conducted to identify and classify the tech-
nologies that use Model-Driven Development to automate
or semi-automate the development process of conversational
agents. At the same time, detecting the advantages and
disadvantages offered over the development methods to
recognize the areas of opportunity in this field. SMS is
an analysis in which valuable information on a topic is
synthesized, providing a structure through the classification
of research reports and results, offering a summary of the
available publications [10]. SMSs are primarily implemented
as a beginning step to analyze primary studies or systematic
reviews. However, this type of analysis is a fundamental
early step in determining which explicit topics of a field it
may be interesting to undertake a more detailed literature
review. Following [11], an SMS is designed to structure a
research area, collect and synthesize evidence, and present
research findings. Furthermore, an SMS application allows
for detecting gaps in the current literature.

The procedure that was implemented to perform this
SMS is organized into five stages: (1) construction of
the research questions, (2) search for primary studies,
(3) selection of documents applying inclusion and exclusion
criteria, (4) definition of the scheme classification and
(5) classification analysis and systematic mapping.

As far as we know, the literature needs studies such
as SMSs that point out the research trends of MDD in
conversational agents. Therefore, the results of this review
provide research topics regarding MDD approaches for
conversational agents software development to boost the level
of investigation in this field and bridge research gaps.

A. RESEARCH QUESTIONS
Conversational agents have become more popular during
the past few years. Nonetheless, it is necessary to have
expertise in techniques, programming languages, artificial
intelligence, and platforms to become an expert in this field.
Motivated by this observation, in this SMS, we aimed to
obtain a more profound understanding of MDD applied to
conversational agent development. To achieve this, a set
of research questions were formulated. It will extract the
data of interest from the publications and classify and
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synthesize the information available on the technologies that
use Model-Driven Development for the development process
of conversational agents in the literature. These research
questions are described below.

• Q1. Which research topics in Model-Driven Develop-
ment are currently being addressed in the domain of
conversational agents?
This question is oriented to find out what is currently
being applied in the conversational agents domain,
mainly around Model-Driven Development.

• Q2.What technologies implementModel-Driven Devel-
opment techniques in the development of conversational
agents?
This question focuses mainly on knowing the technique
of MDD used in developing conversational agents as a
DLS, metamodels, frameworks, APIs, etc.

• Q3. What challenges exist when using technologies
that apply any Model-Driven Development techniques
in the industry in the context of conversational agents
development?
This is important because identifying these challenges
opens the door to improvements in this topic and allows
to work on new proposals.

B. SEARCH FOR PRIMARY STUDIES
In order to answer the research questions, a selection of
keywords was performed. First, synonyms and alternative
names were identified to build the appropriate search strings
for the information sources. The keywords obtained were
model driven engineering, model-driven development, MDE,
MDD, chatbot, conversational agents, conversational system,
automation, chatbot design, chatbot deployment, modeling,
DSL, code generator, code generation, framework, tool,
environment. After an initial search, the keywords were
refined until synonyms were obtained. Finally, the initial key
terms were merged using the AND logical operator, whereas
we used the OR operator for their synonyms. The search
strings created are detailed in Table 1.
Afterward, the search process was performed to find

articles to answer the three research questions defined in
Section III-A. The bibliographic databases IEEEXplorer,
ACM Digital Library, Science Direct, Springer Link, Web
of Science, and Google Scholar were selected. According
to [30], the selected databases are well-known and commonly
adopted in secondary studies in the SE area. In addition,
articles identified as ‘‘grey literature’’, such as theses and
studies obtained from OpenGray, were also considered in
this research. This process was chosen as it is fundamental
to ensuring the accuracy and totality of the evidence.

C. INCLUSION/EXCLUSION CRITERIA
Once the search for primary studies was complete, 429 results
were obtained. The next step consisted of filtering the total
number of articles found. For this, the inclusion and exclusion
criteria were defined. The criteria applied for inclusion
were: i) the SMS includes studies available in English,

TABLE 1. Strings used in the search of primary studies.

ii) it will cover articles from scientific peer-reviewed journals,
conferences, and postgraduate theses whose subject includes
some technology that uses MDD techniques or discusses
its use in the semi-automation of the development of
conversational agents regardless of the domain, iii) research
in which amethod is reasonably present, iv) if a similar article
were published in different sources by the same authors, only
the recent/extended publication would be included, v) if an
article published in a journal followed the same conference
study, only the journal publication would be included, and
vi) the keywords from the search string must be present in
the title or abstract of the article; this allows to optimize the
search. Concerning the exclusion criteria: i) publications in
a language other than English will not be considered, ii) if
there are two articles with similar content, one of which is a
journal article and another conference article, the conference
version will be eliminated, iii) if a primary study is found in a
keynote, tutorial, poster section, or panel discussion session,
it will not be considered for this systematic mapping study,
iv) articles that do not address technology that uses MDD
techniques or discusses its use in the semi-automation of the
development of Chatbots were not considered, and v) not
considered articles in the case that abstract-only papers, this
is if the whole paper is not available or only found as an arXiv
preprint (not published yet).

At the end of the selection process, 20 primary studies were
obtained from the 429 initial results, see Table 2.

D. CLASSIFICATION SCHEME
The studies were classified by year of publication in a linear
diagram to analyze research papers’ trends. Likewise, in order
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TABLE 2. Primary studies obtained according to the inclusion/exclusion
criteria for each source.

TABLE 3. Type of scientific research article.

to synthesize the type of information obtained from the
primary studies, two classification schemeswere constructed.

The initial classification scheme implements the scheme
proposed in [31], see Table 3. First, the type and design of
the scientific article is evaluated. This critical information
allows us to obtain how investigations on the topic of interest
are being addressed. As the author indicates, it is essential to
mention that it is not always possible to frame a publication in
a single class since sometimes the investigations have more
than one objective that leads them to enter more than one
category.

The second classification scheme is detailed in Table 4,
it evaluates the type of contribution at a practical level.
the goal is to determine how contributions and tools are
emerging to users of the community in the development of
conversational agents. It is essential because development
automation techniques are commonly used in the business
environment.

E. QUALITY ASSESSMENT
A quality assessment step was implemented, considering the
work presented in [32], to improve the quality of this SMS.
This evaluation was carried out to filter the studies collected
in the search phase. The objective was to provide a method
for selecting articles that would bring value to this research.

TABLE 4. Classification by type of contribution.

This evaluation classified articles with the minimum
quality according to two criteria. Criterion number one was
to consider the minimum quality standard of the primary
study if the study was a research proposal, the research goal
was clear, and if there was an appropriate explanation of the
context in which the investigation was performed together
with the reported results. The second criterion, objectivity,
is if the research design was applied to the research goal.
Then, the article provided detailed outcomes with reliable
results and reached an acceptable conclusion. Ultimately,
the article made significant contributions regarding relevant
criteria that could be implemented for practical applications
in the industry.

To apply the quality assessment, the authors designed a
checklist in a spreadsheet formed by yes/no questions. Each
article with at least one negative answer on the checklist
was removed as a minimum quality threshold was essential
for this analysis. Following the process was applied, a total
of 20 articles were retained as primary studies for the
extraction of information to answer the research questions
from Section III-A.

The extraction of information from the 20 selected
primary studies was carried out and classified using the
schemes presented above. All the information obtained from
this process was used to answer the research questions.
This research generated new knowledge about trends in
publications of technologies that use MDD to automate
the process of developing conversational agents, making it
possible to locate the opportunities in research in this area
more efficiently and offering a broader perspective of the
background on this topic.

IV. MAPPING RESULTS
This section introduces the results of the SMS through
extracting information from the primary studies. Several
publications from the literature focused on singular aspects of
MDD in conversational agent development. The publications
provided remarkable knowledge about the RQs. It is essential
to accentuate that the 20 primary studies offered answers
to more than one RQ. Moreover, information extra from
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TABLE 5. Primary studies selected.

the analysis of the primary studies obtained in the SMS
performed is introduced: the primary study contribution type,
the publication venues of each primary study proposal and
suggestions obtained from the SMS.

A. RESEARCH QUESTIONS
The research questions proposed in this SMS were answered
as follows.

Question 1. Which research topics in Model-Driven
Development are currently being addressed in the domain of
conversational agents?

In order to answer this question, the classification intro-
duced in Section III-D of this study was considered. Accord-
ing to the primary studies analyzed in this SMS, current
research focuses on the automation of chatbot development.
To achieve this goal, several researchers have concentrated on
creating their metamodels and DSLs to create development
environments that allow building conversational agents more
easily and quickly. According to the classification scheme
detailed in Table 3, most of the articles are proposals for
solutions, and in general, they have focused on creating
frameworks in order for the user only focuses on using them
to create his chatbots. Another topic of great interest is the

TABLE 6. Results of type of scientific research article classification.

TABLE 7. Type of technology applied on proposals extracted from each
primary study.

automation of the platform migration process, which has
been proven possible through independent platform models,
such as Xatkit and Conga. Finally, the communication of
external components and tools to automate development,
or add new features for the conversational agent, is another
topic of interest. The popularization of APIs under REST
(REpresentational State Transfer) architecture stands out at
this point. Table 6 shows the classification of each primary
study according to the type of scientific research article.

Question 2. What technologies implement Model-Driven
Development techniques in the development of conversa-
tional agents?

From the 20 primary studies obtained, the most applied
techniques for MDD in conversational agent development
were extracted. The most implemented technology is DSL,
6 of the 20 primary studies implemented it on-domain lan-
guage to improve the development of conversational agents in
an MDD context. The second technique is Eclipse Modeling
Framework (EMF) (including metamodel definition) with
five appearances. This technology is used through the Eclipse
IDE for the definition of metamodels through ECORE,
a common standard for data models that many technologies
and frameworks are based on. This includes server solutions,
persistence frameworks, UI frameworks, and support for
transformations among models. The other technologies that
were found are model-to-text transformations (M2T), REST
Architecture, UML Models, Phyton programming language,
Interaction Flow Modeling Language (IFML), Deep Learn-
ing, Reinforcement Learning, Model-Driven Architecture
(MDA), and Microservices, all of them with an appearance
in each article. These technologies are detailed in Table 7.

The technological proposals that were found in the primary
studies are shown next:
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Creating and migrating chatbots with conga [33]. The
authors in present an IDE called CONGA for creating
and migrating chatbots. It provides a DSL to model it
independently of a development tool. The tool has a recom-
mendation module that enables the developer to be easily
guided according to the requirements of the chatbot build.
This approach come up with a code generator, which works
through a module that allows extracting the properties from
previously created conversational agent models. CONGA is
one of the complete frameworks found in primary studies.
Nonetheless, the reverse engineering process to obtain the
models from an already developed conversational agent is
only available for Dialogflow projects. Furthermore, it only
allows migration to Rasa (open source machine-learning
framework for automated voice and text conversations).
Furthermore, manual intervention is necessary for some
projects, i.e., when the bot needs the use of emojis, a feature
that CONGA does not currently support. Finally, in using
Google libraries, the authors pointed out that there are
situations in which it is not possible to perform fully
automatic migration due to the native technologies of each
target platform.
Xatkit: A Multimodal Low-Code Chatbot Development

Framework [34]. Xatkit, previously known as jarvis Multi-
platform Chatbot Modeling and Deployment with the Jarvis
Framework [50] is another of the most mentioned proposals
in the selected articles. This is an open-source frame-
work for conversational agent development applying MDD.
This approach provides a base structure defined for each
development project. Regarding MDD techniques, Xatkit
implements its DSLs, which are independent of each other.
This advantage permits easy reuse of all models from any
stage of development in different projects. In addition, one of
the most relevant components of this framework is Platform
Package, which enables the user to define new platforms
for the bot so that the scope of the conversational agent can
be extended. Additionally, it includes a Xatkit Development
Toolkit with which the developers can extend the project to
others more efficiently.
MDD based case tool for Automatic Generation of

ChatBot [35]. This is a tool developed to generate conver-
sational agents through MDD. An ECORE meta-metamodel
conforms to the proposal, an IDE for using the metamodel,
and M2T model to text transformation rules. This approach
allows generating of bots for Facebook. In addition, the
modules bring support to integrate the chatbot to REST
(Representational State Transfer) services. A conversational
agent with support for REST services provides the ability to
communicate with many tools, increasing the interoperability
and compatibility of this proposal. Nevertheless, it does not
use any natural language provider service, so the generated
assistants’ NLP is limited.
A Framework to Create Conversational Agents for the

Development of Video Games by End-Users [36]. The
research presents a framework for using and creating
conversational agents focused on video games. The authors

use MDD to create models through the design of a DSL,
using their own natural language expressions. The framework
presented is an Eclipse-based tool with a chatbot interface
that works with Martin Fowler’s DSL State Machine.
Nevertheless, the method and tool for automating the creation
of chatbots have been tested with a single language only,
so the framework is one for specific cases (video games), not
to create all kinds of chatbots for different platforms.
Model-based Chatbot Generation Approach to Converse

with Open Data Sources [37]. The work presented proposes
a tool to develop chatbots capable of interacting with
OpenAPI through Xatkit and employing an Eclipse plugin.
This approach can convert an OpenAPI specification to a
UML model containing the definition of the conversational
agent. One of the most relevant aspects of this proposal
is that this UML model can improve the automation of
the development of chatbots that allow queries to different
OpenApis. Nonetheless, importing the API must be only of
the type of Socrata, CKAN, OData, or OpenAPI. In any case,
manual configuration is required when some data is missing
in the API specification.
Diplomat: A conversational agent framework for

goal-oriented group discussion [38]. The authors introduces
a framework for developing goal-oriented discussion group
moderators chatbots is presented. The tool consists of a
set of Python classes that are used to define the agent’s
characteristics; these characteristics are classified into six
types the transcript file, which contains the group chat’s
history, including the authors of the messages, and the
timestamp of messages. The chatbot’s interventions consist
of sending messages, passive interactions (that are activated
over time), reactive interactions (activated depending on
specific user actions), the type of agent characteristics
(conversation rules and relates the transcript file to the
available interventions), and finally, the configuration
features that modify the behavior of the agent application.
It is a tool that facilitates the development of conversational
agents in discussion groups, a specific field of application.
However, technical programming knowledge is required
because the framework implementation is formed by a set
of Python (programming language) classes, and a DSL was
not created. In addition, the entire transcript file needs to be
reloaded each time there is a change. The proposal does not
introduce an example of a chatbot developed with this tool,
and only the ‘‘Wizard of Oz’’ (research experiment in which
subjects interact with a computer system that is considered
autonomous by the subjects but is actually operated or
partially operated by a hidden human) approach was used to
validate the development of the tool.
Towards a model-driven approach for multiexperience

AI-based user interfaces [39]. This research, proposes a
generalization of Xatkit’s DSL for developing all types of
conversational agents, which facilitates the definition of more
complex flows and behaviors in the interaction with the
user. The DSL abstract syntax is conformed by three com-
ponents: the intent package, the behavioral package, and the
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run-time package. The first one describes the concepts used
to model the definition of intents, i.e., the types of events
that can occur in the system and how they are provoked
are described. In this component, the intents and entities for
events triggered by a user are defined. The second is used
to represent a state machine to model the bot’s behavior in
response to different events. The third one is the run-time
package, is goal is to specify the classes that will be used
at the run-time of the deployed bot. Once the conversational
agent is defined, describing the relationships between the
agent and the other software components is necessary. This
is done through an IFML extension. This is helpful to specify
the positioning and visibility of the chatbot in the graphical
interface, as well as the information shared between the agent
and the rest of the interface. This proposal shows an approach
in which the development of conversational agents integrated
with different components simultaneously can be facilitated.
It is the first step to attacking the semi-automatized chatbot
development problem. Nevertheless, several characteristics
of the bots are necessary to add to the metamodel, such
as access control through roles in which a user can or
cannot consult certain information according to their user
permissions.
Towards Automating the Synthesis of Chatbots for Con-

versational Model Query [40]. The study presents a scheme
of development of chatbots to make queries using natural
language. The scheme proposes linking an intent to each
query type. To do that, the authors introduce an EMF plugin
with which the Xatkit framework can query EMF models
depending on the intents detected by the chatbot. In order to
do this, the conversational agent developer needs to provide a
domain metamodel defining the structure of the models that
will be consulted. Then, it is necessary to complement the
models with synonyms for each characteristic and class for
the training of the NLP model. This information generates
the agent capable of carrying out these queries. This scheme
can be used to create chatbots that make queries from a series
of configurations and models, also showing an extension to
the Xatkit framework.
Extensible Chatbot Architecture Using Metamodels of

Natural Language Understanding [41]. This primary study
proposes an architecture to create chatbots based on a
metamodel where the concepts of NLU services are defined.
It allows the creation of metamodels for new services
(currently developed Dialogflow and Rasa) and the rules to
relate them to othermetamodels. This architecture permits the
developer to easily exchange the natural language provider of
the chatbot as long as the corresponding metamodels exist.
In addition, its metamodel brings support for the definition
of roles and groups of entities.
Towards Conversational Syntax for Domain-Specific Lan-

guages using Chatbots [42]. The authors introduce a
framework to add natural language support via chatbots to
the syntax of domain-specific languages. This is done by
employing an automated process for modeling the chatbot.
First, it generates a general configuration and declares how

to reference objects and features of the instantiable classes.
The tolerable level of inconsistency allowed during the
modeling process is supported. Then, the conversational
agent developer adjusts this configuration manually, adding
synonyms for the classes or features to declare that classes
are not instantiable. After that, the framework synthesizes a
description of the chatbot and finally implements the chatbot
on a platform.
Collaborative Creation and Training of Social Bots in

Learning Communities [43]. The proposal is a framework
to create chatbots. The proposal considers the definition of
properties, such as the environment with which the agent
must interact, the actions of the bot, and the users with
whom it can interact. Deep learning techniques allow these
conversational agents to implement text classification and
generation functions. The composition allows the creation of
generative bots but simultaneously allows the use of If-Then
statements if searching for a ‘‘retrieval chatbot’’ approach.
Once these characteristics have been initialized, the bot can
be induced to the training phase, where it is provided with
training data to provide a knowledge base. It is one of the few
studios that allows generating chatbots with a ‘‘generative
chatbot’’ approach.
Architecture of a Framework for Generic Assisting Conver-

sational Agents [44]. The primary study presents a framework
for conversational assistant agents and explains the usefulness
of using conversational agents to assist inexperienced users
in handling software components. The authors state that it is
necessary to have the option to develop these assistants with a
time of effort and cost equal to or less than the development of
the components themselves. Considering this, the framework
is proposed, and this is based on the conventional sequence
of help systems: 1) formalization of the user’s request,
2) resolution of the request, and 3) presentation of assistance.
The idea is that developers with little knowledge of NLP can
develop these wizards and take advantage of MDA (Model-
Driven Architecture) techniques to generate new components
through models. The framework was tested with different
components of different domains. However, they are all single
components, so there is no validation in a more complex case.
Furthermore, do not use any natural language processing
provider services that use deep learning.
A Modular Data-Driven Architecture for Empathetic

Conversational Agents [45]. In this article, an architecture
is presented to develop a conversational agent that can be
modified for different scenarios. An empathetic controller is
integrated into this conversational agent, and it works with
the dialogue history to perceive the emotions and feelings
of the user as well as to create content according to their
needs. The architecture is based on data-driven generative
conversational agents and is divided into five types of
modules. The first type processes the input by converting
the sound into text and then uses an NLU component to
extract the meaning of the text. The second controls the
structure of the dialogue and generates a response that is
converted from text to spoken dialogue. The third type of
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module is in charge of extracting the input’s high-level
characteristics and trying to find the user’s emotions and
feelings. Finally, the fifth type aims to shape the output
according to the global context of the conversation. In it are
the empathy control modules, responsible for modeling the
empathy system. Following this architecture, it is possible
to create an agent’s open-domain conversational algorithms
using reinforcement learning algorithms to generate more
empathetic conversational agents.
Dynamic Natural Language User Interfaces Using

Microservice [46]. This work presents an automated approach
to building conversational agents to replace or complement
graphical interfaces. This is done by analyzing a set of
microservices defined by the OpenAPI specification and a
set of requirements written in natural language; with these
means, each operation’s operations, parameters, properties,
and outputs can be inferred. All the parameters are collected
to obtain a representative model. On the other hand, the
intents of each requirement applies key phrase detection; each
one is linked to the model. Additionally, multiple phrases are
then generated to invoke each intent from the requirements,
and the intent is detected. These phrases train a neural
network that links the user’s text to the intents. This approach
automates the creation of conversational agents for existing
or new systems as long as an OpenAPI specification of the
microservices to be used is available, with which a large part
of the development and effort time can be saved.
Model-Driven Chats: Enabling Chatbot Development for

Non-technical Domain Experts Through Chat Flow Visual-
ization and Auto-generation [47]. This approach proposes
to use MDD concepts to map chatbot conversation flows.
Presents a standardized graphical dialog flow symbology
using MDD to create a more straightforward representa-
tion of dialog flow using XML-based formats, which is
expected to improve traceability, testing, maintenance, and
documentation. The corresponding metamodels were created
to represent Watson Assistant (WA) dialog flows to achieve
this. Furthermore, they defined the transformation rules, from
the dialog representation of WA to the proposal and vice
versa.
Huey: Intelligent Agents for Natural Human to Machine

Communication [48]. In this work was developed an archi-
tecture which includes two new programming languages
for creating voice-bots (software that combines the natural
processing language and artificial intelligence to start con-
versations) and chatbots from grammar. Works independent
of any operating system, particularly the cloud, environment,
or proprietary hardware. These languages were created using
the concepts of DSLs.

Question 3. What challenges exist when using technolo-
gies that apply any Model-Driven Development techniques
in the industry in the context of conversational agents
development?

According to the primary studies (see Table 5), research
has focused on constructing a development framework
to have a complete development environment in which

chatbots can be created. The challenges lie that saving
time and effort in bot construction is a complicated task
that must be addressed. In this field, one of the problems
that research has faced is the heterogeneous technologies
necessary for designing and developing a conversational
agent and many target platforms. It is challenging to create
an integrated development environment considering all the
existing possibilities, which could cause problems if it is
necessary to migrate a bot created through the different
proposals. Hence, the main challenge these technologies face
is the ability to provide compatibility between platforms
and different development tool providers. This challenge
has been addressed mainly with the creation of metamodels
that consider the possibility of creating new target platforms
and development technologies, mainly natural language
processing tools. In this regard, understanding how a
metamodel works to specify abstract and concrete syntax
and semantics in a metamodel represents complexity as a
research challenge related to understanding the language
engineering process. Suppose the industry overcomes the
definition of metamodels to create tools for conversational
agent development. In that case, the next issue is the
challenge of techniques for analyzing models, checking their
performance, as well as the fundamentals of what a good
model is. Moreover, research needs to identify techniques and
tools for traceability, i.e., to reflect system changes intomodel
changes.

B. KEY LIMITATIONS FROM PRIMARY STUDIES
According to the analysis of the primary studies, certain key
limitations are detailed next. Some proposals are limited to
a particular technology to obtain all the benefits offered,
i.e., CONGA, one of the complete frameworks found in
primary studies, is only available for Dialogflow projects,
and the migration technology is limited and cannot perform
automatic migration. Xatkit platform, the second one most
mentioned in literature for the capability of the component
for the definition of new platforms for conversational agents,
reverse engineering is not supported as well one of the most
platforms for bots nowadays which is WhatsApp. Moreover,
since Xatkit research is constantly active, there is a proposal
for the use of IFML, a standard modeling language from
the OMG (Object Management Group), to represent the
interaction flow in an interface with users or other software
components. In this regard, a limitation is the lack of access
control through roles to regulate the user permissions to
consult certain information during user interaction with the
conversational agent.

As reported in primary studies, a common fact in MDD
implementation in Chatbot proposals is the lack of support
for natural language provider service, limiting the ability of
the conversational agent. Further, some proposals support the
automatic generation of conversational agents using MDD.
However, their application examples are only with a single
language and only applicable to a specific domain, not to
different application areas or platforms. Additionally, the
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FIGURE 1. Classification of proposals.

approaches are tested using the Wizard of Oz to validate the
development of the tool.

A few platforms are implementing API REST, but they are
limited only to the type of Socrata and CKAN for open data,
OData, which is an open protocol to allow the creation and
consumption of APIs REST, and OpenAPI, a specification
language for HTTP APIs that provides a standardized means
to define the API to others consumers.

C. PRIMARY STUDY CONTRIBUTION TYPE
Several technologies that implement MDD techniques were
found in the selected primary studies. Considering the
classification presented in Section III, in Table 4, most
primary studies, 55%, focused on designing a complete
framework that offers the developer all the tools he needs
to implement a conversational agent. The 27% proposes an
architecture for MDD conversational agent development, and
the 14% designed APIs for this goal. Figure 1 shows the
primary studies’ classified percentage. Moreover, to be more
precise in the explanation, in Table 8, each primary study is
organized according to the classification: Library (1), API
(2), Framework (13), and Architecture (6). It is essential
to highlight that although the Architecture and Framework
categories are independent in the classification system used,
most of these environments offer a pattern of concrete design
to develop conversational agents. However, as seen in the
classification, primary studies were also found that developed
their architecture.

D. PUBLICATION VENUES
The publications concerning MDD in conversational agent
development are dissipated in different sources such as jour-
nals, conferences, and workshops. According to this, articles
on this research topic are not concentrated in specific sources,
so it implies that very few specific venues publish this type
of research. The International Conference on Conceptual
Modeling (ER), The International Conference on Software
Engineering (ICSE), and The International Conference on
Web Engineering (ICWE) have published articles since
2019 regarding this topic; the three of them are part of the
CORE Conference Ranking, which provides assessments of
significant conferences in the computing disciplines. The

TABLE 8. Primary studies classification by type of contribution.

rankings are managed by the CORE Executive Committee,
with periodic rounds for evaluation for a request for a petition
to be part of it. Hence, on the report on this SMS, these are one
of the most popular venues for MDD and Chatbot research.
Furthermore, the results of this research highlight that it is not
a proper conference specialized inMDD for the generation of
conversational agents from any field, so publication venues,
even in the form of workshops, do not exist yet. Even
though there are robust software engineering conferences,
conference articles usually have space limitations, which
restrict the area to disseminate the research results to the
community.
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TABLE 9. Source/venue extracted from each primary study.

The few journal articles found in this SMS, only seven,
means that twelve of the twenty primary studies have been
published as part of conference and workshop proceedings
with limited space and time. This fact may lack important and
elaborate insights of interest to researchers and practitioners.
According to the results of this article, six of the twenty
primary studies obtained from research journals are from
IEEE Access and IEEE Software, three on each one. Table 9
details the publication type/source with regard to MDD in
conversational agents development obtained in this SMS,
as well as the main venue.

E. SUGGESTIONS FOR FUTURE RESEARCH
According to this SMS, research efforts on MDD approaches
for developing conversational agents have increased and
maintained in recent years. Research in this area has focused
on reducing the development time by proposing tools that
improve automation using MDD through the construction
of metamodels and DSLs to speed up and facilitate the
creation of chatbots. In addition, to improving the migration
process between technologies and platforms, architectures
have also been proposed that allow using the information
already available for constructing agents with Open APIs.

While it is true that research in this area has improved the
integration of conversational agents in the industry, there are
still challenges and areas of opportunity since each tool has
its advantages but also has limitations. Some suggestions are
detailed next:

• Improve the definition of metamodels, considering
metaclasses for specifying user roles to improve the
bot’s capabilities.

• Another improvement area underlines the lack of use
of natural language providers or DSLs to facilitate the
development of conversational agents for non-expert
users.

• Research articles often cite scalability as an area of
MDD metamodeling that needs to be enhanced prior
to extensive industrial adoption by any means possible.

In this regard, research and tools have focused on the
DSL (metamodel) creation instead of the maintenance
of the DSL and the models created from it; that is,
maintenance has not been considered and represents a
challenge.

• Few articles present tools to create generative conversa-
tional agents. However, these have a broad knowledge
base and are not focused only on a specific domain.

• Another challenge is obtaining the data to train their
natural language processing models. In this regard,
several businesses and companies often must wait to
obtain years of data from interactions with users to have
reliable data through interaction with its users.

• Invitation to the software engineering research com-
munity to establish MDD approaches for developing
conversational agents-specific publication venues to
consolidate this research area, which has been increasing
since 2020. This suggestion could be a starting point
to inform both the state-of-the-art and the state-of-the-
practice quickly.

• Encourage the software engineering research com-
munity to publish more journal articles with rich
insights on MDD-Chatbot development research to
disseminate better the research work, which could bring
the gap between research and practice in the industry
of the proposals created in the academic research
area.

• Methods, methodologies, and tools are fundamental
elements and mandatory in guiding conversational
agents’ development, design, and simulation environ-
ments. Therefore, methodologies and tools to guide the
development of chatbot definition and construction are
exciting research areas that should be deeply studied in
the literature. This is because it has been reported that
the unmethodical application of complicated techniques,
methods, and frameworks will most likely decrease
effectiveness, increase development time, and tend to
make systems error-prone, reducing interoperability and
compatibility.

• There still needs to be a complete methodological
MDD approach for the automatic generation of the
bot for different platforms, from requirements to the
code. Proposals analyzed in this SMS indicate that
current MDD processes live aside from the requirements
engineering phase.

• There still needs to be more design patterns or quality
metrics for chatbots in current MDD proposals, nor do
they offer an adequate method for software testing.

• Another interesting suggestion for the readers is using
autoregressive language models to integrate general
knowledge in the definition of DSLs in a model-driven
context. This can help get information for the user.
Hence, improving the function to answer the user’s
questions out the conversational agent knowledge base.
This technology is gaining significant importance in
natural language processing because of its classification
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capabilities and performance in various tasks. Their
integration in a DSL for a code generation tool has yet
to be fully investigated.

• Since conversational agents must be continually main-
tained and modified to satisfy requirements not antici-
pated during analysis and design, novel methods need
to be proposed to support specific software adaptability,
scalability, and maintainability.

• The evaluation of conversation models needs to be
standardized. A bot needs help understanding the
complexity of human language and conversation, mainly
in a multilingual conversation (i.e., another human
language). This issue is necessary to solve because
standardization of these models will likely be the
breakthrough factor they need to get off the ground and
increase technological tool development.

• Other suggestion for MDD chatbot development
approaches is lacking support for multilingual language
models. Although they have shown good performance
in multilingual and cross-lingual natural language
understanding tasks, none of the proposals from the
primary studies in this SMS have multi-language
support in their definition or DSL.

V. DISCUSSION
Through this systematic mapping, information has been
obtained about the publications that show the use of Model
Driven Engineering techniques to automate the development
process of conversational agents. In this section, the different
perceptions about trends in research and development are
discussed, and the main advantages of the current proposals
and the challenges in future works are faced.

Various technologies, tools, and platforms to develop
chatbots have existed on the market for some time. In [5],
the main development tools are analyzed where a comparison
of the main characteristics of each technology is presented,
and the essential factors to be taken into account to select one
are indicated. These factors are divided into two categories:
technical and administrative. However, it is essential to
mention that this diversity of tools can create difficulties when
choosing the right one, in addition to the problems that can
arise if it wants to include a new post-development feature
that was not initially planned. Hence, it is the possibility
to migrate to another platform. The study concludes that
the existing tools cover various possibilities and scenarios
in implementing conversational agents. Although even using
these tools, there are still challenges in the entire process
of developing conversational agents, i.e., there is still a
space for improvement in the development methodologies
of the platforms since they do not offer design patterns or
quality metrics for chatbots, nor do they offer an adequate
method for software testing. On the other hand, most of
the tools are focused on closed-domain bots because they
use pre-defined training phrases to specify the intents.
An important point to note is using different formats to define
the chatbots by current approaches. Because of this, the W3C

is currently working on standardization for conversational
agent construction.

Nearly all of the primary studies proposed to solve user
queries by detecting predefined intents in user messages.
Also, proposals beyond these intents were identified, finding
valuable information for the user in the companies’ FAQ
pages website, user manuals, OpenAPIs, or documents
already available. These documents can be used to answer the
questions that were not found in the defined intents because
it is not always possible to contemplate all the cases and
questions of the user; this is an advantageous alternative
with which the chatbot can expand its knowledge base. The
following alternative to get the information for the user must
come from a more comprehensive data library, for which a
language model that possesses general knowledge could be
used, such as the Transformers GPT-3, GPT-J, GPT-NEO,
Megatron-Turing, etc. These can be used as a last alternative
to answer the user’s questions, but none of the proposals
found in this SMS consider these tools.

In recent years, there has been a growing interest in
creating tools that improve conversational agent develop-
ment. Some authors have used existing technologies to create
frameworks and architectures capable of developing chatbots
using a comprehensive tool. Part of the research done so far
has sought component reuse and scalability. In addition, it has
been sought that tools can be integrated through the use of
DSLs. Other authors have defined their architectures using
their methodology to provide conversational agents with
NLP. This means there is no standardization in constructing
this type of software. Some proposals even allow the creation
of generative chatbots because they have the potential to have
a broad knowledge base and converse about any topic.

The new proposals that have emerged to develop conversa-
tional agents are not exempt from presenting their challenges
since they all have limitations. Firstly, if the proposed
tool uses an external natural language processing service,
it is necessary to integrate them by defining metamodels
that allow the possibility of defining new technologies.
This is important because we are talking about a changing
environment, and if we rely on a single tool, it could change or
even disappear. In addition, the different tools offer different
features and utilities, so it would be dangerous to rely on
only one. Likewise, compatibility must be a key factor and
allow for migration. Another opportunity that was detected,
and which is little explored in the technological proposals
found in the primary studies analyzed in the SMS, is the
possibility of providing chatbots with the ability to offer
recommendations or suggestions to guide the user in the
thread of the conversation to increase the ease of use of
the agents. On the other hand, little attention is devoted
to the proposals found to the integration with messaging
platforms that are widely used in the chatbots market, such
as WhatsApp, Telegram, etc., that both large companies and
small businesses use to communicate with their customers.
Because of this, it may be of interest to explore automation
in integration and communication with these platforms using
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FIGURE 2. Bibliometric data visualization of the occurrences of the
search terms.

existing tools. Therefore, another of the areas of opportunity
detected focuses on the search for tools that make it possible
to obtain data to train and define chatbots more easily.
There are indeed proposals that present architectures that take
advantage of RESTAPIs to define conversational agents with
a certain degree of automation. However, these possibilities
are not widely exploited in the scientific literature analyzed.

A bibliometric analysis was carried out, considering
the terms detailed in Table 1. These terms were used
in the search strings applied in each data source in
this SMS. The analysis was performed using Vosviewer
(https://www.vosviewer.com), which is a software designed
to analyze scientific productivity during a period. Moreover,
to identify trends in the literature regarding MDD and
conversational agent development, an initial analysis of
co-occurrences of keywords was performed, considering
publications with aminimum of five incidences. This resulted
in four clusters (see Fig. 2) involving thirty-four keywords.
The clusters were (1) approach, (2) model, (3) question,
and (4) platform. Our analysis showed a weak relationship
but is still present with terms such as implementation and
program (in blue), natural language and software (in green),
platform, architecture, and process (in red), and organization
(in yellow).

Finally, most of the research is focused on creating new
proposals, but evaluation and validation research using pre-
vious proposals has begun to emerge. One recommendation
is to promote evaluation and validation research and focus
on improving or extending existing proposals. This would
provide robust tools and more possibilities for developing
standardized conversational agents.

VI. THREATS TO VALIDITY
This section discusses the potential threats to the complete-
ness of the literature search.

A. IDENTIFICATION OF PRIMARY STUDIES
The first threat to the validity of this systematic mapping
study is incompleteness. The risk of this threat highly
depends on the selected search string, the limitation of the

employed search engine, and the quality of the literature
selection. To reduce the risk of an incomplete search string
was constructed iteratively in order to get all the possible
synonyms. The second threat concerns avoiding the limita-
tions of the search engines used. Multiple search engines
were considered, even Google Scholar, which can find too
much gray literature and specific, well-known studies. In this
regard, using it as something other than a standalone tool
just for articles searched for systematic reviews is mandatory.
Instead, the recommendation is to apply such an enhancement
to other traditional search methods as a complement.

B. DATA EXTRACTION
The final threat to validity concerns the literature selection
for data extraction; prior to an article exclusion, authors must
validate that the paper is not relevant for the SMS to steer
clear of the exclusion of relevant papers during literature
classification. Even though the inclusion and exclusion
criteria results have been double-checked and accepted by
other authors, the articles were assessed and classified
according to the author’s expertise and criteria. It is a fact
that other researchers may have evaluated the publications
differently.

VII. CONCLUSION
This research presents the results obtained through a sys-
tematic mapping, thanks to which information was obtained
about the state of the art in the field of automation of the
development process of conversational agents throughModel
Driven Engineering techniques. A total of 429 publications
from different scientific sources such as IEEEXplorer, ACM
Digital Library, Science Direct, Springer Link, Web of
Science, and Google Scholar. Finally, 20 primary studies
were selected and analyzed by passing through the specific
inclusion and exclusion criteria previously defined, which
allowed answering the research questions, all to show the
current state of research on this topic.

The systematic mapping study shows that research on this
topic has increased in recent years, proving that it is currently
a topic of interest for the scientific community. In this
regard, most of the research has focused on developing new
technological proposals to obtain more complete tools that
facilitate and accelerate the development of conversational
agents, thus reducing the cost and time for developers
and companies. Although some articles are based on other
proposals to extend operation, more studies are required to
validate and evaluate the different approaches. Another of the
areas of opportunity detected focuses on the search for tools
that allow data to be obtained to train and define chatbotswith
greater ease. However, some proposals present architectures
that use existing APIs to define conversational agents with
a certain degree of automation; these possibilities are not
widely exploited in the literature.

The application domain, training, and language need to be
the subject of further research. The difference between the
agents that emerged in the 1960s and those that have recently
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gained momentum lies in the choice of specific languages for
a predefined domain that allows the inference of responses
to the user when the agent does not have the exact data.
It also highlights that the use of autoregressive language
models has not been fully investigated. This technology is
gaining significant importance in natural language processing
because its classification capabilities and performance in
various tasks have not been fully investigated.

The SMS provides several recommendations for future
studies, as mentioned in Section IV-E, which will give
researchers some guidelines for future research work.
As future work, we want to evaluate how autoregressive lan-
guage models can be adopted in Model-Driven Development
tools (startingwith aDSL) and investigate new ideas that need
to be developed to satisfy the need for a robust MDD tool
for conversational agent generation. The priority is a MDD
approach for generating standardized conversational agents
for different platforms considering autoregressive language
models for user response prediction.

Finally, concerning the current state of automation of
generating conversational agents from models without the
need to write source code, the lack of robust frameworks that
allow for a model-driven process that guides the developer
from the requirements phase to the implementation of the
generated source code stands out. Thus, interoperability is
still an important issue to solve.
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