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ABSTRACT This paper mainly focuses on the equilibrium problem of predefined-time stability and control
energy consumption in nonlinear neural networks with time-varying delays. A new criterion for one global
composite switching controller to assure predefined-time stability is provided by employing inequality
technologies and Lyapunov stability theorem. Under the constructed controller, it is proved that the system
is predefined-time stable when the initial conditions are inside and outside the unit sphere. Then, the energy
consumption required for the system to reach the control target is estimated, which is related to the preset
control time. Moreover, the equilibrium problem of the control energy consumption and the settling time is
investigated by constructing an evaluation index function, and the optimal preset control time is obtained.
The results show that a suitable preset control time can better balance the energy consumed by the controller,
which has practical implications. Finally, a simulation example has clearly verified the theoretical results.

INDEX TERMS Equilibrium analysis, delayed neural networks, predefined-time stability, energy
consumption.

I. INTRODUCTION applications, it is envisaged to hasten the stabilization of the

In past 20 years, neural networks dynamics has caused
extensive concern due to its broad application in the area
of nonlinear dynamic systems, including machine learning,
biological, engineering, and thus generates a group of typi-
cal theoretical results and applications [1], [2], [3], [4], [5],
[61, [7], [8], [9], [10], [11], [12]. As an important research
topic, several stability concepts of neural networks have been
proposed, for example exponential stability and asymptotic
stability. It should be noted that the control time of asymp-
totic stability or exponential stability is infinite. In actual
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system. In consideration of this, various conclusions about
finite-time stability(FTS) have been presented [13], [14],
[15], [16], [17]. FTS demonstrates faster convergence and
improved disturbance rejection properties [18]. The main
issue of FTS is that the settling time function depends on
the initial conditions and it is often an unbounded function.
In order to solve this problem, an improved form of stability
called the fixed-time stability(FxTS) is proposed [19], [34],
[38], [39], in which the settling time function is indepen-
dent of the system’s initial conditions. FXTS improves the
classical finite-time stability in a sense, but it is generally
difficult to estimate the settling time function, because the
relationship between the tuning parameters and convergence
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time is not specific. Many estimations of the upper bound
of the fixed stability time are often much larger than the
actual true convergence time. For some problems, it will be
very convenient if the upper bound of settling time function
can be determined in advance, such as state estimation and
dynamic optimization [21]. To accomplish this, a new class of
finite-time stability notion known as predefined-time stability
has been developed. References [20] and [40], in which the
settling time is a predefined constant and explicitly set as a
function of system’s parameters.

When control a differential system, an important and
unavoidable issue is the control cost. In order to achieve
the control goal, the controller needs to consume a certain
amount of energy [22]. For example, in order to control
an electronic or mechanical network, some energy must be
consumed to drive some components. If the system’s sta-
bilization time is finite but the control energy consumption
is infinite, application in practice is not possible. Therefore,
it is necessary to evaluate the energy consumption in the
process of system control. In general, shorter control time
means more energy consumed by the system. Therefore, how
to coordinate the control time and control energy consump-
tion is a very meaningful topic. In [22], the expression of
control energy consumption was given. In two time scales,
the different scaling behaviors of control time of general
neural networks were analyzed. On this basis, a closed-loop
control framework for complex networks to ensure FTS of
the system was developed, and a trade-off between time and
energy was investigated [23]. Inspired by this, the method
was extended to neural networks [24]. A composite switching
controller was developed to ensure the FxTS of a class of
nonlinear neural networks without delays, and the effect of
modifying parameters on the stability time and energy was
thoroughly investigated. The specific control parameter to
guarantee trade-off between them was given [25].

It should be noted that the above conclusions on control
energy consumption is for the system without time delays.
Time delays are often one of those factors that must be con-
sidered in neural networks. For example, there are time delays
in information transmission and signal conversion. It is there-
fore a challenge to establish the criteria for FXTS of delayed
systems, which motivates our present work. Analysing the
balance between stabilization time and energy cost of delayed
system naturally becomes a topic of research. To handle the
effect of time delays, two compound switching controllers
u(t) = —kx(t) — psign(x(z)) and u(t) = —ksign(x(#))* —
psign(x(¢)) have been developed to ensure FTS of nonlin-
ear delayed system, and the switching controller’s control
energy consumption was estimated [35]. For general non-
linear differential systems, the control energy consumption
of proposed controller in FTS is estimated with and without
delays [26].

The settling time’s upper bound in predefined-time sta-
bility can be chosen arbitrarily in advance, but the energy
consumption is associated with the initial states and is
dependent on the parameters of the system, the control
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parameters and the settling time. This is different from
the cases of FTS and FxTS. Up to now, the research on
the equilibrium between predefined-time control and con-
trol energy consumption of delayed system has not been
discovered. Overall, the fundamental goal for this research
is to analyze the relationship of predefined-time control and
control energy consumption of delayed system. To facil-
itate readers, the main contributions and innovations are
summarized as follows:

1. To handle the effect of time delays, a novel composite
switching controller is constructed to assure predefined-time
stability of delayed neural networks. In practical applications,
such a controller design would have more selectivity and
flexibility. A sufficient condition has been introduced based
on the constructed Lyapunov function.

2. The specific formula of control energy consumption is
present. By analyzing the equilibrium problem of the settling
time function and control energy consumption, the optimal
settling time function is given, which will facilitate the appli-
cation of the conclusion in practice. The remainder of this
paper is organized as follows. Section II will present some
assumptions, definitions, and lemmas. Section III describes
the main outcomes of our research. A numerical example is
provided in the fourth part to validate our theoretical results.
Finally, the thesis is outlined in Section V.

Notations: Throughout this article, let n > 0 denote an
integer, sig(-)* = |-|%sign(-) with signum function sign(-).
C([a, b], R) symbolizes the continuous function family from
interval [a, b] to real number set R, R™ = {x|x > 0}. The
notation x” denotes the transpose of x. The L, norm of x is
denoted by |lx|| = vxTx,and [x(t)| =[x (D], - -, [xa (D]
For f(1) = [Ai®),--- . L®OI, fit) € C(a,bl,R),
If Ol = SuPte[a,b]VfT(t)f(t)~

Il. PROBLEM FORMULATION
Consider a class of nonlinear delayed neural networks
described by:

xi(1) = —dixi(t) + ) ayfi(x;(t)

J=1

+ D bigilxi(t — ) + wit), (1)

J=1

where x(t) = [x1(?), --- , x,(t)]7 € R" is the system state,
D = diag(dy, -+ ,dy) € R¥",d; > Oand A = (a;) €
R™" are connection strength matrices. B = (b;) € R™"
symbolizes constant connection weight matrices at t — ().
7(¢) symbolizes the time-varying delay, meeting 0 < 7(f) <
7, where the constant T is known. fj(x;(?)), gj(xj(t — ©(¢)))
represent the activation functions at ¢ and ¢t — 7(¢). u;(¢) is
the controller we will design later. The initial values related
to DNNs (1) are given by x;(0) = ¢;i(s), where ¢;(s) €
C([—7,01, R), (s) = [@1(s), - -, @als)I".

To get the main results, we present some basic lemmas and
assumptions.
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Assumption 1: For f; and g;, there are two constants
Lj > 0, M; > 0 such that [;(y)] < Lj|(0], gD < Lily)l,
Ol < M;, |gi()l < M;VYy € R. Additionally, f;(0) =
gi(0)=0.

Definition 1 [20]: Given a constant T, > 0 in advance,
system (1) is said to be predefined-time stable if it is FxTS and
the settling time function T¢(¢) is such that To(p) < T¢,Yo €
2, of which the open set 2 € C([—7, 0], R") contains O.
In this case, T is called a predefined time.

Lemma 1 [27]: Assume{y, &, -+, ¢, >0and0<py <1,
p2 > 1, then

D =Qw, D =MW
i=1 i=1 i=1 i=1

Lemma 2 [28]: Assume that there exist two numbers
ki, ky € R, such that VO < a; < a2, ki |l.llg, < .l <
ko || Il g, » where || ||4, is the Ly, norm for R", and lI.1l4, denotes

1 1

the Ly, norm for R". In particular, k; = 1 and kp = n  @.

In previous literatures [30], [31], the switching controller
design has been well used. In addition, one of our goals in
this paper is to design a delay-independent controller. The
usual approach is to restrict the activation function [32], [33].
Inspired by this, a global composite switching controller is
constructed as follows:

wity = | 4O Ol = 1,
i uEZ)(Z), Ix(0)]l. < 1.

B—1
where uf/(t) = —kxi(r) — F{sigli(n)P — hisiglu(r)),
u?0) = —kxt) — Gy sigli(t)® — hisig(xi()), p
LO < a < Lu) = [w@), -, u1", uV(t) =
(1@, - u O, u® ) = W @), - w1 H =
(A1, -+, hy),and k > 0, h; > 0, T, is a predefined positive
constant.

Obviously the controller u;(¢) is discontinuous, leading
to the discontinuity on the right hand side of system (1).
Therefore, we consider the solutions of system in Filippov
sence [36], [37].

Remark 1: Compared with the method in existing stud-
ies [34], It is more convenient to estimate settling time and
energy consumption using the global composite switching
controller above. we only choose the term of « < 1 inside the
unit ball © = {||x|| < 1} and only choose the term of 8 > 1
outside the unit ball. Different controllers are selected inside
and outside the unit ball © = {||x|| < 1}, and the control
time can be estimated separately. It should be noted that we
can also choose other controllers in complementary regions
above to achieve the same control target, which means the
design of the controller has more selectivity and flexibility.

\

lll. MAIN RESULTS

In this section, we will prove that DNNs (1) is
predefined-time stable and give the specific formula of con-
trol energy consumption of the designed controller.
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A. PREDEFINED-TIME STABILIZATION OF SYSTEM
In this part, we give the sufficient condition of predefined-time
stabilization of DNNs (1) under global control protocol u(¢).
Theorem 1: Assume the assumption 1 is satisfied, the con-
trol strength k£ and matrices A, B, D satisfy the inequality k >
LAy — Ap and h; > ||B||M;, the DNNs (1) is predefined-time
stable under u(t), where L = max{L;|j = 1, - n}, Ap,\4
denote the smallest and largest eigenvalue of matrices D, A
separately, and ||B|| = +/r(BT B), r(B” B) = max{|\(BT B)|}.
T, is the predefined control time.

Proof: We formulate the Lyapunov function V(x(¢)) =
xT()x(t). Combining definition of the switching controller,
we consider the initial conditions in two cases: ||x(0)|[. > 1
and ||[x(0), < 1.

Case A: When ||x(0)]|c > 1.
Step 1: we first calculate the settling time before trajec-
tories enter the unit ball. Before the trajectories enter the

interior of the unit ball O, the controller u\"(r) = —kx;(r) —
p-1
%sig(xi(t))ﬁ — hisig(x;(t)) works. The differentiation of

V(x(¢)) along the solution of the DNN (1) leads to

dV(x(t)  ~ ,
— = 5w

i=1
= —2xT()Dx(1) + 2xT ()Af (x(1))
+ 2T ()Bg(x(t — (1)) — 2|x(1)|TH
p-1
- G s
— 2kxT (H)x(2). ()
In accordance with the lemma 1, we have

X7 ()sigQr(t)P > w2V (x(0)).

Since k > LAy — Ap, ||Bl|M; — h; < 0, (2) can be further
reduced to

WD) < 2tk 43~ LAV )
S TN
B - DI,
<y, 3)
B— DI,

Obviously, from (3), we can get a constant #* such that
lx(#*)|| = 1. Simplifying (3) and integrating it from O to ¢,

one can have
tqv ! 4
Ay G——,
0 Vo o B—-DI:

Solving this inequality, we can obtain ¢ < %VI_Tﬁ(x(t)).
Further, since V 5t (x(1)) < 1, we can get the upper bound of
t*, that is t* < TTC Next, using the method of contradiction,
we will prove |lx(®)|| < 1Vt € (t*, +00). Suppose the
trajectories of the system cross the unit sphere again, which
means there is at least a constant satisfying ||x(¢)|| = 1 on the
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interval (z*, +00). We record the smallest moment when the
trajectories cross the sphere again as

= inf{r € [, 1) Ix()]| = 1},

where t* < t < f < t; < 4oo and |x(?)| < 1. All
the constants in inequality can be obtained because x(¢) is
continuous. For ¢ € [, ¢), differentiating V (x(¢)) along (1)
yields
dav (x(t
$ = —2x" (ODx(t) + 2" (DAf (x(1))
+ 2T (1)Bg(x(t — ©(1))) — 21x(0)|TH

xT()sigx (1)) — 2kxT (1)x(1)

(-l
< =2k + Ap — LAV (x(1))
- mVT(x(f))7 “4)

where
T . o atl
X' (p)sigx()” =V 2 (x(1)),
Apparently, V(x(t)) is a monotonically decreasing when 7 <
t < t'.Then, 1 = V(x(¢)) < V(x(f)) < 1 can be gotten.
Clearly, this is untenable. Therefore, ||x(¢)| < 1,Vt € (¢t*, t1),
and we can extend the open interval (¢, ¢1) to (t*, +00).
Step 2: Estimate control tlme when trajectories enter
sphere. Clearly, V(x(z)) < VT (x(t)) holds when ¢ €
(t*, +00). From (4), we have
dV (x(1)) - 4
a ~ (1-oT.
Based on lemma 3 [29], [35], we have J(x(¢)) > V(x(t))
when t € (t*, +00), where ‘U(x(t)) = _(l—i)T[.J(x(t))%’
J(x(t*) = V(x(*)). Integratlng 1t, one has llOlJlfTa(x(z‘)) =
—ﬁt + co, t > t*, where ¢g = ﬁt* + % Thus,
we can get V(x(2)) < J(x()) = [(1 —a)(—ﬁt—i— %")]ﬁ.
Taking J(x(#)) = 0, we have

VEE (x(1)). ©)

T,
Ty <t*+ ?'“" <T..
Case B: When ||x(0)]|. < 1.
In this case, u§2)(t) = —kx;(t) — = a)T sig(x; (1))
hisig(x;(t)) works. Similar to the proof in step 2 above,we
have

T,
Ty < > <T..

To sum up, for the two cases above, the stabilization time
is less than the predefined constant 7. According to defini-
tion 1, the DNNSs (1) is predefined-time stable.

This is all proof.

Remark 2: From the proof process, it can be found that
once trajectories of the system enter the unit ball, they will
remain in the ball, and the controller will not switch repeat-
edly. The system considered is predefined-time stable inside
and outside the unit ball under the controller u(z). Further-
more, if ||x(0)||. < 1, the control time is only half the preset
time 7,. We will still use % when calculating the energy.
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B. ESTIMATION OF ENERGY
Based on the result in [22], the control energy consumption
was defined as E, = fOTf llu(2)||? dt. For convenience, we will
also denote E. as the upper energy bound. Then, the control
energy cost is given as follows.

Theorem 2: For DNNs (1), the upper bound of the energy
cost E. can be estimated as

281 28 11—«
les)lle 6n
3K2T, 2
3k2(1 — )T, 6n'—¢
23 — ) (1-— a2)TC
Bc = +3|H|? T, x| > 1,
3k2(1 — ) Te llp)I27% 60!~ lp(s)l| 1T
23 —a) Te(1 —a?)
3
+5 IH > T, IxO) < 1.

(6)

where these parameters k,o, 8 are the same as in
theorem 1. T, is the predefined stabilization time. ||H|| =
max{hy, ..., h,}.
Proof: Corresponding to theorem 1, we still prove theo-

rem 2 in two scenarios.

Case A: When ||x(0)]|. > 1

In view of the definition of the switch controller u(z), ' (¢)
works when ¢ < #*, while it is u® (f) when € (t*, Ty). The
control energy consumption E. can be calculated as follows

7
e = / llu()|1* dt
O*
_ /O t [uV)| " ar + /;f [@w| ar. @

when ¢ < t*, we have

o]
b
< (||kx<t)||+ = szg(x(t))ﬁ
2
+ || Hsigx@))]| )
12nP-1
<32 (01> + F P (135 + 3 1H]>.

In addition, from the inequality in lemma 2, it can be deduced
2 2 1 1
that [lx(0)35 < Ix@11} < n? |x@)1% = n2V@)P.
So we can get

l*
\/O

2
dt

28-1

< 3k? / : V(x(1))dt + _lon 2 / : V(x(1)Pdr
- 0 B—12T? Jo

t*
+ 3/ \H ||* dt
0
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*

C

o [T 18 12
<3k [V72 (x(0) + Tt] =8 dt
O -

1207
(B — 1212
+3H|* t*

2-1 2
12077 Jlp(s)|1 2P

) 1 28
/ [V72 (x(0) + —1]T=F
0 Tc

< 3T, ()12 +

3
+ ZHIP Te.
(8)

B*=DB-DT. 2

Similar to the above method, we can get

2
20

< (IIkX(t)II +‘

< 3% |x(n)l1* +

2
‘ A=, sig(x(1))*

(1 — a)?T?

2
+ [|Hsig(x (@) || )

Ix(@)13% + 3 | H|1?.

In addition, based on the inequality in lemma 2, it can be

deduced that [|lx(1)3% < & |lx(1)]|**

= &V (x(1)), where

1
£ = (§)* = [n2«72]%* = n!~®. Thus, when ¢ € [t*, Ty),
the control energy consumption is estimated as.

2
e H dt

Ty
/t*

Ty 12 Ty
< 3k? 012 dr —/ 013% dr
<3 [ IO d+ el RO

*

Iy
+3/ IH|? di
t

*

< 3k2 / " V(x(t))dt +
t

. (1—

+3HI (T — %)

¥

12!~ T
L / VOx(t)dr

a)*T?

1

3k? " 1 2 %d

< —a)(———rt t

< /, [( )~ +co>]

120!~ Iy 1 2 l%d
_ I — 1

+ d_arr? T2 /t* [( a)( T + co)}
+3HIP (T — 1)

5 321 —a)T,  6n'™®  3|H|? T ©

23 —a) (1 — )T, 2

where ¢y = #_a)t* + ﬁ Based on (8) and (9), the upper
bound of energy can be obtained

28-1 2
n" T e@F

Ee = 3k°Te lp()11? +

+3IH| T, +

(B* = D(B = DT,
3k2(1 — )T,

6n1—a

2(3

- (1 — a7,

(10)

Case B: When ||x(0)]|. < 1. In accordance with theorem 1,
the control time Ty satisfies Ty < % Thus, we have

U H 2

Tc
/2
0
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Te T

2 12 2
<3k2/ || dt —/ )|12% dt
< ; x|~ dr + A= a2 J, x5

Tc

2z 2
+ 3/ |H||“ dt
0

Ie Ie

2 2 I~ o
<3k /0 V(x(t))dt+—(l_a)2T62 /0 Ve (x(t))dt
3 2
+§|IHII T,
< 3k? i 1 2 éd
<3 [ oo g o]

Tc 20

Lt /7 (I —a) 2t te)| " ar
(1— )72 J T a et T

3

+5||H||2TC

_ 324 =T e 127 6n' = llp(s)

- 23 — ) T.(1 —a?)
3
+ S IHIPT,
l—a
where ¢y = © 12_ ;‘(O). Finally, we can obtain the upper bound
H. as

_3KA(1 — )T, flp(s)[1 3
T 23 — @)

6n' = [lp(s)|| 1
T.(1 —a?)

32
+ 5 IH| Ie. Y

o]

Therefore, the upper bound E. is summarized as

6nl—a
(I —a)T,

12077 ()2
(BZ— (B — DI,

3K2T, lo()II? +

3k2(1 — )T, )
—— + 3 ||H|" T, 0 > 1,
. 6ot IH? T, |xO)]. >
3k2(1 — o) Te llp)I27* 60!~ lp(s)l| 1T
23 — ) T.(1 — a?)
3
+5 IH|* T, x|l < 1.

12)

Remark 3: Compared with corresponding conclusions
in [24], [35], the predefined control time can be arbitrarily
chosen in advance, which is different from the finite/fixed-
time stability, the energy cost is related to the initial condi-
tions of system, and is associated with control parameters and
control time. This means that we can attempt to find the best
preset time with minimum control energy consumption.

C. EQUILIBRIUM ANALYSIS

According to the results of the first two sections, it can
be found that although the control time is set in advance,
the control energy consumption is not only relevant to the
control parameters, such as exponents «, 8 and the control
intensity k, but also relevant to the control time. This means
that different control parameters or control time will affect the
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control energy consumption. In general, we expect the system
to achieve stability as soon as possible, while the controller
consumes as little energy as possible. How to balance con-
trol time and control energy consumption will be discussed
below. Next, supposing the parameters «, 8, and the initial
condition ¢(s) are set, How does changing parameter k and
preset control time 7. affect control energy consumption
is studied, and the optimal k& and 7, that minimize control
energy consumption are found. Specifically, we discuss two
problems. First, when the control time T, is fixed, we try
to find suitable control strength k£ to minimize the control
energy consumption E.. Second, when the control time T, is
adjustable within one range, we try to discuss the equilibrium
between the stabilization time and energy.

First, when the control time 7, is fixed, we try to
find suitable control parameters to minimize the control
energy consumption E.. According to the formula of E. in
section III-B, with respect to the parameter k, the control
energy consumption E. increases monotonically. According
to theorem 1, we can let k = LAy — Ap, and the minimum
energy E. can be gotten.

Next we will have a look at the equilibrium between control
time and control energy consumption. When the control time
T. is adjustable within one range, the control energy con-
sumption is a binary function of k and 7. It is expected that
the stabilization time and energy are both as small as possible.
Therefore, we study this bi-objective optimization problem:
min 7y, min E.. Apparently, the control energy consumption
E. is a monotonically increasing function of the parameter k,
the control time 7, is independent of the parameter k. Thus,
with respect to the parameter k, the following evaluation
index function is also monotonically increasing. We only
need to discuss the influence of changing the predefined
constant T,.. We discuss the evaluation index function

Yy n(Te) = iT[T7] + ya'[Ec],

where y1, y» are the adjustable weights, and y; + y» = 1.
I'[.] is a normalization function. For the sake of discussion,
we select linear normalization

Ty, Te) = 1Ty + 2 Ee, (13)

and we still use y1, y» to represent the weights of the objective
function. It is necessary to add that the specific method of
linear normalization is not unique in practical applications.
Depending on the situation, some non-linear normalisation
functions can be selected.

Next, we have a separate discussion of the minimum value
of (14) in two different cases.

Case A: When || x(0)||. < 1.

Ty, (Te)
=T+ &

3k2(1 — o) llp@s)I2 7% T
= T ¢
Y1 c+V2( 263 —a)
6n' o) It 3IH|? T, a4
(1 —a®T, 2 ’
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Differentiating Y, ,,(T;) with respect to T, we have

Ay p(Te) 3k2 (1 — o) lp@II2™ 3y IHII?

dT, 4 26 —a) 2

6y2n' [lp(s)]| T
(1 —a?®)T?
Taking “y‘d’—;ﬁ(m = 0 and noting that 7, > 0, we have
12y2(3 — a)n!~ o .
- / O [ P
(1 —a?)s

where § = (6—2a)y1 +32k>(1—a) o) 27 + 32 | H |12,
then
dT)’l,Vz(TC) <

dr,
dYy, 5, (Te)

0, T.ec(0,T),

0, T.=Ti, 15
ch c 1 ( )
Ay, .y, (Te) -

0, T.e(Ty, )
ch c (1+OO)

Obviously, when 7T, = Tl, objective function Y, ,,(T¢)
reaches the minimum, 77 is optimal choice to reach equilib-
rium between the stabilization time and energy.

Case B: When [ x(0)||. > 1.

Yy.n(Te) =0Ty + 2 B¢

3k%(1 — )
=nTe+ 7 (<3k2 lo)I2 + =
26-1 28
12077 |lp(s)l
+3HIHT, +( -

B2-DB -1
6nl—® 1 )
+

l—az)i

A 1
:01Tc+92i’

21—
where 61 = y1 + Gk o2 + 20 4 31H|?),

2p—1

1202 Jlo@lf | 6nl—®
F-1) T 1)

Ay, (Te )
yld%% (—) = 0 and noting that 7, > 0, we have

lo, ,
T.= |2 2T >0.
01

dT)’l s}’z(TC)

0 = ya(

Taking

then

0, T.e(0,T»),

dT, < c € ( 2)

dT)’l,Vz(TC) _
dT.

ATy (T _
dT.

0, T.=T1, (16)

0, T.e (T, 400).

Obviously, when T, = 7v“2, Yy, (Tc) achieves the min-
imum value, T, = T, is the optimal choice to reach
equilibrium between the stabilization time and energy.
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Theorem 3: To summarise, for the linear evaluated
indexed function (13), the predefined settling time 7 ensur-
ing the equilibrium between the stabilization time and energy
satisfies

Te=T. IxOl <1, )
Te=Ty IOl > 1,

5 12y,(3—a)n! eI+ 5 0
Where Tl = \/ (1—0[2)5 € ) T2 = é’

§=(6-209 +39k>(1 = ) lp@) I + 32 I1H]1%,
01 =y + G2 llp)I2 + 2922 + 3(1H %),

o — (12n$||</)(5)”§ﬁ 4ol
2=V Ene-n T T e

Remark 4: In predefined-time stability, although the con-
trol time can be arbitrarily preset as a constant, a smaller
control time often means more energy consumption in con-
trol process. As analysed above, we can find an optimal
preset time by studying the equilibrium between the sta-
bilization time and energy cost, which is meaningful in
practical applications. In addition, since the control time in
the predefined-time stability is a preset constant and has
no direct relationship with the control parameters, it is not
possible to discuss the equilibrium of these two indicators
about the control parameters, which is different from the
finite/fixed-time stability.

IV. SIMULATION EXAMPLES

In this section, we will have a simulation example as an
illustration of our theoretical results.

Consider this delayed system with two nodes:

x(t) = —Dx(t) + Af (x(2)) + Bg(x(r — ©(1))) + u(?), (18)

where x(t) = [x1(1), o)1, u(t) = [mjt),uz(t)]T D =
20 21 —0.2 —0.8

ERERAE

02}’ 2 -0.5 0.1 =0.05]|

—f]]
03 —
) (\

>, (1) And x, (1)

0 % 1 i
I

FIGURE 1. Trajectories of the DNNs (18) with [¢;(s) , ¢, (s)] = [-0.6, 0.7],
Vs € [-1,0).

According to the above values, we have A\p = 2.
We choose gj(x) = fi(x) = PRI 5 — 1 2 which satisfy
lemma 1. f(x(1)) = [fi(x1 (1)), 22D, gt — (1) =
[g1(x1(t —T(1))), g2(x2(t —(@))]”, T(t) = 155 then we can
take L = diag[1,1],0 < 7(r) < 1, M = [1, 1]7. By simple
computation, one obtains ||B|M = [0.84,0.84]7 h; = 0.84.
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FIGURE 2. Phase portrait of the DNNs (18) with
[01(5) , 92(s)] = [-0.6,0.7], Vs € [-1, 0).
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I |
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t

FIGURE 3. The energy consumption curve of the DNNs (18) with
[01(5) . 92(5)] = [-0.6,0.7], ¥s & [1,0).
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[T T
60 —— 1y =13, 9,=213
— 4, =23,7,=13
50
o 40
= a0
20
10 Te=1 499/
o To=1.0052
0 1 2 3 4 5

T

c

FIGURE 4. The curve between the function T, ,,, and control time T.

Select k = 3, « = 0.5, 8 = 2 in controller u(t). Next,
consider two initial conditions.

Case A: Let the initial condition be ¢i(s) = —0.6,
¢ (s) = 0.7, Vs € [—1, 0). For a preset control time 7, = 1,
we can obtain E, = 13.3 from theorem 2. Trajectories of
DNN (18) are shown in Figure 1, where it is clear that state is
converging to zero within 1. This shows that our conclusion
is accurate. The phase portrait of the DNNs (18) is shown in
Figure 2. The simulation results of corresponding energy con-
sumption by controller is shown in Figure 3. When the control
time is 1, the required energy costis 9.16 < E, = 13.3 from
Figure 3, which is a test of the validity of Theorem 2.

Based on the formula (14), Figure 4 shows the curve
between the function Y, ,, and control time 7, with different
weights, where 7T, € [0.1,5]. From (15) we calculate the
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FIGURE 5. Trajectories of the DNNs (18) with [¢;(s) , v5(s)] = [-1, 2],
Vs € [-1,0).

-1 -0.8 -0.6 04 0.2 o 02 0.4 0.6 0.8
*, (0

FIGURE 6. Phase portrait of the DNNs (18) with [¢(s) , 02(s)] = [-1, 2],

Vs e [-1,0).
140 ﬁ
120

80

T,=115,=160.35

Energy
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20

o 0.5 1 1.5
t

FIGURE 7. The energy consumption curve of the DNNs (18) with
[01(5) , 02(8)]1 = [-1,2], Vs € [-1, 0).

values of T, = Tl as

12633, y1=1/2, y» =1/2,
i =1 14991, y =1/3, y» =2/3,
1.0052, y; =2/3, y» =1/3.

They are consistent with the corresponding values of 7, when
Yy, .y, takes the minimum value in Figure 4.

Case B: In this case, let the initial condition be ¢1(s) =
—1, ¢(s) = 2, Vs € [—1,0). According to theorems 2, for
a preset control time 7. = 1, we can have E, = 433.97.
Trajectories of DNN (18) are shown in Figure 5, where it is
clear that state is converging to zero within 1. This shows
that our conclusion is accurate. The phase diagram of the
DNNs (18) is shown in Figure 6. The simulation results of
corresponding energy consumption by controller is shown in
Figure 7. When the control time is 1, the required energy

VOLUME 11, 2023

2500

T
vy =14 =30
vy =3, =14

2000

1500
e

1000

< Tc=1
0 Tc=1.4352
0 2

4 6 8
T
c

FIGURE 8. The curve between the function ), ,, and control time 7c.

consumption is 160.35 < B, = 433.97 from Figure 7, which
is a test of the validity of Theorem 2.

Based on the formula (13), Figure 8 shows the curve
between the function Y, ,, and control time 7, with different
weights, where 7T, € [0.1, 8]. From (17) we calculate the
values of 7, = Tz as

1.4453, y1=1/2, yp =1/2,
Tr= {14487, y, =1/4, y» = 3/4,
14352, y1 =3/4, y» = 1/4.

They are consistent with the corresponding values of 7, when
Ty, ,y, takes the minimum value in Figure 8.

V. CONCLUSION

This paper mainly focuses on the equilibrium problem
of predefined-time stability and control energy consumption
in nonlinear neural networks with delays. A new criterion
for one global composite switching controller to assure
predefined-time stability is provided by employing inequality
technologies and Lyapunov stability theorem. Under the con-
structed controller, it is proved that the system is predefined
time-stable when the initial conditions are inside and outside
the unit sphere. Then, the energy consumption required for
the system to reach the control target is estimated, which is
related to the preset control time. Moreover, the equilibrium
problem of the control energy consumption and the settling
time is investigated by constructing an evaluation index func-
tion, and the optimal preset control time is obtained. The
results show that a suitable preset control time can better
balance the energy consumed by the system, which has prac-
tical implications. Finally, a simulation example has clearly
verified the theoretical results.

REFERENCES

[1] H. Chen, P. Shi, and C. Lim, “Exponential synchronization for Markovian
stochastic coupled neural networks of neutral-type via adaptive feed-
back control,” IEEE Trans. Neural Netw. Learn. Syst., vol. 28, no. 7,
pp. 1618-1632, Jul. 2017.

[2] Q. Zhu, T. Saravanakumar, S. Gomathi, and S. M. Anthoni, ‘Finite-time
extended dissipative based optimal guaranteed cost resilient control for
switched neutral systems with stochastic actuator failures,” IEEE Access,
vol. 7, pp. 90289-90303, 2019.

[3] H. Li and Q. Zhu, “Stability analysis of stochastic nonlinear systems
with delayed impulses and Markovian switching,” IEEE Access, vol. 7,
pp. 21385-21391, 2019.

70059



IEEE Access

Y. Wang, L. Wang: General Equilibrium Analysis of Predefined-Time Control and Energy Consumption

[4]

[5]

[6]

[71

[8]

[91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

M. Guo, S. Zhu, and X. Liu, “Observer-based state estimation for memris-
tive neural networks with time-varying delay, Knowl.-Based Syst., vol. 246,
Jun. 2022, Art. no. 108707.

L. Van Hien and H. Trinh, “Exponential stability of two-dimensional
homogeneous monotone systems with bounded directional delays,” IEEE
Trans. Autom. Control, vol. 63, no. 8, pp. 2694-2700, Aug. 2018.

S. Zhu, D. Liu, C. Yang, and J. Fu, “Synchronization of memristive
complex-valued neural networks with time delays via pinning control
method,” IEEE Trans. Cybern., vol. 50, no. 8, pp. 3806-3815, Aug. 2020.
C. Chen, S. Zhu, Y. Wei, and C. Chen, “Finite-time stability of delayed
memristor-based fractional-order neural networks,” IEEE Trans. Cybern.,
vol. 50, no. 4, pp. 1607-1616, Apr. 2020.

Z. Yan, M. Zhang, Y. Song, and S. Zhong, “Finite-time Hy, control for
It6-type nonlinear time-delay stochastic systems,” IEEE Access, vol. 8,
pp. 83622-83632, 2020.

E. Moulay and W. Perruqueti, “Finite-time stability and stabilization: State
of the art,” Adv. Variable Struct. Sliding Mode Control, vol. 334, no. 1,
pp. 2341, 2006.

J. Lu, J. Xuan, G. Zhang, and X. Luo, “Structural property-aware mul-
tilayer network embedding for latent factor analysis,” Pattern Recognit.,
vol. 76, pp. 228-241, Apr. 2018.

A. Polyakov, “Lyapunov function design for finite-time convergence anal-
ysis: ‘“Twisting’ controller for second-order sliding mode realization,”
Automatica, vol. 45, no. 2, pp. 444-448, 2009.

F. Amato, M. Ariola, and C. Cosentino, ‘“Finite-time stability of lin-
ear time-varying systems: Analysis and controller design,” IEEE Trans.
Autom. Control, vol. 55, no. 4, pp. 1003-1008, Apr. 2010.

T. Haimo, ““Finite time controllers,” SIAM J. Control Optim., vol. 24, no. 4,
pp. 760770, 1986.

S. P. Bhat and D. S. Bernstein, ‘“Finite-time stability of continu-
ous autonomous systems,” SIAM J. Control Optim., vol. 38, no. 3,
pp. 751-766, Jan. 2000.

A. Polyakov, D. Efimov, and W. Perruquetti, “Finite-time and fixed-time
stabilization: Implicit Lyapunov function approach,” Automatica, vol. 51,
pp- 332-340, Jan. 2015.

J. Ping, S. Zhu, and X. Liu, “Finite/fixed-time synchronization of mem-
ristive neural networks via event-triggered control,” Knowl.-Based Syst.,
vol. 258, Dec. 2022, Art. no. 110013.

J. Yang, G. Chen, and S. Wen, “Finite-time dissipative control for bidirec-
tional associative memory neural networks with state-dependent switching
and time-varying delays,” Knowl.-Based Syst., vol. 252, Sep. 2022,
Art. no. 109338.

Y. Hong, ““Finite-time stabilization and stabilizability of a class of control-
lable systems,” Syst. Control Lett., vol. 46, no. 4, pp. 231-236, Jul. 2002.
A. Polyakov, “Fixed-time stabilization of linear systems via sliding mode
control,” in Proc. 12th Int. Workshop Variable Struct. Syst., Mumbai, MH,
India, Jan. 2012, pp. 1-6.

J. D. Sanchez-Torres, E. N. Sanchez, and A. G. Loukianov, “A discontinu-
ous recurrent neural network with predefined time convergence for solution
of linear programming,” in Proc. IEEE Symp. Swarm Intell., Orlando, FL,
USA, Dec. 2014, pp. 1-5.

A. J. Muiioz-Vézquez, J. D. Sanchez-Torres, E. Jiménez-Rodriguez, and
A. G. Loukianov, ‘‘Predefined-time robust stabilization of robotic manip-
ulators,” IEEE/ASME Trans. Mechatronics, vol. 24, no. 3, pp. 1033-1040,
Jun. 2019.

G. Yan, J. Ren, Y.-C. Lai, C.-H. Lai, and B. Li, “Controlling complex
networks: How much energy is needed?”” Phys. Rev. Lett., vol. 108, no. 21,
May 2012, Art. no. 218703.

Y.-Z. Sun, S.-Y. Leng, Y.-C. Lai, C. Grebogi, and W. Lin, “Closed-loop
control of complex networks: A trade-off between time and energy,” Phys.
Rev. Lett., vol. 119, no. 19, Nov. 2017, Art. no. 198301.

C. Chen, S. Zhu, and Y. Wei, “Closed-loop control of nonlinear neural
networks: The estimate of control time and energy cost,” Neural Netw.,
vol. 117, pp. 145-151, Sep. 2019.

Y. Wang, S. Zhu, H. Shao, L. Wang, and S. Wen, “Trade off analysis
between fixed-time stabilization and energy consumption of nonlinear
neural networks,” Neural Netw., vol. 148, pp. 66-73, Apr. 2022.

S. Zhu, C. Chen, C. Yang, J. Fu, and Z. Zeng, “Finite-time stabilization
and energy consumption estimation for delayed nonlinear systems,” /IEEE
Trans. Syst., Man, Cybern., Syst., vol. 52, no. 3, pp. 1891-1900, Mar. 2022.

70060

(27]
(28]
(29]

[30]

(31]

(32]

(33]

(34]

(35]

[36]

(37]

(38]

(391

(40]

G. Hardy, J. Littlewood, and G. Polya, Inequalities. London, U.K.: Cam-
bridge Univ. Press, 1988, pp. 112-115.

W. Rudin, Functional Analysis. Singapore:
pp. 151-170.

V. Lakshmikantham and S. Leela, Differential and Integral Inequalities.
New York, NY, USA: Academic Press, 1969, pp. 85-92.

H. Ohtake, K. Tanaka, and H. O. Wang, “Switching fuzzy controller design
based on switching Lyapunov function for a class of nonlinear systems,”
IEEE Trans. Syst., Man, Cybern., B, vol. 36, no. 1, pp. 13-23, Feb. 2006.

M. Souza, A. R. Fioravanti, M. Corless, and R. N. Shorten, “Switching
controller design with dwell-times and sampling,” IEEE Trans. Autom.
Control, vol. 62, no. 11, pp. 5837-5843, Nov. 2017.

L. Wang, Y. Shen, and Z. Ding, “Finite time stabilization of delayed neural
networks,” Neural Netw., vol. 70, pp. 74-80, Oct. 2015.

G. Zhang and Y. Shen, “Exponential stabilization of memristor-based
chaotic neural networks with time-varying delays via intermittent control,”
IEEE Trans. Neural Netw. Learn. Syst., vol. 26, no. 7, pp. 1431-1441,
Jul. 2015.

F. Kong, Q. Zhu, and R. Sakthivel, “Finite-time and fixed-time synchro-
nization control of fuzzy Cohen—Grossberg neural networks,” Fuzzy Set
Syst., vol. 394, pp. 87-109, Sep. 2020.

C. Chen, S. Zhu, M. Wang, C. Yang, and Z. Zeng, “‘Finite-time stabi-
lization and energy consumption estimation for delayed neural networks
with bounded activation function,” Neural Netw., vol. 131, pp. 163-171,
Nov. 2020.

M. Forti, P. Nistri, and D. Papini, “Global exponential stability and global
convergence in finite time of delayed neural networks with infinite gain,”
IEEE Trans. Neural Netw., vol. 16, no. 6, pp. 1449-1463, Nov. 2005.

L. Feng, J. Yu, C. Hu, C. Yang, and H. Jiang, ‘“Nonseparation
method-based finite/fixed-time synchronization of fully complex-valued
discontinuous neural networks,” IEEE Trans. Cybern., vol. 51, no. 6,
pp. 3212-3223, Jun. 2021.

L. Feng, C. Hua, J. Yu, H. Jiang, and S. Wen, “‘Fixed-time synchronization
of coupled memristive complex-valued neural networks,” Chaos, Solitons
Fractals, vol. 148, Jul. 2021, Art. no. 110993.

C. Zheng, C. Hu, J. Yu, and H. Jiang, “Fixed-time synchronization of
discontinuous competitive neural networks with time-varying delays,”
Neural Netw., vol. 153, pp. 192-203, Sep. 2022.

W. Wei, J. Yu, L. Wang, C. Hu, and H. Jiang, “Fixed/preassigned-time
synchronization of quaternion-valued neural networks via pure power-law
control,” Neural Netw., vol. 146, pp. 341-349, Feb. 2022.

McGraw-Hill, 1991,

YUCHUN WANG received the B.S. degree
in mathematics and applied mathematics from
Xuzhou Normal University, Xuzhou, China,
in 2004, and the M.S. degree in applied mathe-
matics from Jiangsu University, Zhenjiang, China,
in 2007. He is currently pursuing the Ph.D. degree
in numerical mathematics with the China Uni-
versity of Mining and Technology, Xuzhou. His
research interest includes neural networks.

LI WANG received the B.S. degree in mathemat-
ics and applied mathematics from Linyi Normal
University, Linyi, China, in 2004, and the M.S.
degree in applied mathematics from Jiangsu Uni-
versity, Zhenjiang, China, in 2009. She is currently
pursuing the Ph.D. degree in operation and control
with the China University of Mining and Technol-
ogy, Xuzhou, China. Her research interest includes
neural networks.

VOLUME 11, 2023



