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ABSTRACT A swarm of autonomous and heterogeneous drones has many benefits in various scenarios
e.g. search and rescue, disaster management, agriculture, delivery and logistics, mapping and surveying,
environmental monitoring, etc. However, the presence of obstacles in the environment poses challenges to
communication between drones, including network coverage, received signal power, latency, and power
consumption. To improve the drones’ communication in real-time scenarios, reconfigurable intelligent
surfaces (RIS) can be used. RIS is a promising technology for empowering millimeter-waves and sub-
millimeter waves communication. It also can provide improved communication links with significantly
higher received signal strength in non-line-of-sight situations, which should be taken into account by drones
to decide when and with which other drone(s) to perform computation offloading. To this end, we provide
two federated learning-based computation offloading strategies through direct and indirect communications.
These approaches are based on an advanced rating technique including some key computation and commu-
nication parameters. The core of the algorithm also involves two separate deep learning models that are
helpful to efficiently transfer and update the decreased model weights, drones’ properties, angle of arrival,
and angle of departure. Simulation results show that the efficiency of the proposed approaches are superior
to a reference strategy in terms of energy consumption by −32%, latency −18%, throughput +50%, and
cost of communication and computation by −35%.

INDEX TERMS Swarm of drones, reconfigurable intelligent surfaces, computation offloading, federated
learning.

I. INTRODUCTION
Recently, swarms of drones enabled with aerial reconfig-
urable intelligent surfaces (RIS) have emerged as a research
topic, as illustrated by surveys such as [1] and [2]. This tech-
nology can provide reconfigurable, smart, and sustainable
wireless communication in different environments [3], [4].

The associate editor coordinating the review of this manuscript and
approving it for publication was Wei Liu.

In such a wireless communication system featuring RIS,
we use two central definitions as follows. DC refers to a
Direct communication Channel between two drones. Con-
versely, CC refers to an indirect or Cascaded Channel
between two drones through RIS [5], [6].

Each RIS panel includes several elements that reflect the
radio signal; the angle of these elements can be controlled by
the phase-shifting process [7] of the RIS controller [8], [9].
Designing an optimized swarm of drones communication
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empowered by RIS requires an optimized configuration of
parameters such as the size and number of RIS elements.
Studies show that the wavelength of RIS elements affects
these parameters’ values [8]. However, there exist several
open issues such as beamforming design [10], [11], channel
estimation [12], as well as deployment and movement [13].
In particular, channel estimation is an important sub-topic in
our study and some possible solutions include novel chan-
nel estimation protocols, overhead reduction by grouping
adjacent reflecting elements forming sub-surfaces, and para-
metric channel estimation for millimeter-wave as a key pillar
of ultra-high-speed communications of wireless systems [14].

Apart from the communication challenges posed by a
swarm of drones, there is also a significant computational
problem that needs to be addressed. Let’s consider the local
processing capacity of each drone. If a drone is unable to
execute its tasks locally, offloading them is a viable solu-
tion [15], [16]. However, given that each drone may have
several neighbors surrounding it, finding the optimal desti-
nation for offloading the tasks can be challenging.

We are thus facing two problems, i.e. 1) communication
channel estimation and 2) computation offloading. The first
issue is finding the largest received signal power (RSP)
among many channels of DC and CC. The second issue is
finding the most efficient drones as a destination for com-
putation offloading. Recent papers analyzed such problems,
e.g. [17] points to some solutions in different architectures
including ground users [18], central servers, road station
units, mobile users [19], access points, etc. However, there is a
research gap not yet addressed for swarms of drones; indeed,
in some applications and target environments, for reasons
such as geography, trust, security, performance, and flexibil-
ity, it is not possible to place or use a central server. Among
the solutions, a machine learning model is one of the promis-
ing strategies, and providing such a solution considering a
distributed architecture of drones without any centralized
servers leads us to the federated learning (FL) concept [20].

FL was first introduced by Google in 2016 [21] as a
collaborative learning approach in decentralized edge devices
without exchanging private data. The authors of [22] showed
the capability of FL in a swarm of drones with one drone as a
leader and aggregator of all learning models. We previously
provided an FL-based solution for computation offloading in
a swarm of drones considering only DC between drones [23].
Investigating the aforementioned studies shows that exploit-
ing the (expected) increased capacity of using RIS in a swarm
of aerial drones enabled by FL is an open research opportu-
nity. Therefore, in this paper, we propose a RIS-based aerial
FL to improve communication and computation in a swarm
of drones that are not restricted by only one leader drone
but present a collaboration of drones organized into several
clusters in the environment.

To address the above issues in a swarm of drones, this
paper proposes two approaches. Let’s clarify that the base
method is the existing FLR (a rating-based FL approach)
with direct channel (FLR-DC) [23]. In [23], the addressed

problemwas related to the computation offloading in a swarm
of drones without optimized communication considerations.
Now, in this paper, the first proposed approach is FLR with
RIS-based channel (FLR-CC) where there is no DC chan-
nel between drones. The second approach proposed in this
paper is FLR-based direct and RIS-based channels (FLR-
DC-CC), i.e., depending on the swarm efficiency in terms
of computation and communication, the drones can commu-
nicate together either directly or through RIS. Along with
these approaches, the drones need to know which channel
(DC or CC) has the largest RSP. Note that when there is
no obstacle between the transmitter and receiver, the DC
channel is expected to be a better choice and vice-versa.
Given that CC or DC-CC provide possibly a large number
of additional channels to choose from, we propose and use
two deep learning (DL) algorithms as the core of FLR-CC
and FLR-DC-CC. The first algorithm (named DL-1) in each
drone is used to find the optimal channel between all possible
DC and CC channels; its main output is each drone’s RSP.

In order to find the optimal computing offloading destina-
tion, we provide a second DL algorithm (named DL-2). One
of the input parameters of DL-2 is the drone’s RSP calculated
byDL-1. This technique helps us to create a lightweight DL-2
instead of designing a large DL-2 with many weights. This
is also a solution for one of the FL issues i.e., the size of
model weights [24]. Thus, with fewer transmitted weights
between drones in DC or CC channels, the system will be
more efficient in terms of bandwidth, energy consumption,
latency, etc. In addition to DL-1 and DL-2 algorithms as two
parts of the FLR, the rating technique considering the com-
putation and communication parameters plays an important
role in the aggregation process of the FLR and the moving of
drones. Since the drones are distributed in the environment
without any centralized server, FL makes them aware of the
whole network. This is an important challenge of the other
research [25] that does not allow a distributed system without
a server. Since the FL algorithm needs a server to aggregate
the learning model weights, we create several clusters of
drones where each cluster head (CH) is an aggregation server.

The main contributions of this work are as follows.
• We provide two FL approaches for computation offload-
ing in a swarm of drones using a rating-based fed-
erated learning approach (FLR). The first one uses
only RIS-based communication between the drones
(FLR-CC) and the second one uses both direct and
RIS-based channels (FLR-DC-CC). To estimate the
optimal channels for the drones, a deep learning
algorithm (DL-1) has been designed to calculate the
received signal power (RSP).

• We introduce a realistic and RIS-enabled communica-
tion model by means of channel estimation. Moreover,
the data transmission size between drones is optimized
for lower energy consumption and lower delay. In addi-
tion, to find the optimal destination for computation
offloading in each drone, a new deep learning algorithm
(DL-2) is provided. We use the output of DL-1 as one
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of the input parameters of DL-2. Using these two DL
algorithms allows for decreasing the size of the learn-
ing model’s weights that must be transferred between
drones.

• Weevaluate the performance of the proposed approaches
in terms of data complexity, time complexity, and RSP.
Analyzing the system based on different metrics e.g. the
energy consumption, latency, and the trade-off between
them, and also throughput of the computation offload-
ing, shows the superiority of FLR-CC and FLR-DC-CC
over FLR-DC [23], and FLR-DC-CC over FLR-CC as
well.

The rest of the paper is organized as follows. First,
an overview of RIS-assisted drones applications is presented
in Section II. The system model is provided in Section III.
Next, in Section IV, we present the proposed approach as
RIS-based communication for collaborative computing in a
swarm of drones. Next in SectionV, a performance evaluation
demonstrates the effectiveness of the proposed approaches.
Finally, in Section VII, a conclusion and suggestions for
future work are provided.

II. RELATED WORK
In this section, we present recent related works with
RIS-based drone scenarios. Some of them used RIS on a
building with a fixed position [26], [27], [28], [29] while
some others placed it on the drones [30], [31], [32], [33].
Those works addressed different problems and provided dif-
ferent solutions, as discussed below.

Some researchers in [26] worked on drone placement using
RIS in non-orthogonal multiple access networks (NOMA).
Their problem was to analyze the communication rate with
a mixed-integer non-convex optimization. The method was
blocked coordinate descent (BCD) which means coupled
optimization variables are divided into several blocks and the
optimization variables in each block are iteratively optimized
with variables in the other blocks fixed. Evaluation of a joint
maximization of drone placement and transmit power in a
system including four users, two drones, and one RIS showed
25% better channel power gain than other state-of-the-art
approaches.

Researchers in [27] investigated the RIS placement opti-
mization problem in the cellular network. They proposed a
coverage maximization algorithm (CMA) to show that RIS
should be placed vertically in the direction from the base
station (BS) to the RIS. Signal-to-Noise Ratio (SNR) was
also studied in [34] for a RIS-based application. The SNR
coverage was studied based on a realistic path loss model of
RIS elements’ size and angle. In particular, the distribution
of resultant channel gain was utilized by Rayleigh fading and
Gamma distribution.

In [28], a RIS-based drone was used as a relay between
ground user equipment (UE) and a BS. This approach
increased the symbol error rate (SER) and ergodic capacity,
which stems from the elevation angle-dependent end-to-end
path loss model.

In [29], a drone and a RIS located on a building helped IoT
devices (IoTDs) to gather time-constrained data with better
connectivity. The problem of resource scheduling and RIS
element configuration (including the passive beamforming
problem and phase-shift matrix) was solved by a deep rein-
forcement learning algorithm (DRL) algorithm. Analyzing
the RIS size, drone’s energy consumption and number of
IoTDs showed better performance of the proposed approach
than random walk and stationary drone methods.

Researchers in [30] worked on a RIS-based drone and a
RIS on the ground (GIRS) for vehicular networks includ-
ing several cars and BS. This work was analyzed by
the achievable signal rate, power consumption, and signal-
to-interference-plus-noise (SINR). The results showed the
performance of GIRS is more than RIS-based drones.

The RIS-based scenarios with drones are various; in [31],
a drone equipped with RIS has been used as a relay between
IoTDs and BS. The problem studied there is the age-of-
information (AoI) that is used for the drone’s altitude, the
communication schedule, and the phases-shift of RIS ele-
ments. The results showed the proposed approach based on
a DRL and proximal policy optimization (PPO) algorithm
is superior to a random walk and greedy methods. The
researchers in [32] used a flying drone equipped with RIS
as a relay between a ground BS and some victims on ships
to enable robust and reliable drone communication. They
investigated SNR, drone perturbation, and RIS size by a
method based on RIS and flight effects (RiFe). Their method
outperformed state-of-the-art solutions.

In another research [33], a swarm of drones equipped with
RIS elements was applied for direction of arrival (DOA)
estimation and perturbation estimation. It was based on send-
ing data from some airplanes to a central drone through
a swarm of RIS-aided drones. Applied atomic norm-based
estimation and semi-definite programming (SDP) methods
showed a better root mean square error (RMSE) than other
benchmarks.

The authors in [35] provided a channel estimation strategy
by a DL algorithm through direct and RIS-based paths in
downlink transmission of mm-wave massive multiple-input
multiple-output systems. Evaluation of this work using some
metrics such as SNR, RIS’s AOA, and normalized mean
square error (NMSE) showed that the proposed approach was
superior to others. Also, they proved a reasonable perfor-
mance up to 0.5% amplitude error in switching.

Surveying the related works shows that drones commu-
nication is more efficient when using RIS. However, there
is no research on a swarm of drones using RIS with opti-
mal computation offloading. Using FL in centralized and
semi-centralized systems by private updating of all devices’
models empowers it to be used in a fully distributed system
without any central server. Table 1 presents an overview of
RIS-based drones’ communication approaches; analyzing the
pros and cons of existing research motivates us to provide
a solution for the important gaps in the communication and
computation of a swarm of drones using RIS.
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TABLE 1. Overview of RIS-based drones’ communication approaches.

III. SYSTEM MODEL
This section provides information about the system’s objects,
parameters, and formulation used in our work. As shown in
Fig. 1, we consider a swarm of several drones, each denoted
as Di where i = {1, 2, . . . , I }. The properties of each drone
include position qi = (Xi,Yi,Zi), CPU capacity, amount
of RAM, communication bandwidth, idle power, and active
power. After capturing the videos by drones, there will be
several modules (or computational tasks) that need resources
to be executed. In fact, a module is a set of instructions and
data that can be executed locally or be offloaded to other
drones. Each drone flies under a minimum distance as Dp to
avoid collision with another drone, which indicates that√

(Xi − Xj)2 + (Yi − Yj)2 + (Zi − Zj)2 ≤ Dp (1)

whereXi, Yi, and Zi are the position of i th drone andXj, Yj, and
Zj are the position of j th drone. There are some constraints as
follows.

Zmin ≤ Zi,Zj ≤ Zmax , ∀i, j ∈ {1, 2, . . . , I } (2)

||qk − qj|| ≥ 1min, ∀k ̸= j ∈ {1, 2, . . . , I } (3)

where Zmin, Zmax denotes the allowed range of drones’ flying
height, and 1min denotes the minimum inter-drone distance
required for collision avoidance. To mimic the heterogeneity
of the drones in the swarm, the values of these parameters are
different. In the environment area, there is a drone equipped
with RIS that includes multiple elements.

This work considers some assumptions as follows.
• Drones are flying in the air and their mission is object
detection by capturing videos and tracking. Thus, our
meaning of a computation task is an image processing
task; path planning and routing are not included.

FIGURE 1. System model of a swarm of drones enabled with RIS. For
legibility, we show only two types of communication channels: DC (hD in
the figure) when there is no barrier between two drones, and CC
(hT followed by hR ).

• Each drone has enough resources to execute a computa-
tion task. The challenge happens when there are many
tasks and the drone can not efficiently process them.

• The position of the drone equipped with RIS is consid-
ered in the middle of the environment. Thus, it can be
in a LOS (Line of sight) or NLOS (Non-line of sight)
position. Since the other drones are flying, sometimes
a RIS appears in their visible field. If there is no LOS
between two drones, the transmitter drone sends the
signal to another drone through that RIS.

• Since the system nature is distributed and since there is
no server to aggregate the information, a collaborative
method is useful. To present an efficient algorithm for
computation offloading, FLRwith communicationmod-
eling is extended in this work.

In the following, we present the equations and descriptions
of the RSP, energy consumption, latency, and fairness. All key
symbols used in this work are presented in Table 2.
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TABLE 2. Symbol definition.

A. RECEIVED SIGNAL POWER
The RSP from the k th drone can be calculated [35] by

yk = hDk s+ hTk 2khRs+ ωk (4)

where hDk s is the direct path and hTk 2khRs is the reflect path.
hDk is direct from k th drone, hTk is the channel between k th

drone and RIS, hR is the channel between RIS and the receiver
drone, ωk is adaptive Gaussian noise (AWGN) at k th drone
with zero mean and variance δ2 [36].

2k is the reflection coefficient defined as follows:

2k = diag{β1ejφ1 , β2ejφ2 , . . . , βnejφn} (5)

where βl shows l th element of RIS is turned on or off when it
is (1−ϵ) or (0+ϵ), respectively.We assume ϵ = 0.Moreover,
φi ∈ [0, 2π ) is the phase shift of the reflective elements and
j =

√
−1. s as a data-related parameter from other drones can

be expressed by

s =

I∑
i=1

√
ϱk f ksk (6)

where f k =
fk

∥fk∥2
, ϱk is the allocated power, and sk is a data

symbol at the k th drone.
Let’s present more details about the RSP in what follows.
• Drone-to-drone communication:
hDk can be given by

hDk =

√
pkd

−γk
k h (7)

where pk and dk are the path loss [37] and the direct
distance from k th drone, respectively. γk is the path loss
exponent of k th drone that characterizes the attenuation
of the signal power as it propagates through the wireless
channel between the transmitting and receiving nodes.
This parameter can be as follows.

γk ≥ 2, k = {1, 2, . . . , I } (8)

and h is the random scattering component with zero
mean and variance δ2 as follows.

h ∼ N (µ = 0, σ 2
= 1) (9)

• Drone-to-RIS communication:
hTk can be given by

hTk =

√
pk,rd

−γk,r
k,r gk (10)

gk = ak (ϕAoAk ,V AOA
k ) ≈ eϕk (11)

ϕk = j
2π
λ
uLx sinϕ sinVk + Ly cosVk (12)

where dk,r is the distance between k th drone and RIS,
γk,r is the path loss exponent of k th drone and RIS that
can be valued as follows.

γk,r ≥ 2, k = {1, 2, . . . , I } (13)

u is the antenna separation, AoA is the angle of arrival,
φAoAk and V AOA

k are the corresponding azimuth and ele-
vation AoA of the k th drone-RIS links, λ is the carrier
wavelength that equals c

f , c is the speed of light that
equals 3e8, and f is the carrier frequency.
Lx and Ly are the length and width of a RIS element with
the following constraint.

0 ≤ Lx ,Ly < S (14)

where S is the size of a RIS element and also ϕk is
restricted by

0 ≤ ϕk < 2π (15)

• RIS-to-drone communication:
hRk can be given by

hRk =

√
pr,kd

−γr,k
r,k (

√
α

1 + α
hk +

√
1

1 + α
h′
k ) (16)
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where γr,k is path loss exponent of RIS and k th drone,
α is the Rician factor, hk = aHk (φ

AoD
k ,V AoD

k ), and h′
k

is the indirect component vector with zero mean and
variance δ2.

h′
k ∼ N (µ = 0, σ 2

= 1) (17)

The main problem of the communication part is to estimate
the optimized value of hDk as the DC and hTk 2khR as the CC.
In order to address this in a swarm of drones, we use FL
to propagate the values of AoA and AoD among drones and
calculate the aggregated value of these parameters.
Signal-to-Noise Ratio (SNR): The received SNR at the k th

drone [36] can be expressed by

SNRk =


|(hDk + hRk2khRhTk )ρk |

2

N
, CC

|hDk ρk |
2

N
, DC

(18)

where ρ2
k is the transmitter power from k th drone, N is the

noise power, CC means k th drone transmits by RIS, and DC
means the direct transmission.

Our aim for communication modeling is to estimate the
optimal DC and CC channels for each drone. To address
this, we apply DL-1 which is fed by a pilot-received signal.
This reference signal transmits from the CH to all drones at
launching the system, then drones use this for their channel
estimation.

B. LATENCY
Depending on their CPU load and total MIPS, the drones can
execute their tasks locally or offload them to other neigh-
boring drones; therefore, the latency can be expressed as
follows [25].

LToti = Max(
ωm

fi
, [

ωm

fj
+

βωm

Bij log2(1 +
PTxi d

−γi
ij hi
Gi

)
]) (19)

where ωm is the size of task m, and fi is the CPU capacity of
i th drone, S is the size of data for communication and β is
a rate of communication size. Since we transmit a task in its
entirety (i.e. without splitting it), βωm is the task size, Bij is
the bandwidth between Di and Dj, PTxi is transmitting power
of i th drone, hi is the complex Gaussian channel coefficient
which follows the complex normal distribution CN (0,1), and
Gi is the additive white Gaussian noise with zero mean and
variance δ2. TheGi unit is dBm (Ameasure of power spectral
density that provides a ratio of the power in one Hertz of
bandwidth). Also, dij is the distance between Di and Dj. γi,j
is the path loss exponent [38] that can be calculated by

γi =
ρi

d2ij
; i, j = {1, 2, . . . , I } (20)

where ρi is the channel power of Di. There are some con-
straints as follows.

hi ∼ CN (µ = 0, σ 2
= 1) (21)

Here, the complex Gaussian channel coefficient follows a
normal distribution as mentioned.

LTot ≤ LLocal (22)

This means that the decision to offload computation is taken
when the latency of local processing is higher than that of
transferring tasks to other drones.

C. ENERGY CONSUMPTION
We consider the energy consumption model for the computa-
tion, communication, and moving of drones. The total energy
consumption is the sum of these as follows:

ETot
i =

kfNi ωm

fi
+

n∑
j=1

kfNj
S
fj

+

n∑
j=1

PTxi
βS

Bij log2(1 +
PTxi d

−γi
ij hi
Gi

)

+

n∑
j=1

PRxj
βωm

Bij log2(1 +
PTxi d

−γi
ij hi
Gi

)
+ EMovingi (23)

where kfNi and kfNj are the computational power of Di
and Dj, respectively and n is the number of tasks. PTxi and
PRxj are the transmitting and receiving power of Di and Dj,

respectively. The moving energy consumption [39] can be
calculated by

EMovingi = (Wm
1 Hi +Wm

2 )thi +Wm
3 t

f
i +Wm

4 D
f
i −Wm

5 (24)

where H and th are the altitude and time of hovering, t f is
the flying time, Df is the flying distance, and ∀

5
j=1W

m
j are

coefficients. Some constraints are as follows.

k > 0 (25)

k is related to the computation power with a positive value.

2 ≤ N ∈ R ≤ 3 (26)

As [25], k and N can be restricted by the mentioned bounds
to consider a suitable computation power for i th drone.

0 < Hi ≤ 50 m (27)

Hi is the altitude of i th drone while hovering.
n∑
i

thi ≤ 1000 s, n = simulation time (28)

thi is the hovering time of i th drone. It means i th drone can
hover throughout the simulation.

n∑
i

t fi ≤ 1000 s, n = simulation time (29)

t fi as the flying time can be at last equal to the simulation time.

0 ≤ Dfi ≤

√
3 ∗ Area2 (30)
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Df as the flying distance is restricted by the area size in three
axes. It means i th drone can stop without any moving during
the simulation or fly a maximum

√
3 ∗ Area2m.

ETot
i ≤ ELocali (31)

A higher local energy consumption causes a drone to offload
the computation tasks to other drones. More details about
the latency and energy consumption equations and coefficient
values can be found in [23].

D. FAIRNESS OF OFFLOADING
We indicate the fairness of the offloading strategy (known as
the Jain index in [40]) in a swarm of drones. The fairness of
Di can be calculated as

Fi =
(
∑k1

j=1We ∗ ETot
i +Wl ∗ LToti )2

k1 ∗
∑k1

j=1(We ∗ ETot
i +Wl ∗ LToti )2

(32)

0 < We,Wl < 1 (33)

where k1 is the number of neighbor devices contributed in the
offloading, We and Wl are weighted coefficients for normal-
ization of the total energy consumption as ETot

i and the total
latency as LToti . The fairness value is in the range [1/k1, 1].
Higher values of fairness correspond to higher performance.

E. PROBLEM DEFINITION
Our work aims at finding the optimal drones for computation
offloading. In fact, each drone needs to search for other
suitable drones for offloading in a large domain of possible
drones through DC and CC channels. Moreover, each drone
has some properties such as position, bandwidth Bi, energy
consumption ETot

i , latency LToti , CPU capacity fi, fairness
Fi, and performance Pi. Thus, the offloading decision in j th

cluster (Oj) of drones can be expressed by

Oj = Maxni=1f (Bi, yi, fi,L
Tot
i ,ETot

i ,Fi,Pi) (34)

where n is the number of drones in j th cluster. This function
also is useful to understand how suitable is each drone for
offloading. The other challenge is the distributed architecture
without any central server, which leads us to present a collab-
orative approach. The problem is constrained as follows.

LToti ≤ LLocal (35)

ETot
i ≤ ELocal, i = {1, 2, . . . , I } (36)

IV. RIS-BASED COMMUNICATION FOR COLLABORATIVE
COMPUTING IN A SWARM OF DRONES
This section presents an FL-based approach in a swarm of
drones. Let’s explain the general scheme of FL for an archi-
tecture including some drones denoted {D1,D2, . . . ,DN } and
an FL server. There are three main phases in FL:

1) The first phase is executed in the FL server, including
the initialization of the global model and the learning
rate, etc.

2) In the second phase, eachDi trains a model’s wi locally
and sends them to the FL server.

3) The third phase includes the aggregation of all collected
local models by the FL server which can be given as:

W =
1
N

N∑
i=1

wi (37)

where W is the global learning model weight and wi is
the weight of the i th learning model. The second and third
phases are repeated until completed or until a specific training
accuracy is reached [41].

What follows presents the proposed approach to solve
the computation offloading in a RIS-based swarm of drones.
Figure 2 shows the communication and computation between
drones in each cluster. The drones are clustered based on
their distance from each other. Each CH is responsible for
the aggregation and transmission of the learning model to
the neighbors inside the cluster. This solves the need for a
server in [25] and the former FLR in [23]. The clusters will
be changed after rating and moving the drones. This strategy
also helps the real-time applications to run tasks locally or on
the edge by other drones.

There are three kinds of signals hDC , hT , and hR where
hDC is the direct signal (DC) between two drones. Also, the
RIS-based channel (CC) includes hT which is the sending
signal from a drone to RIS and the hR which is the receiving
signal from RIS to another drone.

The clusters are numbered 1 to k . As an example, the
workflow of Cluster 2 is presented in detail in Fig. 2 and
explained in what follows. In this workflow example, the
green drone as the CH is placed on the left. There are three
other drones in this cluster that are colored yellow, orange,
and purple. All steps with the same pre-number (Steps 3.1 and
3.2; 5.1, 5.2, and 5.3; 6.1 and 6.2; 10.1 and 10.2) can be
executed in parallel.

Step 1 indicates the video capturing of the environment
that is performed by all drones. Then, as per Step 2, in order to
detect or track the objects, each drone needs to know if it can
execute this process locally or offload that to the other drones.
Here, we provide Eq. (38) to handle the local computation
capacity (LCC) of i th drone as follows.

LCC(Di) =

{
1, LTotali + LCurrenti ≤ MIPSTotali

0, Otherwise
(38)

where LTotali is the total CPU load, LCurrenti is the current
CPU load, and MIPSTotali is the total MIPS of i th drone. The
value 1 and 0 indicate that the task should be executed locally
or offloaded to other drones, respectively.

Two issues that must be dealt with are the channel estima-
tion and the computation offloading. In order to deal with this,
two DL algorithms are presented.

• In Step 3.1, DL-1 [35] is used for channel estimation.
This part helps us to assess how much the RSP of a
drone is valuable for communication. This convolutional
neural network (CNNs) includes the input layer with
a pilot received signal (it is initialized with an identity
matrix [35]), three convolutional hidden layers for real,
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FIGURE 2. Workflow of the proposed approach.

imaginary, and absolute input values, and a set for out-
put layer including two fully connected layers and one
regression layer. Each drone executes a DL-1 algorithm
locally. The output of this step is the RSP of the current
drone. We use the average of this parameter as an input
of DL-2.

• In Step 3.2, DL-2 is used for the decision making
of computation offloading. This multilayer perceptron
includes an input layer with 8 ∗ N neurons (8 prop-
erties are uplink bandwidth, transferred signal power,
available MIPS, Jain index, performance, position avail-
ability, RSP, and uplink latency for each of N drones),
a first hidden layer with 8 neurons, a second hidden
layer with N neurons, and finally the output layer with
N neurons.

For both DL strategies, 70% of the generated data is used for
training, and 30% is used for validation. Using the output of
DL-1 as an input of DL-2 helps us in two ways. The first one
is to increase bandwidth usage by decreasing the transmitted
data between drones in the FL. The second one is to reduce
the computation time by decreasing the volume of data for
the aggregation process in the FL in the CH.

Indeed, since we want to transmit the DL model’s weights
between drones, it must not have a large volume for latency
and energy efficiency purposes; that is why we propose DL-1
and DL-2 to manage the workflow. Obviously, the volume of
DL-2 weights is much less than a large DL model.

Step 4 is related to sending local weights (The weights
or gradients between layers in DL-2), properties, AoA, and
AoD (WAD) from neighboring drones of the cluster to the

FIGURE 3. Asynchronous aggregation in collaboration between drones in
a cluster.

CH. Note that using other drones’ positions, a RIS can update
its reflection matrix and phase shifts. Each drone can send
its WAD after completing the DL-1 and DL-2 processes.
As shown in Fig. 3, this step is asynchronous, meaning it will
take place in different time slots due to the drone’s properties.

Step 5.1 performs the rating of drones according to com-
munication and computation parameters. We propose an
extended rating strategy to evaluate each drone in a swarm.
This helps the FL to find the best drone as a destination for
offloading. Each drone can rate all its neighboring drones.

The rating value is given by

Ratingj =

∑(n−1)
i=1 wi.f ij
wn.Lj

(39)

0 < ∀
n
iWi < 1 (40)

where f ij can be expressed by the bandwidth, total energy
consumption (ETot

i ), CPU capacity, fairness, performance,
drone’s position availability (Aa

i ), and total latency (LToti ).
All wi are weighted coefficients for the normalization of
parameters with real values between 0 and 1.

Drone’s position availability (PA) is a parameter that we
have created for evaluating the drone’s position relative to
others. This parameter is calculated according to an average
position availability of a drone than the other drones in the
environment. In fact, regarding all obstacles, the distance
between drones, etc., PA shows the overall position availabil-
ity. We assign a random real value between 0 and 1 for each
drone. The average value of this parameter also shows the
dynamic rate of the system. This parameter can be expressed
as follows:

Aa
i =

Ai∑N
j=1Aj

(41)

0 < ∀i,j, i, j ∈ [1, n] < 1 (42)

where Ai and Aj are the position availability of i th and
j th drones, respectively. Higher values of Aa

i mean a better
drone’s position than barriers and other drones.

The performance parameter can be calculated based on
the distance between drones and target objects as follows.

Pj = q(1 −
1
C

C∑
k=1

1
d ′
jk
) (43)

where d ′
jk is the Euclidean distance between j th drone and

k th object, C is the number of tracked objects, and q as a
coefficient value equals 0 if there is no object in the area by
Dj, and equals 1 otherwise.
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Steps 5.2 and 5.3 can be executed at the same time as
Step 5.1. The aggregation of weights helps to create a general
learning model for DL-2. Moreover, the aggregation of AoA
and AoD supports the channel estimation process that is
executed by DL-1. In fact, the CH asynchronously updates
its learning model based on the aggregation of its neighboring
drones with a higher rating as it is shown in Eq. 44:

Wt+1 =

Nr∑
i=1

(
Bit∑
i∈S B

i
t
∗W i

t+1) (44)

where Wt+1 is a new weight and Nr is the number of neigh-
boring drones with higher rating values in the current cluster.
Bit and Bt are the statistical values ofDi and its neighbors. S is
a set of drones with a higher rating value.

Next, in Step 6.1, the CH sends the aggregated weights to
the neighboring drones of its cluster that had sent their WAD
before the interval. The interval or simulation time step refers
to the time granularity used to simulate the execution of tasks
in a device. Step 6.2 is related to offloading tasks from the
CH to one of three other drones (yellow, orange, or purple
drone shown in Fig. 2) if needed. As shown in Fig. 2, there
are some dotted lines from CH to other drones which means
that only one of these lines will take place for task offloading.
Also, let’s note that we are explaining theworkflow of a round
of resource management in a cluster of drones. According to
the DL-2 algorithm in each drone, it can decide about its task
offloading destination if needed.

In Step 7, one of the drones (yellow, orange, or purple
drone) that receives the offloaded task can execute it and also
return it to the task sender in Step 8. In Step 9, the drone that
offloaded its task can complete it.

In Step 10.1, the neighboring drones in the current clus-
ter update their DL-2 model, and also at the same time in
step 10.2, they can move to another place if their rating value
is low. As the application scenario, we place a swarm of
drones in the environment, then they will move according to
the rating value. We consider a certain distance for drones’
movement as 10 meters in X, Y, and Z. In other words,
we decide about+10 or−10 to add it to each X, Y, and Z. For
example, if the drone’s current position is (X,Y,Z), we gener-
ate (+10, −10, +10) then the new position is (X+10, Y-10,
Z+10).

Finally, after each move, in Step 11, the drone executes a
clustering process to know which it belongs to what cluster.
The i th drone will be placed in a cluster with some other
drones if their distance from the i th drone is less than the
default radius:

Neighbori = ∀j∈Ndij ≤ R (45)

where N is the number of drones, dij is the distance between
Di and Dj, and R is the neighborhood radius. Note that the
maximumnumber of drones (N2) in a cluster can be expressed
by

N2 = 0.2 N1 (46)

where N1 is the total number of drones in the swarm. For
example, ifN1 is 50, we have amaximum of 10 drones in each
cluster. N2 helps us to avoid having a single cluster of many
drones so that the complexity of the CH can be controlled
here.
Doppler Shift: This is the change in frequency of a wave in

relation to an observer which is moving relative to the wave
source. We handle this fact in our approach after each drone’s
movement. In order to calculate the drone-to-RIS and RIS-
to-drone communications RSP components, we use Eqs. (10)
and (16) that include AOA and AOD. As we mentioned in the
system model, these two equations are used for calculating
the RSP (Eq. (4)).

Step 12 shows the new round that can be repeated by the
aforementioned steps from Step 1.

Let’s summarize all the steps and related formulations
of the proposed approach with the pseudocode shown in
Algorithm 1 where Dt represents the t th drone.

Algorithm 1 FLR-DC-CC
1: Place all drones in the area with random positions.
2: Set each drone in a cluster as Eq. (1).
3: Run video capturing by drones.
4: for It=1 to MaxIteration do
5: for t=1 to NumberofDrones do
6: for All tasks in Dt do
7: Check LCC as Eq. (38).
8: Estimate the optimal channels as Eq. (4) by

DL-1.
9: Run local DL-2.
10: if Dt is a CH then
11: Receive local weights, AoA, and AoD to

the neighbors in the cluster.
12: Rate all neighboring drones as Eq. (39).
13: Aggregate weights as Eq. (44), aggregate

AOA and AOD.
14: Send global weights, AOA, AOD, and

moving signals to all neighboring drones.
15: end if
16: Update DL-2 model.
17: Move Dt if it has a lower rating value.
18: Offload task to the best destination.
19: Complete task according to offloaded task’s

result.
20: Clustering of moved drones as Eq. (45).
21: end for
22: end for
23: end for

A. DATA SIZE COMPLEXITY ANALYSIS
First of all, sending local weights, AoA, and AoD from
neighbors to the CH is given by

(N − k2)(X + AoA+ AoD) (47)
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TABLE 3. Examples of offloading data size.

whereN is the number of drones, k2 is the number of clusters,
X is the size of weights. AoA = AoD = L, where L is the
number of RIS elements. Moreover, the size of the learning
model’s weights is calculated as:

X = CN ∗ C + C ∗ N + N ∗ N (48)

where, for the DL-2 structure, there are two hidden layers
withC andN neurons between the input (includingC∗N neu-
rons where C is a constant equal to 8) and output (including
N neurons) of the neural network. Secondly, sending global
weights, AoA, AoD, and moving signals from the CH to the
neighbors are expressed by Eq. (47).

Finally, the offloading tasks’ size to the best destination
equals Y ∗K , where Y is the size of the computation task for
one drone. Let’s assume that the number of drones in each
cluster isM , then k2 = N/M . This means that k2 is a function
ofN ofO(N ). The total data transmitted size is 2N (X+2L)+
YNP, where P is the number of drones that need to offload
tasks with a maximum of N . After summarizing Eqs. (47)
and (48), the offloaded data complexity is:

DataComplexity = O(4N 2
+ 2N 3

+ 4NL + YN 2) (49)

For example, let’s assume a swarm of 20 drones and 1 RIS
with 32 elements, and the size of each computation task
including the captured image is 10 MB. As an upper-bound
example, if all drones offload 100% of their tasks to the
others, the total data transmitted size per interval equals
approximately 4 GB. Table 3 gives more examples of offload-
ing percentages and corresponding data sizes.

B. TIME COMPLEXITY ANALYSIS
Here we provide the time complexity of the proposed
approach, where the number of drones and tasks are D and
M , respectively. The time complexity of line 7 in Algorithm 1
is O(1), that of line 8 is O(NT ∗ (L1L2 + L2L3 + L3L4 +

L4L5 + L5L6)), where in DL-1, we have 7 layers, T training
examples, and N epochs. For the test phase of DL-2, there are
D2 DC and RIS-based channels. In line 9, for DL-2, we have
O(NT ∗ (L1L2 + L2L3)). The time complexity of lines 11,
12, 13, and 14 are O(1), O(D), O(D), and O(1), respectively.
In line 16, we have O(NT ∗ (L1L2 + L2L3)). In lines 17, 18,
and 19, we have O(1), O(1), and O(1). In line 20, we have
D2. Finally, the overall time complexity of the proposed FLR-
DC-CC is O(D2(L2 + M )). Since the number of layers and
weighted connections are constant, we have

TimeComplexity = O(D2M ) (50)

TABLE 4. System parameters.

Thus, the determinant parameters in the time complexity of
our approach are the number of drones (D) and the number
of tasks (M) and the time complexity increases faster with an
increasing number of drones than with an increasing number
of tasks.

V. EVALUATION
In this section, we provide our simulation-based experimen-
tal results and evaluate the performance of the proposed
offloading strategy. Firstly, we introduce the simulation envi-
ronment in Subsection V-A and the devices’ configuration
in Subsection V-B. Secondly, in Subsections V-E to V-K the
proposed FLR-CC and FLR-DC-CC offloading strategies for
drones are analyzed under different metrics and are compared
with the reference FLR-DC method.

A. SIMULATION ENVIRONMENT
This work uses two simulators. All processes related to
resource management in a swarm of drones have been per-
formed in the iFogsim [42] simulator as a Java-based library.
Note that we have extended the channel estimation based on a
most relevant Matlab source code [35] to make it compatible
and integrated with the resource management part. To accel-
erate the simulation, we trained the DL-1 inMatlab and saved
it. The main simulator (iFogsim) only requires for the value
of RSP from the DL-1’s learned model.

B. CONFIGURATIONS
The configuration of devices is as shown in Table 4. The
RAM size, the CPU capacity, and the bandwidth of drones
are based on [43]. The simulated environment dimensions,
the minimum distance between drones, the flying distanceDf

(this value is based on the Euclidean distance traveled in three
directions x, y, and z.), the transmitting and receiving powers
of the drones are provided in [25]. Also, the diversity rate of
drones is considered. This means that the drones in the system
are heterogeneous. ST is the simulation time. We assume that
each drone has sufficient battery to be active during this time.
NR is the number of realizations in the simulation.

C. ANALYSIS OF DATA COMPLEXITY
This section presents a comparison between different types
of FLR with direct and indirect paths based on the offloading
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FIGURE 4. Comparison of the total energy consumption vs. data
complexity of the FLR-CC and FLR-DC-CC methods against that of the
FLR-DC method.

FIGURE 5. Comparison of the computation latency vs. data complexity of
the FLR-CC and FLR-DC-CC methods against that of the FLR-DC method.

FIGURE 6. Comparison of the communication latency vs. data complexity
of the FLR-CC and FLR-DC-CC methods against that of the FLR-DC method.

data size. Fig. 4 indicates that the energy consumption raises
by increasing the offloading data size; however, FLR-DC-
CC is more efficient than FLR-DC and FLR-CC. This also
happens for the computation, communication latencies, and
the average total latency as shown in Figs. 5, 6, and 7.
Obviously, RIS-based FLR such as FLR-DC-CC helps the
system to decrease energy consumption and latency.

According to Fig. 8, FLR-DC-CC causes a more bal-
anced computation offloading in the swarm. There are two
important reasons for this result mean rating technique (by
considering the computation and communication parameters

FIGURE 7. Comparison of the total latency vs. data complexity of the
FLR-CC and FLR-DC-CC methods against that of the FLR-DC method.

FIGURE 8. Comparison of the fairness vs. data complexity of the FLR-CC
and FLR-DC-CC methods against that of the FLR-DC method.

FIGURE 9. Comparison of the throughput vs. data complexity of the
FLR-CC and FLR-DC-CC methods against that of the FLR-DC method.

of drones and RIS) and clustering (by an effective distribution
of computations regarding energy consumption and latency).

Analyzing the system throughput in Fig. 9 shows that FLR-
DC-CC using RIS causes more data can be transmitted in the
swarm. In comparison with the inefficient communication on
direct paths in FLR-DC, the proposed methods as FLR-DC
and FLR-DC-CC present indirect communication with SNR
in the range of −10 to 50 dB.

D. ANALYSIS OF TOTAL COMPUTATION AND
COMMUNICATION COST PER TASK VS. THE SIZE OF
EXECUTED TASKS
Weanalyze the total computation and communication costs of
FLR-CC and FLR-DC-CC methods and compare them with
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FIGURE 10. Comparison of total computation and communication cost
per task vs. the size of executed tasks of the FLR-CC and FLR-DC-CC
methods against that of the FLR-DC method.

FLR-DC. Here, the cost is presented by the task size [44]
and execution time. In Fig. 10, the x-axis shows the total
size of executed tasks for all drones and the y-axis shows
the total computation and communication costs for each task.
As shown in the figure, FLR-DC-CC has a lower cost than
the other approaches.

There is also a table in this chart related to FLR-DC-CC
which shows what percentages of communications are based
on DC and RIS channels separately. The table indicates that
RIS-based paths have been used more often than direct paths.
On one hand, the FLR approach helps drones to make a
balanced and efficient computation offloading, and on the
other hand, RIS technology supports them for higher received
signal strength. These two aspects of the FLR-DC-CC result
in a lower-cost communication approach.

E. ANALYSIS OF THE ENERGY CONSUMPTION VS. THE
NUMBER OF DRONES
Here, we present a comparison of the total energy consump-
tion of the drones. Figure 11 shows the comparison results of
the total energy consumption for the FLR-DC, FLR-CC, and
FLR-DC-CC approaches introduced above. The horizontal
axis represents the number of drones and the vertical axis
represents the energy consumption of the offloadingmethods.

Here the energy consumption is the sum of the individ-
ual energy consumption for computation, communication,
hovering, and moving of the drones. According to Fig. 11,
FLR-DC-CC has a lower energy consumption than FLR-DC
and FLR-CC. It can be seen that when the number of drones
is 5, the minimum total energy consumption is 1.62 ∗ 108 J
(Joule) for the FLR-DC-CC approach, whereas it is 4.31 ∗

108 and 5.08 ∗ 108 J for FLR-DC and FLR-CC, respectively.
The reason behind these results is that the FLR-DC-CC

approach using DC and CC channels can perform better
offloading between drones. In fact, it can find the best des-
tination for task offloading. An effective point in achieving
this amount of improvement in energy consumption is the
ranking of drones based on their mentioned parameters. The
comparison of the methods shows how the use of RIS helps
drones to find their offloading destination. Since the drones
are distributed in an environment including barriers, using

FIGURE 11. Comparison of the total energy consumption of the FLR-CC
and FLR-DC-CC methods against that of the FLR-DC method.

only DC channels is not a good idea for communication,
the hybrid use of direct and RIS-based channels has effi-
cient results. The FLR-DC and FLR-CC have higher energy
consumption because they used only DC or CC channels for
offloading.

Another aspect of the energy consumption analysis is dis-
cussed in terms of the number of drones. When there are
few drones (1st situation) in the system, the DC channels
are more busy compared to when the number of drones
is high (2nd situation). In the 1st situation, the FLR-CC
has less energy consumption than FLR-DC because in an
environment including barriers the drones prefer to use CC
channels for communication. On the contrary, in the 2nd
situation, there are more DC channels to use by drones for
offloading. The hybrid use of DC and CC channels in FLR-
DC-CC provides a better understanding of the system and
lower energy consumption than the others.

F. ANALYSIS OF THE LATENCY VS. THE NUMBER OF
DRONES
Figures 12, 13, and 14 show the comparison of the aver-
age computation, communication, and total latencies for the
FLR-CC and FLR-DC-CC methods against the FLR-DC
method, respectively. We consider this metric because it
reflects the impact of direct and RIS-based channels on how
long it takes for a drone to perform its real-time task such
as tracking an object in the environment, which is a key
performance indicator of the application. The individual com-
putation, communication, and total average latency results are
presented as follows.

1) AVERAGE COMPUTATION LATENCY
Figure 12 shows the average computation latency of exe-
cuting tasks in drones. This plot indicates that the proposed
approach with the swarm of drones with the FLR-DC-CC
approach decreases the average computation latency. The
average computation latency for FLR-DC ranges from 2.36∗

10−4 to 2.93 ∗ 10−4 ms, FLR-CC ranges from 2.13 ∗ 10−4 to
2.89 ∗ 10−4 ms, and FLR-DC-CC range from 1.82 ∗ 10−4
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FIGURE 12. Comparison of the computation latency of the FLR-CC and
FLR-DC-CC methods against that of the FLR-DC method.

to 2.40 ∗ 10−4 ms, respectively. The average computation
latency of the FLR-DC-CC is clearly lower than the other
methods.

The reason for this result goes back to all rating parameters
as they have been mentioned in Eq. (39) and also the role
of FLR for optimal use of the DC and CC channels. Espe-
cially, an optimal output RSP’s value that is calculated by the
DL-1 (Channel estimation part of the proposed approach),
and using that as an input of the DL-2 was very effec-
tive. Moreover, the RIS-based distribution of tasks among a
large number of drones yields fair (As Eq. (32), the fairness
is based on the energy consumption and latency) resource
management, so, almost all drones are equally busy and all
computations are executed with cooperation between drones.

2) AVERAGE COMMUNICATION LATENCY VS. THE NUMBER
OF DRONES
The aforementioned average communication latency refers to
the time it takes between sending a task from a drone and
receiving that task in another drone. According to Fig. 13,
this value for FLR-DC ranges from 0.30 to 0.37 ms and for
FLR-CC from 0.28 to 0.34ms. Theminimum communication
latency provided by the FLR strategy ranges from 0.25 to
0.30 ms. Based on this plot we can say that the proposed
approach can offload tasks with lower latency than the other
methods. As a consequence of using FLR based approach
through hybrid DC and CC channels, the waiting time for
computation tasks in each drone due to insufficient resources
is decreased by offloading them to other drones. In fact,
updating the learning models of all drones and also RIS
parameters (AoA and AoD) related to them by FLR provides
a low latency approach in a swarm of drones.

3) AVERAGE TOTAL LATENCY VS. THE NUMBER OF DRONES
According to Fig. 14, the proposed approach yields the lowest
average total latency. The simulation result shows that the
average total latency of FLR-DC ranges from 0.30 to 0.37ms,
FLR-CC from 0.28 to 0.34 ms, and the proposed approach
from 0.25 to 0.31 ms. It can also be seen that in all cases, the

FIGURE 13. Comparison of the communication latency of the FLR-CC and
FLR-DC-CC methods against that of the FLR-DC method.

FIGURE 14. Comparison of total latency of the FLR − CC and FLR − DCC C
methods against that of the FLR − DC method.

FLR-DC method has the highest latency due to transferring
tasks between drones.

G. ANALYSIS OF THE FAIRNESS VS. THE NUMBER OF
DRONES
According to the fairness plot of offloading shown in Fig. 15,
the minimum value is obtained for FLR-DC which ranges
from 89% to 96%, and for FLR-CC which ranges from 90%
to 97%. On the other hand, the maximum value is obtained
for the FLR-DC-CC which ranges from 91% to 100%. This
chart shows that the proposed approach presents the highest
distribution of the offloading process. As aforementioned
about the energy consumption and latency, the fairness as
Eq. (32) is also based on these parameters and the trade-off
between them made by the FLR-CC and FLR-DC-CC to be
balanced when offloading the drones’ computation tasks in a
swarm.

H. ANALYSIS OF THE THROUGHPUT VS. THE NUMBER OF
DRONES
Analyzing the throughput in Fig. 16 shows that the FLR-
DC-CC strategy can transfer larger volumes of data per time
than FLR-DC and FLR-CC. In the proposed approach, when
the number of drones is 50, the minimum throughput is
3.53 ∗ 104 MB/s for FLR-DC and the maximum is 5.84 ∗

104 MB/s for FLR-DC-CC. The main reason for this result
is the distribution of the RIS-based proposed algorithm. For
more clarification, the throughput gives us another view of
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FIGURE 15. Comparison of the fairness in offloading tasks of the FLR-CC
and FLR-DC-CC methods against that of the FLR-DC method.

FIGURE 16. Comparison of the throughput of the FLR-CC and FLR-DC-CC
methods against that based FLR-DC method.

the performance of the system in terms of delivered tasks to
the destination and the size of transmitted data in a swarm
of drones. These results reflect the higher data volume in
less time in the computation and communication between
drones as compared to what the FLR-CC and FLR-DC-CC
methods provided. Unlike these two methods, FLR-DC has
not a suitable position for drone application in an environment
with obstacles because it forces drones to send tasks with a
direct link and therefore the need to place them in specific
and perhaps inefficient situations.

I. TRADE-OFF BETWEEN ENERGY CONSUMPTION AND
THROUGHPUT
Figure 17 shows the trade-off between energy consumption
and throughput of the system. It can be seen that for any given
energy consumption level, the FLR-DC-CC yields a higher
throughput than the other methods. This shows that the hybrid
use of DC and CC channels together provides a better use of
the available energy.

J. ANALYSIS OF RSP AND RMSE
Figure 18 indicates the average RSP for DC and CC channels.
This result was released by different SNR values meaning
an area with various noise levels. Obviously, the CC channel
caused the drones to receive more signal power than the DC
channel.

FIGURE 17. Trade-off between the energy consumption and throughput
of the FLR-CC and FLR-DC-CC methods against that of the FLR-DC method.

FIGURE 18. Analysis of the average RSP for DC and CC channels.

The channel estimation for CC paths has less RMSE than
DC paths. However, using DC channels in a noisy area with
obstacles may not be efficiently possible on the contrary
having a sustainable channel between drones using CC are
more reasonable. Of course, our approach uses both DC
and CC channels to empower their capability for continuous
communication.

K. SUMMARY OF THE RESULTS
The aforementioned results show the effectiveness of the
proposed approaches relative to the reference FLR method
with DCs only. In addition to this, we can see how the number
of drones affects the ratio of DC and RIS channels as follows.

The average gained channels mean that considering the
position of drones relative to barriers and the other drones,
how much they used DC or CC channels. The FLR-DC-
CC is based on optimized use of the channels and efficient
offloading. Figure 20 shows how much this strategy applies
direct and indirect (RIS-based) channels in its offloading
journey. As can be seen in the figure, with the increase in
the number of drones, there are more opportunities to use the
DCs for computation offloading in a swarm of drones.

Table 5 summarizes the improvement percentages
of the FLR-CC and FLR-DC-CC methods as compared
to the FLR-DC method. The rows include total energy
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FIGURE 19. Analysis of the RMSE for DC and CC channels.

FIGURE 20. Analysis of the average gained channels (DC vs. RIS) for the
FLR-CC method as a function of the number of drones in the swarm.

TABLE 5. Improvement percentages of FLR-CC vs. FLR-DC and FLR-DC-CC
vs. FLR-DC and vs. FLR-CC.

consumption, average total latency, and throughput values.
The presented numbers are calculated based on the average
across 5, 10, 25, and 50 drones. The improvement percentage
of FLR-CC vs. FLR-DC, FLR-DC-CC vs. FLR-DC, and
FLR-DC-CC vs. FLR-CC for total energy consumption are
−13%, −32% and −21%, respectively. For total latency, the
improvements are−8%,−18%, and−11%, respectively. For
the throughput, the improvements are +40%, +50%, and
+16%, respectively. Finally, for total communication and
computation costs, the improvements are −12%, −35%,
and −25%, respectively.

VI. DISCUSSION
Our FLR-based strategy presents a promising solution for
addressing the communication challenges within a swarm of

drones. By carefully developing and fine-tuning parameters
related to RSP, RIS, FL, and the two deep learning models
(DL-1 and DL-2), we have devised an optimal approach
to enhance various key performance metrics. These metrics
include energy consumption, latency, throughput, fairness
of computation offloading, RMSE, and the cost of commu-
nication and computation. By effectively integrating these
processes, we enable drones to cooperatively and efficiently
carry out their missions. The outcomes of our approach are
derived from the synergistic effects of improved communica-
tion and computation efficiencies.

However, it is important to note that our strategy is subject
to certain assumptions. These include the flying capabilities
of the drones, the utilization of an object detection applica-
tion involving video capture and tracking, the availability of
sufficient resources for computation tasks on each drone, and
the presence of heterogeneous drones with varying resource
capacities. Additionally, our approach assumes the existence
of a drone equipped with a RIS located at the center of the
environment.

Further research in the field of communication aspects is
necessary to address challenges such as SINR, fading, shad-
owing, antenna gain, phase shifting, modulation schemes,
and multi-RIS communication. The benefits of multi-RIS
deployments lie in their ability to actively manipulate the
propagation environment i.e. shaping the wireless channels,
mitigating signal interference, and enhancing signal quality.
It can also effectively amplify the received signal power,
increasing the overall coverage and reliability of the sys-
tem. However, deploying multiple RIS units also introduces
certain challenges. Optimally coordinating and controlling
multiple RIS units in real-time requires efficient resource
allocation and coordination mechanisms. Designing effective
algorithms and protocols to synchronize the operations of
multiple RIS units can be complex. Additionally, managing
signal interference and optimizing the phase shifting of each
RIS unit in a multi-path environment can be demanding tasks.
By investigating these factors, we can gain deeper insights
and advance our understanding of optimizing communication
in drone swarm systems.

VII. CONCLUSION
This paper presented a novel FL-based approach for address-
ing channel estimation and computation offloading chal-
lenges in a swarm of drones assisted by RIS. The proposed
FL framework leverages two DL models to enable drones
to learn optimal channel conditions and offload destina-
tions within multiple clusters. By incorporating informa-
tion such as AoA, AoD, RSP, and available resources,
the proposed solution effectively guides the members of
each cluster towards high-rated drones considering a fair
offloading, thereby improving overall system performance.
The experimental results demonstrate the advantages of
employing FL in a swarm of drones with DC and CC
channels. Compared to the base FLR approach utilizing
DC channels alone, the FL-based swarm exhibits reduced
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latency, energy consumption, and cost, while simultaneously
achieving enhanced fairness and throughput. These findings
highlight the potential of FL as a valuable technique for
optimizing communication and computation in swarm-based
drone systems. Moving forward, our future research endeav-
ors will focus on developing an optimal and intelligent swarm
of drones, specifically tailored to various applications, with
a particular emphasis on multi-RIS channels. Addressing
challenges such as signal conflicts, data fusion, interference
signals, and other pertinent issues will be key objectives
of our future investigations. Our preliminary investigation
indicates that an FL-based methodology can be instrumental
in addressing these challenges effectively.
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