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ABSTRACT As technology becomes increasingly important in education, including music, many VR
(virtual reality) and AR (augmented reality) applications have been developed to improve skills and
knowledge in playing musical instruments, such as piano. However, these applications mainly utilize MIDI
input for validating notes. This research explores the potential implementation of mixed reality to enhance
piano learning through audio processing capabilities while maintaining users’ motivation. The research used
the HoloLens 2 device and the FFT (Fast Fourier Transform) method with peak detection and compared
various window functions to determine the most accurate one. Blackman-Harris performed the best, with a
97.28% accuracy rate when tested on complex songs. The application was also tested by 31 participants and
evaluated using the HMSAM (Hedonic-Motivation System Adoption Model), revealing that curiosity and
joy were the most significant factors influencing the use of the application. The effectiveness of the learning
was moderate, with an increase of 31.28%. Although there were limitations in the use of audio processing,

it could still be utilized and improved further to keep users motivated to learn piano.

INDEX TERMS Mixed reality, digital signal processing, music, games.

I. INTRODUCTION

Technology has played a more important role since the pan-
demic, not only in education in general, but also in music
education, as its sustainability relies on it [1], [2]. The
use of VR (Virtual Reality) and AR (Augmented Reality)
technology has been considered in the practice of musical
skills [3]. AR can present information that is complex and
easy to remember for music students to understand a con-
cept [4]. Various designs have been carried out to improve
students’ skills to learn a popular musical instrument, which
is piano [5], [6], [7], [8]. To give real-time feedback, either
using the MIDI input or parsing the audio data could be
considered. The former is the most popular approach but
limits the use of musical instruments to digital, while the latter
allows flexibility in musical instruments but is difficult and
may be less accurate [8].
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Additionally, many students may give up learning before
they become good at it, with motivation and feedback being
two of the factors in this outcome [9]. Previous VR and
AR-based studies provided answers on how to keep users
motivated when learning. However, most were performed on
digital keyboards using MIDI. This research explores and
evaluates the audio processing methods when implemented
in a mixed reality application while also giving good feed-
back and motivation to users using an appropriate evaluation
model.

Il. LITERATURE REVIEW

A simple systematic literature review method was adopted
to answer certain research questions by mapping them with
motivation and relevant keywords to be used in database
sources [10], [11]. The results were used to help deter-
mine the design factor for piano learning using VR and AR
approaches, the method and basic knowledge of audio signal
processing in validating a melody, and also factors supporting
the success of learning musical instruments.
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A. RELATED WORKS IN VR AND AR

The definition of mixed reality has evolved from the initial
concept, which was based on visual display, to include var-
ious gestures and locations within the physical and virtual
worlds [12], [13]. This research uses the term mixed reality
due to the high levels of interactivity between the physical
and virtual worlds.

Immersive applications to learn piano have been done
by others in different ways. Takegawa [5] used a projector
mounted on a full 88-key keyboard to project information on
the keys as well as piano roll visualization on a white board
behind the keys. Rogers [6] published a similar system using
a projector but introduced the concept of social learning,
namely attention (by seeing and hearing the song), retention
(by practicing), and reproduction (by playing the song in full),
as a separate mode of learning.

Chow [7] took a different approach by using an HMD in
which a camera in front of the device was used to capture
images to be rendered as AR effects. Hackl [8] designed an
application named HoloKeys that also uses an HMD device
called HoloLens. The device had a translucent screen and
added virtual objects directly to it in comparison to the
previous one. Hackl also argued that the drawback was the
limited field of view, and although the prototype ran well,
this limitation cast doubt in its applicability in the AR world.

There are also other different approaches, such as using a
space invader gamification strategy [14], AR virtual charac-
ters to interact with [15], micro projectors to project virtual
piano keys and a smartphone for contour and skin color detec-
tion [16], simple tripod setup with a smartphone [17], and
another HoloLens but with TAM (Technology Acceptance
Model) evaluation [18].

Although all the research mentioned shares the common
goal of motivating users, the feedback methods to validate
note however, except for visual detection, utilized MIDI from
digital instruments.

B. AUDIO SIGNAL PROCESSING

A digital representation of sound can be acquired and
represented as the sum of sinusoidal functions with
various techniques such as FFT (Fast Fourier Trans-
form) [19], [20], [21], [22], [23], Constant-Q Transform [24],
and DFT (Discrete Fourier Transform) [25], [26], [27]. FFT
has the ability to process signals directly into the spectral
domain, opening up possibilities in the field of music [19].
This is in accordance with the requirements of the algorithm
for interactive music applications [22], [28].

To get fundamental frequencies, piano audio must first be
distinguished from noise, then the adjacent frequencies must
be separated, and finally an appropriate window function
must be selected [21]. The window function improves the
accuracy of peak frequency estimation in measuring piano
frequencies due to the phenomenon of spectral leakage, but
its performance can vary between applications. Different
purposes have shown different performance, which makes
window comparison relevant [29], [30], [31].
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Mixed Reality Implementation with Audio Processing to learn Key-Based Instruments

The aim of this research is to develop a mixed reality application that simulates a tutor, validating notes played by listening to a
musical piece, with the goal of enhancing users' skills in playing a song without prior experience in reading music sheets.
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FIGURE 1. Establishment process of SLE instance.

C. MOTIVATION IN LEARNING MUSIC

There are factors that contribute to student dropout from
piano lessons: two of them are study material and moti-
vation [9]. To address these factors, a variety of songs
and gamification techniques, which include feedback mech-
anisms, can be used to enhance student engagement and
learning. Furthermore, despite technological advancements,
asynchronous learning in musical instruments may be lim-
ited due to sensitivity to signal transmission delays [32].
As aresult, real-time validation cannot rely on internet-based
applications.

Innovation through audio-visual media using gamification
can make learning musical notation more interesting. The
three aspects, namely mechanics, dynamics, and aesthetics,
are considered the gamification elements in designing the
application [33].

To measure the performance of an increase in motiva-
tion, TAM and ARCS (Attention, Relevance, Confidence,
Satisfaction) are used in a few studies [18], [34]. However,
HMSAM (Hedonic-Motivation System Adoption Model) can
be used to properly assess the motivation to adopt immersive
applications further due to the many cognitive absorption
variables considered [35].

IIl. MATERIALS AND METHODS

The application was developed in C# using Unity and
deployed to HoloLens 2. The implementation incorporated
the SLEEG (Smart Learning Environment Establishment
Guideline) tool, derived from a simplified model of SLE
(Smart Learning Environment), to assist in evaluating the
effectiveness, efficiency, and engagement of the learning pro-
cess [36]. The steps can be seen in Fig. 1.

In the planning phase, the intended impact can be depicted
using an impact model on Fig. 2 from DRM (Design Research
Methodology) [37]. Based on the model, the introduction of
a learning application that combines mixed reality and audio
processing offers an approach to gather play data for a broader
range of musical instruments, bypassing the need for MIDI.
The success criterion is an increase in students’ ability to
play musical instruments, which can be achieved by having
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TABLE 1. Variables in audio analysis.

Input Variables

Description of Values

MIDI piano songs with
various characteristics:
texture, tempo and duration.
Window function in FFT

Audio sample rate
FFT bin size
DSP buffer size

Textures: monophonic and polyphonic.

Tempo: in bpm

Duration: in seconds

Hanning, Hamming, Blackman or
Blackman-Harris

44100 Hz, 48000 Hz or 96000 Hz
2048, 4096, 8192

128,256 or 512

Output Variables

Description of Values

Note accuracy
Maximum latency / delay
Sound artifacts count

In percentage (0-100%)
In ms
Units in frame execution

two measurable success criteria: feedback and motivation.
Feedback and motivation can be evaluated by measuring the
performance of audio processing to validate notes and by
measuring the users’ experience when testing the application,
respectively.

A. AUDIO ANALYSIS

The research analyzed several samples of piano audio per-
formance that were compared to the MIDI-based file being
played in the application. The sound was picked up by the
microphone in HoloLens 2 and applied to a window function
before being transformed into the frequency domain using
FFT. The peaks of the resulting frequencies were corrected
using parabolic interpolation and then mapped to the fre-
quency table of a full 88-key piano using a modified binary
search. Table 1 shows the variables considered to find the best
configuration.

There were three stages to test all the combinations: artifact
filtering, the best configuration of a window, and the final fre-
quency analysis. These stages were designed to be efficient,
so not all combinations had to be tested in longer songs since
each combination had to be individually tested in real time.

The first stage served as a screening process to filter
out significant artifacts in a simple and short monophonic
song. Sound artifacts lowered accuracy and could be caused
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FIGURE 3. The flow of user testing.

by a combination of sample rate and buffer values. They
were observable by the buzzing sound they produced during
playback. In this stage, one song and one window function
were sufficient to evaluate artifacts, resulting in a total of
27 combinations. Combinations that achieved 100% accuracy
were selected to proceed to the next stage.

The selected combinations were tested in the second stage
using various window functions against a number of short
polyphonic songs. The output of this stage was the selection
of one combination for each window function with the highest
accuracy, totaling four combinations that would proceed to
the final stage.

Finally, the remaining four combinations were tested in the
last stage with long and complex songs and a greater range
to further analyze the frequency response. The result of this
analysis was quantitative and based on accuracy and range.

In practice, the audio input in this method was designed
to be acquired automatically to simplify the test without
the need for manual piano playing in real-time. This was
achieved by connecting the HoloLens 2 device to an external
speaker using an active converter with a DAC chip and then
allowing the device to listen while the song itself was being
played by the application. The sound from the speaker was
captured by the microphone and analyzed, simulating a piano
performance.

B. USER MOTIVATION

The research adopted the Kirkpatrick framework, which had
four levels of evaluation, but only the first two levels were
executed [38]. Seven variables from HMSAM were used as
indicators in a survey given to users in Level 1 (reaction).
In Level 2 (learning), a pre-test and post-test stage with a min-
imum of 15 minutes of exploration and practice in between
were conducted. Participants were also encouraged to pro-
vide comments and feedback during the test, which added
a mixed-methods approach to the evaluation. In addition,
participants were given an introduction to the technology and
some basic training before they began playing a song. This
training included learning the various gestures, such as air
tap, hold, and touch, that were used to manipulate the virtual
objects. The flow of the whole test is illustrated in Fig. 3.

IV. GAMIFICATION APPROACH
The overview of the game can be described as follows:

o Mechanics: variety of songs, player level, rhythm-based
game, scores.

o Dynamics: songs are available based on player level,
higher levels are harder, different gameplay modes,
interactive features, increase in player’s proficiency.
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TABLE 2. Description of song levels.

Level Characteristics Aim

1 Monophonic texture, slow Train one hand in very simple
tempo, under 1 minute songs.

2 Polyphonic texture (mono Train both hands with two
for each hand), slow tempo,  notes at max at a time.
under 1 minute

3 Polyphonic texture with Train left hand with chords
chords, slow tempo, under while playing melody.
1 minute

4 Polyphonic texture, Train using harder songs with

medium tempo, under 2
minutes

Polyphonic texture, fast
tempo, up to 5 minutes

many chord progressions.

Train using very hard and fast
songs to test the limit.

o Aesthetics: gamification and mixed reality add joy, lev-
els are fun and challenging, audio processing encites
curiosity.

The objective of the game is to enhance the user’s piano
playing proficiency by achieving high scores while playing
songs on the instrument. The accuracy of the user’s note
playing during the game is evaluated, and feedback is pro-
vided at the end of each song session. The game provides five
levels that are increasingly difficult. The first level is aimed at
training one hand, whereas the next levels are for both hands.
In order to progress to the next level, a player must achieve a
minimum score of 80 in the current level. Table 2 describes
the characteristics and aim of each level.

At the start of the program, the user must calibrate the
virtual validation line to the back of a real-life piano, which
has markers on its keys. After that, user can choose one of the
modes adopted from Rogers [6] to practice. These modes are:

o Watch: the user can watch the full performance of the
song where the notes approach the validation line and
play the sound automatically.

o Train: the user is given a time stop with a 3-second
countdown when a note touches the validation line until
the user plays the right note.

o Play: the user plays the song normally when the notes
touch the validation line. This mode is used to assess the
user’s proficiency.

The application includes an extra mode called analyze,
which is internally used to evaluate the audio processing. This
mode is similar to the watch mode in which notes are played,
but the system also uses a microphone to validate the sound
of the notes being played.

V. RESULTS
A. AUDIO ANALYSIS
For each combination in each stage, a song was played under
analyze mode. In the first stage, a Hanning window function
and the “Happy Birthday” level 1 song were used. Out of
the 27 total combinations tested, 12 were found to have
significant artifacts, resulting in reduced accuracy. The other
10 combinations achieved 100% accuracy and were selected
to proceed to the next stage of evaluation.

In the second stage, four level 3 songs were used for each
combination with each window function, resulting in a total
of 160 combinations evaluated. The combination for each
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TABLE 3. Window function comparison in final stage test.

Window FFT Bin Rate DSP Buffer  Accuracy
Hanning 8192 48000 512 89.32%
Hamming 8192 44100 512 89.07%
Blackman 8192 44100 512 91.72%
Blackman-Harris 8192 44100 512 97.28%

FIGURE 5. User testing the application using HoloLens 2.

window with the highest accuracy was selected to proceed
to the last stage, totaling four combinations.

In the last stage, each combination was tested with four
level 5 songs. Based on the test results, it was found that the
Blackman-Harris window function had the highest accuracy
at 97.28% for complex songs. The results of this final stage
of analysis are summarized in Table 3.

Referring to Fig. 4, it was also observed that all windows
experienced fluctuations in accuracy below E2 and above AS.
However, the Blackman-Harris window consistently outper-
formed all others in these regions and was chosen for the user
evaluation test because of its highest accuracy.

A limitation to this method was that the presence of har-
monics was considered input, which could lead to additional
validation by the system. It was also observed that there was
a maximum latency of approximately 1000 ms, and this was
most likely caused by the hardware and game engine used to
capture the audio. These limitations will be discussed in the
discussion section.

B. USER MOTIVATION

The user tests were divided into four weekly batches, with a
total of 31 participants. Due to limitations in device avail-
ability and location at the time, the participants consisted
of undergraduate and postgraduate students at the Bandung
Institute of Technology who had access to the testing lab.
They came from various musical backgrounds and had no
prior experience with mixed reality applications for learn-
ing piano. Each participant in the test spent an average of
45 minutes in a single session, from the appointment time to
the survey. Fig. 5 provides a visual representation of the user
testing process using the HoloLens 2 device.

Additionally, a digital piano, the Yamaha Arius YDP-141
with built-in speakers, was used instead of an acoustic piano.
Despite this deviation from the original plan, it was still con-
sidered acceptable, as capturing sound from a digital piano
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TABLE 4. Descriptive analysis of survey questions.

Variable Possible Actual Mean Mean Standard

Range Range per Item  Deviation
JOoy 3-15 11-15 14.194 4.731 0.554
CTL 2-10 4-10 8.935 4.468 0.804
M 2-10 5-10 8.903 4.452 0.843
CUR 2-10 6-10 9.355 4.677 0.621
PEOU 3-15 6-15 11.581 3.860 1.248
PU 3-15 8-15 13.613 4.538 0.700
BIU 2-10 4-10 9.129 4.565 0.738

TABLE 5. HMSAM paths results.
Tests

To From SW DW F t Coeff.

PU PEOU 0.098 - 0.008 0.008* 0.458

CUR PEOU 0.000 - 0.145 0.145 0.159

Joy PEOU 0.972 - 0.000 0.000%* 0.469

CTL PEOU 0.528 - 0.002  0.002* 0.356

BIU PU 0.113 1.611 0.000 0.877 -0.014

CUR 0.000%** 0.610

Joy 0.005* 0.361

M CUR 0.088 1.744 0.030 0.801 -0.052

Joy 0.005* 0.529

CTL 0.401 -0.159

*p-value < 0.01, **p-value <0.001.

with speakers can be treated similarly to capturing sound from
an acoustic piano.

The survey used HMSAM indicators and had a total of
17 questions, in which the responses were measured on a
Likert scale. All question items were valid using a p-value <
0.05 and reliable using Cronbach’s alpha > 0.6. The descrip-
tive analysis can be found in Table 4. Based on the mean
per question result, it was found that most participants felt
joy, while a few faced difficulties in using the technology
(PEOU). The majority of participants expressed positive feel-
ings toward all variables.

When analyzing the paths of HMSAM, several tests were
conducted. The results of these tests can be found in Table 5.
During the tests, path 2 (PEOU to CUR) was found to be
not normal using Shapiro-Wilk (SW) and excluded. No auto-
correlation was observed using the Durbin-Watson (DW) test
with an alpha value of 0.01. Other tests were the F-test and
the partial t-test.

Fig. 6 shows the final result of the accepted model from
HMSAM. The results indicated that joy and curiosity had a
significant positive influence on users’ behavioral intention
to use the application, while perceived usefulness and control
did not demonstrate a positive impact on the intention to use.
To gain further insights, comments and feedback were taken
into consideration.

Many participants commented on their surprise while using
the technology, particularly when they were able to touch
the holograms during navigation and piano calibration in
the application. However, there were also several comments
about the difficulty of the technology, particularly when it
came to calibrating the validation line to the back of the piano
keys, even with the help of markers. Some participants needed
more time to become more familiar and comfortable with the
technology.

Fig. 7 provides a summary of the percentage of user com-
ments regarding the aspects that need improvement in order
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FIGURE 7. Percentage of users commenting on aspects to improve.

to enhance their willingness to use the application. Regarding
the training aspect of the application, the majority of users
found that the training mode and the cue of lines towards
the corresponding keys were helpful in guiding their playing.
However, some users struggled with hand and finger posi-
tioning and suggested the addition of some features to assist
them. Some users wanted more time to use the application in
order to advance to higher levels.

Some users also commented on the system’s difficulty in
detecting frequencies from the lower side. Upon investiga-
tion, it was found that the frequency range was smaller than
what was tested prior to user evaluation. As a result, some
users chose to train and play songs that played at higher
frequencies. Others reported that a missed note in a chord was
validated occasionally.

Another noteworthy reason was the FOV (field of view)
of HoloLens 2. The device has a wider FOV than the first
HoloLens used by Hackl [8] and Molero [18]. However, the
issue still remains and is most apparent when playing a song
with a wider range.

To evaluate the participants’ performance, pre-test and
post-test scores were calculated, with a possible maximum
score of 500 (five levels with a score out of 100 for each level).
Several tests were conducted to analyze the collected scores.
Scores were normal using Shapiro-Wilk with a p-value >
0.05. The differences between the post-test and pre-test scores
from all batches were the same using Levene test statistics
(0.793) and a p-value > 0.05. The increase in scores was also
significant using the paired t-test. Finally, normalized gain
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TABLE 6. Users’ score gains.

Pre-tests Mean Post-tests Mean
Song Lv. 1 90.871 Song Lv. 1 98.452
Song Lv. 2 71.226 Song Lv. 2 87.097
Song Lv. 3 40.935 Song Lv. 3 74.323
Song Lv. 4 3.677 Song Lv. 4 35.000
Song Lv. 5 0 Song Lv. 5 3.581

Effectiveness Results
Total Post - Pre 91.742 Total Max - Pre
Normalized gain ~ 31.28% (Moderate)

293.290

tests were used to determine the effectiveness of the study,
which can be seen in Table 6.

The results indicated that there was an overall increase in
scores as participants progressed through the levels. On aver-
age, participants were able to pass level 2 after a period of
training, that involved both hands. Only a few participants
were able to reach level 5, which was expected since the songs
were more challenging.

VI. DISCUSSION

The application faced challenges with the latency, range,
and accuracy of note detection. Latency could have been
caused by hardware limitations and the Unity game engine.
In terms of hardware, a delay was also present when using
voice commands in HoloLens 2. On the other hand, audio
processing in Unity may not be efficient.

The accuracy of note detection in relation to the tested
range was found to be slightly less reliable due to variations in
sound production among different instruments. For instance,
the audio analysis relied on a speaker, while the user testing
involved a piano. The accuracy of note detection could also
be influenced by harmonics, particularly in crowded chords
where multiple notes are present. Minimizing harmonics may
be impractical due to the nature of soundwaves and the
richness of frequencies in music. However, this character-
istic may be leveraged in conjunction with note detection
to predict lower frequencies that may have been missed.
To improve accuracy, a higher-quality microphone can be
used in conjunction with the mixed reality device. Addition-
ally, implementing an AI model can enhance the validation of
notes from various sounds based on their peaks. A different
game engine can also be explored to address audio process-
ing issues such as latency. Alternatively, a limitation on the
playable range can be imposed as another approach.

The results of the user evaluation revealed that users were
primarily motivated by curiosity and enjoyment to use the
mixed reality-based application, with limited impact on per-
ceived usefulness and control. The research did not find a
correlation between ease of use and curiosity (as indicated by
its normality), which could be due to individual differences
in adaptability and the strong desire to use the application
despite its difficulties. Based on these findings, a mixed real-
ity application with audio processing at its current state could
only be used as an entertainment tool and as a supplement
to traditional learning methods to help maintain motivation.
Score gains were also observed to be moderate. To enhance
motivation and score, the application can incorporate more
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intricate level designs that gradually train each hand before
playing challenging songs in full and provide additional guid-
ance on hand and finger placement. Moreover, more training
sessions can be included to help users familiarize themselves
with the technology and master the songs.

The use of audio processing in education can facilitate the
learning of various instruments and songs in creative ways.
However, inaccuracies exist and can be mitigated through
supervision by a tutor or an experienced musician who guides
the play. In the case of user testing in this research, an assistant
was present.

VIl. CONCLUSION

Audio processing in mixed reality applications offers flex-
ibility in learning piano. Based on the results using
the three-stage test in audio analysis, FFT with the
Blackman-Harris window gives the highest accuracy in note
detection. Validating notes through a microphone may be less
reliable compared to using MIDI input due to variations in
sound production. However, it can still be utilized to keep
users motivated and engaged in learning piano in an exciting
way. In the future, effectiveness will be improved by address-
ing these issues and incorporating users’ feedback.
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