
Received 4 June 2023, accepted 28 June 2023, date of publication 7 July 2023, date of current version 13 July 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3293041

Challenges and Issues in Sentiment Analysis:
A Comprehensive Survey
NILAA RAGHUNATHAN AND SARAVANAKUMAR KANDASAMY
Department of Computer Science, Vellore Institute of Technology, Vellore 632014, India

Corresponding author: Saravanakumar Kandasamy (ksaravanakumar@vit.ac.in)

ABSTRACT Sentiment analysis, a specialization of natural language processing (NLP), has witnessed
significant progress since its emergence in the late 1990s, owing to the swift advances in deep learning
techniques and the abundance of vast digital datasets. Though sentiment analysis has reached a relatively
advanced stage in the area of NLP, it is erroneously assumed that sentiment analysis has reached its
pinnacle, leaving no room for further improvement. However, it is important to acknowledge that numerous
challenges that require attention persist. This survey paper provides a comprehensive overview of sentiment
analysis, including its applications, approaches to sentiment classification, and commonly used evaluation
metrics. The survey primarily focuses on the challenges associated with different types of data for sentiment
classification, namely cross-domain data, multimodal data, cross-lingual data, and small-scale data, and
provides a review of the state-of-the-art in sentiment analysis to address these challenges. The paper also
addresses the challenges faced during sentiment classification irrespective of the type of data available.
It aims at a better understanding of sentiment analysis to enable practitioners and researchers select suitable
methods for sentiment classification depending on the type of data being analyzed.

INDEX TERMS Machine learning, sentiment analysis, natural language processing, cross-domain data,
multimodal data, cross-lingual data, small-scale data.

I. INTRODUCTION
Sentiment analysis, also known as emotion AI or opinion
mining, is a topic of study that seeks to comprehend the
sentiment behind unstructured information. For instance,
in ‘Liam likes apples’, Liam is the opinion holder, and his
emotional state or sentiment on the aspect - apples is posi-
tive. The emotional state of the opinion holder is extracted
from the given text by using machine learning (ML),
natural language processing (NLP), and lexicon-based
techniques.

A. GROWTH OF SENTIMENT ANALYSIS
In the internet age, driven by the younger generation, the
amount of data generated and shared is growing exponen-
tially. The data generated from the year 2020 onwards is
nineteen percent more than all the data generated before
the year 2020 [1]. This rapid increase in data generation
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will most likely continue in the near future, owing to the
rapid rise in the number of web applications, almost infi-
nite connections, and an unquenchable thirst for knowledge
extraction.

Another aspect is that the data generated and shared is
diversifying over time.When the internet started in the 1970s,
it was exclusively used for military purposes by govern-
ments, but as of 2023, the internet and social media have
5.16 and 4.62 billion users worldwide, respectively [2], [3].
It has caused a proliferation of opinion sharing through blogs
and social media posts on virtually anything and everything.
Hence, data generated on the internet are acknowledged as a
valuable source of data with an additional benefit for a broad
range of application disciplines.

Another key driver of the growth of sentiment analysis is
the increasing use of chatbots and virtual assistants. These
conversational agents rely on NLP and sentiment analysis to
comprehend and respond to user queries and feedback. The
role of sentiment analysis is to recognize the state of the mind
of the customer and provide a befitting response.
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Sentiment analysis has witnessed significant growth in
terms of techniques used in the last decade, with traditional
approaches such as lexicon-based and rule-based methods
being replaced by more sophisticated machine learning and
deep learning techniques. Among these techniques, super-
vised machine learning, deep learning, and transfer learning
have been the most widely adopted.

The growth of deep learning, supervised machine learning,
and transfer learning techniques in the last decade has enabled
more accurate and nuanced sentiment analysis results, pro-
viding businesses and organizations with deeper insights into
customer opinions and sentiment trends.

B. APPLICATIONS
Sentiment classification has numerous applications as it
enables automated analysis of large volumes of textual
data, providing valuable insights that can be used to inform
decision-making processes.

1) PUBLIC OPINION VIA SOCIAL MEDIA
Before the arrival of social networks, stakeholders, like non-
profit organizations and corporations had to rely solely on
media outlets to know public opinion. This gave the power
to media outlets to control the narrative and flow of public
opinion and partially prevented all the other stakeholders
from verifying the raw data themselves. With the rise of
social media, all stakeholders not only have ready admit-
tance to the generated data in social media through a huge
range of databases but also to collect them using technologies
like tweepy and textblob [4]. Content generated from social
media has been one of the best compilations of material
from which to extricate public sentiment on a particular
topic [5], [6], [7], [8]. The availability of raw data has also
enabled them to detect fake news generated [9], [10], which
would be very hard in traditional methods such as newspapers
and magazines.

2) PRODUCT ANALYSIS
The e-commerce market has witnessed a compounded annual
growth rate (CAGR) of 14.70% since the year 2020 [11].
This has led to an increasing number of customers inclined to
post their individual opinions about a product, and hence the
commercial significance of reviews has also been growing.
A contentious issue nowadays is how to recognize and gather
customer thoughts and attitudes from voluminous casual
remarks. This requirement is addressed by sentiment anal-
ysis. Several works have been proven to have successfully
classified reviews on e-commerce sites [12], [13], [14], [15].
Such sentiment analysis on reviews has proven beneficial not
only for e-commerce sites but also for other applications like
movie reviews as well [16], [17], [18].

3) STOCK MARKET
Trends in the stockmarket tend to reflect the state of the econ-
omy and the capital movement. These tendencies typically

change in response to real-life events like parliamentary elec-
tions, industrial breakthroughs, or some form of calamity, but
the most impactful factor is the statistics of these events and
the public reaction. Therefore, the stock market is extremely
volatile and prediction of the direction of the market is com-
plicated. However, past works have proven that the trend of
the stock market can also be predicted successfully [19], [20],
[21], [22], [23], [24].

4) ENTERPRISE MANAGEMENT
Due to the increased competition among enterprises, tradi-
tional enterprise management techniques no longer have the
capability of meeting the demands of sustainable develop-
ment of businesses or making use of social data effectively.
That being the case, organizations have turned to sentiment
analysis to comprehend the emotional state that business
employees experience on a regular basis [25], [26].

C. OUTLINE OF SENTIMENT ANALYSIS
Opinion mining or emotion AI, more commonly referred to
as sentiment analysis, is the study of the emotional state of
subjective data through systematic identification, extraction,
and quantification. The foundation of sentiment categoriza-
tion is based on three levels:
i. Document Level: The assignment at this level is to ascer-

tain if the overall emotion the paper exhibits is favorable,
unfavorable, or neutral.

ii. Sentence Level: This work at this level focuses on the
sentences and evaluates if each one represents a favor-
able, unfavorable, or neutral viewpoint.

iii. Feature Level: This level intends to recognize the senti-
ment about a particular feature or entity of a given text.
For instance, in the expression, ‘The film had a good
story’- the film is the entity and story is the aspect of
the entity.

Having established the level of sentiment analysis classifi-
cation, it is necessary to explore the mechanism by which
this classification is carried out. Classification of any text
has two stages. The first stage comprises pre-processing the
data and the second stage comprises the classification of
data. Data pre-processing in turn consists of two major steps-
tokenization and token normalization. Tokenization is the
operation of dividing a chain of input characters into the so-
called individual tokens. Token normalization is the operation
of reducing the derivational and inflectional constructs of
a word to a common base construct. Token normalization
consists of stemming, lemmatization, and removal of stop
words. Stemming is removing the prefix, suffix, circumfix,
and infix of a word to get it to the root form. Lemmatization
is the conversion of the several forms of a word into a single
form based on a word lemma. Lastly, stop words are words
like ‘is’, ‘the’, ‘a’, etc., that have no impact on how sentiment
is classified, hence they are removed. The second stage of
text classification involves applying a chosen algorithm to the
pre-processed data to consign it to predetermined classes or
categories based on the task requirements.
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D. FOCUS OF THIS SURVEY
Sentiment Analysis is a well-established specialization of
NLP, and several survey papers have been published on this
topic [27], [28], [29]. However, most of these surveys focus
on a specific technique or a specific type of sentiment clas-
sification. In this survey paper, we take a different approach
that is based on the types of sentiment classification that are
best suited for different types of data.

Approach 1 - Based on the technique: One common
approach employed in surveys is to base the survey paper
on a particular technique for sentiment classification. For
example, [30] explores deep learning techniques for senti-
ment classification. However, if a researcher intends to tackle
a real-world problem, the approach to the problem would
depend on the available data. If a problem has voluminous
data from a different domain, it may require the use of deep
learning and transfer learning techniques. In such cases, the
researcher may need to refer to two survey papers, where the
first survey focuses on aspect-level sentiment classification,
and the second survey deals with cross-domain sentiment
classification. Our survey takes an approach that depends on
the type and source of available data to solve these types of
issues. We discuss the challenges of the given data along with
the most effective techniques to solve the problem, regardless
of whether it is a machine learning or deep learning algorithm
that should be used.

Approach 2 - Based on the type of sentiment classifica-
tion: Some surveys focus on a particular type of sentiment
classification [31], [32], [33], [34], however in real-world
scenarios, obtaining clean and comprehensive datasets for
sentiment analysis can be challenging. Ideally, we would like
to have a single dataset containing all the necessary reviews,
but this is rarely the case. This can lead to challenges related
to multi-source cross-domain, and aspect-level cross-lingual
sentiment classification. While some works focus on aspect-
level sentiment analysis, they may not address the challenges
of cross-domain sentiment classification. To address these
challenges, researchers may need to refer to multiple surveys,
each addressing a specific type of sentiment classification.
Our survey discusses the challenges of different types of
sentiment classification, including those that are often over-
looked in other surveys.

To summarize, our goal is a survey that covers both the
‘Approach 1’ and ‘Approach 2’ discussed above. In other
words, we aim to cover both the techniques for and the types
of sentiment classification, so that the challenges in the real-
world problems are more efficiently addressed.

Fig. 1 shows the breakup of the papers surveyed. To ensure
a fair representation, the span was chosen to be two years.
To give more weightage to more recent work, 32.7% of the
papers are those published in the last two years (2021-22),
and 50% of the papers are those published within the last
four years (2019-22). However, at 17.6%, significant con-
tributions prior to the year 2015 have also been included in
the paper.

E. STRUCTURE OF THIS SURVEY
This survey is structured to provide a comprehensive review
of the field of sentiment classification. Beginning with an
overview of the various sentiment classification approaches,
the evaluation metrics used to assess the performance of
these models are examined next. The challenges associated
with different kinds of sentiment classification categorized
on the type of data are then delved into, and the past methods
used to address these challenges are highlighted. The paper
culminates with a broad outlook on the field of sentiment
classification.

FIGURE 1. Timeline of papers surveyed.

II. APPROACHES TO SENTIMENT CLASSIFICATION
Two primary perspectives to sentiment analysis include
machine learning and lexicon-based methods, which are
explored in further detail below.

A. MACHINE LEARNING-BASED APPROACH
Machine learning (ML) allows a system to learn from its
experiences and enhance its performance. This approach
requires training a machine learning model on a labeled
dataset, where each text sample is associated with a sen-
timent label. The model learns to recognize features and
patterns in the text which are indicative of each sentiment
class. Machine learning has proven its ability to handle the
intricacies of human language [35], [36], [37], [38]. The
ML-based approach can be further classified into four sub-
groups, explained next.

1) SUPERVISED LEARNING
Supervised learning is a specific category ofmachine learning
techniques that involves instructing a computer program to
recognize and categorize patterns in labeled datasets. These
labeled datasets have pre-assigned labels that represent the
correct output or desired response. The primary objective
of supervised learning is to teach the model to associate
input data with the corresponding labeled output data, which
in turn enables the model to make accurate predictions on
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FIGURE 2. Approaches to sentiment classification and their sub-classifications.

new data that it has not seen before. Supervised machine
learning algorithms are often preferred because they can
leverage the labeled examples in the training dataset [39],
especially when such data is available. These algorithms are
very popular in sentiment classification and were among the
earliest approaches to the task. Supervised learning can be
further classified into the following two categories:

a: LINEAR CLASSIFIER
A linear classifier is a model that uses a linear combination
of explanatory variables to classify data points into discrete
categories. This approach divides the data into two spaces
based on a linear boundary, with each space representing a
different class label.

Two popular linear classifiers are explained next.
Support Vector Machine (SVM): SVM techniques attempt

to create an ideal hyperplane that correctly divides the data
points into the appropriate classes. To achieve the best gen-
eralization capability, SVM identifies the optimal trade-off
between complexity and learning potential. For more than
a decade, the SVM technique has proven to be successful
on sentiment classification tasks [40] and is a very popular
supervised machine learning classifier [41].
Generalized Linear Model (GLM): GLM is an augmenta-

tion of the traditional linear regression model that maximizes
the log-likelihood to fit generalized linear models to
the data [42], [43]. It is a versatile, reliable, and

easy-to-understand model that offers a valuable method for
modeling categorization [44].

b: PROBABILISTIC CLASSIFIER
A probabilistic generative model is a statistical method that
leverages hidden random variables to model latent structure,
providing a stochastic approach to data generation. These
models use a predetermined dataset to perform statistical
inference and calculate probability functions over the hidden
variables, which are often approximated with higher-order
uncertainty. Higher-order uncertainty refers to the additional
uncertainty or risk that arises from considering higher-order
moments beyond the mean and variance of a probability
distribution.

The probabilistic-based approach involves converting text
data into numerical vectors by mapping each word or docu-
ment to a unique point in a high-dimensional vector space.
This mapping is done in a way that captures the semantic and
contextual meaning of the text. By using this vector represen-
tation, sentiment classification models can identify patterns
and relationships in text data, allowing them to accurately
categorize text into neutral, negative, and positive sentiment
categories.

As with the linear classifier, two popular probabilistic clas-
sifiers are explained next.
Naïve Bayes Classifier (NB Classifier): Constructed on

the Bayes Theorem and the simplistic independent hypothe-
ses across features, the Naïve Bayes (NB) classifier is
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a straightforward stochastic-based supervised machine learn-
ing classifier. The NB classifier is predicated on the assump-
tion of feature independence for a given class, which implies
that it considers the features to be uncorrelated with one
another. The NB classifier utilizes the independent feature
assumption to calculate the posterior probability of a spe-
cific category based on the given text data in sentiment
classification [45], [46], [47].
Ensemble Method: Ensemble learning is a technique

that has greatly influenced the field of machine learning.
To achieve higher levels of efficiency and generalization
capacity than the individual basis learners, the ensemble
learning approach trains many base learners and aggregates
their predictions [48]. This technique combines the strengths
of several models to enhance classification performance and
is often used as the core of hybrid models [49], [50], [51].
Ensemble learning techniques can be widely categorized into
three types - boosting, bagging, and stacking - each with its
own unique approach to combining the base models.

2) UNSUPERVISED LEARNING
Unsupervised machine learning algorithms are used where
there are no labeled data to train the classifier. These tech-
niques rely on self-learning and have been demonstrated to be
effective in the field of NLP, particularly in sentiment classi-
fication [52], [53]. The majority of the current unsupervised
sentiment categorization approaches can be divided into two
stages [54], [55]. In the first stage, the sentiment intensity of
the text is calculated by estimating the sentiment strength of
the terms and expressions used to express emotions. In the
second stage, the sentiment categorization of data is achieved
by referring to the sentiment strength of the data against the
baseline value of ‘0’.

3) SEMI-SUPERVISED LEARNING
Supervised learning has shown a lot of success in many
sentiment analysis tasks, but to boost the generalizability of
the learning model, a substantial quantity of labeled data
is required [56]. To leverage large amount of unlabeled
data, unsupervised learning is presented as a feasible option.
By blending unsupervised and supervised learning tech-
niques, semi-supervised learning provides a suitable solution.
Semi-supervised learning is accomplished by using the unla-
beled data for unsupervised learning and the labeled data for
supervised learning and then integrating both to enhance the
learning model’s performance [57], [58], [59].

4) DEEP LEARNING
Deep learning has ascended the emotion categorization ladder
during the last decade. To overcome the challenge of han-
dling many hidden layers in a neural network, deep learning
adopts a multilayer approach. While conventional machine
learning techniques rely on feature selection techniques or
explicit feature extraction methods, deep learning models
automatically learn and retrieve features, thereby enhancing

accuracy and performance. Additionally, hyperparameters of
classifier models are also automatically evaluated in most
cases. Consequently, deep learning has gained widespread
adoption in sentiment classification tasks [60], [61],
[62], [63].

B. LEXICON-BASED APPROACH
A lexicon is an aggregation of words that are related to a
specific emotional orientation. A sentiment lexicon is used
in the lexicon-based approach to ascertain the polarity of
a text document. In the pre-processed data, each word is
identified and assigned a part of speech (POS), such as a
verb, adverb, noun, pronoun, etc. This POS labeling is then
utilized as a feature to extract the emotional content of a given
text statement. Finally, the polarity is calculated by searching
the tokenized words through any lexical resource to get their
score to determine their polarity. The final score for the input
data is obtained by totaling the individual scores of each
word [64], [65], [66].

The lexicon-based approach can be further classified into
two sub-groups explained below.

1) DICTIONARY-BASED APPROACH
The dictionary-based technique for sentiment analysis is an
unsupervised method that involves utilizing a lexicon of
terms to determine the sentiment of a given text [67]. This
approach is rule-based and relies on a sentiment dictionary
to statistically determine the sentiment weights of the words
that express various emotions in the text [68]. However, the
effectiveness of this approach relies on the accuracy and
completeness of the pre-existing sentiment lexicons used.

2) CORPUS-BASED APPROACH
As opposed to the dictionary-based method, the corpus-based
approach makes use of co-occurrence metrics or language
structures in a corpus. This approach employs two different
techniques:

a: STATISTICAL APPROACH
This corpus-based approach utilizes statistical methods to
identify opinion seed words based on their frequency in writ-
ings with positive or negative tones. If their frequencies are
equal, they are considered neutral. Contemporary techniques
rely on the observation that words with similar sentiments
often co-occur in corpora, and their polarity can be estimated
bymeasuring their relative frequency of recurrencewith other
words in the same situation [69], [70], [71].

b: SEMANTIC APPROACH
This approach allows for semantically related phrases to be
assigned similar emotional evaluations by utilizing a database
of emotional words that can be recursively expanded with
synonyms and antonyms. The sentiment polarity of a lexical
item is ascertained by analyzing the proportional number of
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positive and negative counterparts for that term [72], [73],
[74].

III. EVALUATION METRICS
For any growing field of research, it is necessary to establish
a commonly accepted evaluation methodology that is widely
used within the field. This holds true for sentiment classifica-
tion as well. At present, the bulk of the studies surveyed adopt
the following standard measures.

A. ACCURACY
Accuracy is a measure of the number of correct predictions,
given the total number of predictions. It is calculated by
taking the ratio of the number of true positives and true
negatives to the total number of samples. Mathematically, the
accuracy, ACC, is given by

ACC =
TN + TP

TN + TP + FP + FN
(1)

where TN is the tally of true negatives, TP is the tally of true
positives, FP is the tally of false positives, and FN is the tally
of false negatives.

A greater accuracy indicates that the model is better and
will anticipate the text’s emotion more exactly.

B. PRECISION
Precision is a measure of accuracy, indicating the extent to
which the model’s predictions are correct. It is the fraction
of true positives to the total number of positives. Mathemati-
cally, the precision, PRE, is given by

PRE =
TP

TP + FP
(2)

A lower value of precision indicates a higher value of false
positives, and a higher value of precision indicates a lower
number of false positives. Consequently, a greater precision
score denotes better performance.

C. RECALL
Recall is a measure of the totality of the model’s predictions,
indicating the extent to which all relevant samples have been
correctly classified. It is the ratio of true positive predictions
to the sum of true positive and false negative predictions.
Mathematically, the recall, REC, is given by

REC =
TP

TP + FN
(3)

A higher recall means that more of the relevant samples have
been correctly classified, while a lower recall indicates that
there are many false negatives in the model’s predictions.

D. F-MEASURE
F-measure is a metric that balances recall and precision in
sentiment categorization. It is calculated as the harmonic
mean of precision and recall, given by

F1-score = 2 ×
PRE × REC
PRE + REC

(4)

A bigger F1-score indicates a better performance of themodel
in capturing both the true positive cases and avoiding false
positive cases. In other words, a big F1-score means that
the model is well-balanced between correctly identifying the
relevant results and having a low number of false positive
results.

E. K-FOLD CROSS-VALIDATION
Machine learning models can be assessed by the resampling
technique of cross-validation. In k-fold cross-validation,
a limited sample of data is shuffled and split into k number
of groups. Later the model is trained on a single group and
tested on k−1 group. k-fold cross-validation is used to avoid
underfitting and overfitting.

F. CONFUSION MATRIX
The performance of a model is visualized using a confusion
matrix (Table 1). The various metrics that can help evaluate
the model performance can be computed by analyzing the
confusion matrix.

TABLE 1. Confusion matrix.

IV. CHALLENGES IN SENTIMENT ANALYSIS
The sentiment classification approach in this paper is dis-
cussed in Sections IV-A to IV-D. These Sections cover
different aspects, challenges, and their specific issues. Each
Section concludes with two tables. The first table lists the
challenges discussed, techniques used to overcome the chal-
lenges, and the most optimal technique. The second table
lists the evaluation metrics of the most optimal techniques
in the first table. Additionally, Section IV-E outlines the
challenges that apply to sentiment classification regardless of
the classification type.

A. CROSS-DOMAIN SENTIMENT CLASSIFICATION
While sentiment analysis techniques typically classify the
sentiment of an entire text, such as a paragraph or a sen-
tence, in practical applications, it is often required to analyze
the sentiment towards multiple target entities within a piece
of text. For example, the sentence ‘‘The film has great
songs, but poor screenplay’’ is positive regarding the songs
and negative regarding the screenplay. Cross-domain senti-
ment classification (CDSC) involves building a model that
transfers knowledge from one domain to another. Without
proper aspect information, it can be challenging to accu-
rately determine the sentiment of a target phrase, which
leads to a significant number of mistakes in sentiment
classification [75].
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FIGURE 3. Obstacles specific to different types of sentiment classification and the shared challenges encountered by all of them.

In the past, target-dependent sentiment categorization has
primarily focused on feature engineering to improve the
performance of classifiers, such as SVM [75], [76], [77].
These techniques require complex feature engineering or/an
substantial language riches, which are error-prone, time-
consuming, and demand deep domain expertise. To address
these challenges, several sentiment lexicons have been con-
structed [78], [79], [80], which require a significant amount of
human effort. However, transferring these lexicons to another
domain is a difficult task. Deep learning techniques have
become widely used for these types of problems. One exam-
ple is [81], which uses a neural attentive model for aspect-
level sentiment classification across domains (NAACL).
In NAACL, a weakly supervised latent dirichlet allocation
(wsLDA) model is used to identify domain-specific aspects
of a piece of text, using a multi-view attention mechanism
and an aspect-level classifier. The following are the major
difficulties in cross-domain sentiment classification.

1) TRANSFER OF SENTIMENT FEATURES
Cross-domain sentiment categorization requires an under-
standing of pivot elements and non-pivot elements.

Pivot elements are sentiment features that can be trans-
ferred across different domains, while non-pivot elements are
domain-specific features that cannot be easily transferred.
Pivot elements are words that have matching sentiment ori-
entation irrespective of the domain they appear in, such as
‘sad’, ‘happy’, ‘bad’, and ‘good’. Hence, pivot elements are
used for comparing sentiments across domains. Non-pivot
elements, on the other hand, are words that are domain-
specific, like ‘sweet’, that can refer to taste, or quality of the
human, or happiness. They are used for accurate sentiment
classification in that particular domain and cannot be easily
compared.

Therefore, it is important to understand the difference
between pivot and non-pivot elements, as the use of pivot ele-
ments can increase the performance across different domains
and non-pivot elements improve the accuracy in that spe-
cific domain. Fu and Liu [82] proposed a novel approach
to improve cross-domain sentiment classification adopting a
hierarchical attention network called KPE-net.

The KPE-net extracts the transferable pivot elements
from different domains and constructs a joint attention
learning network called non-KPE-net (NKPE-net) using
pivot elements as a bridge. The NKPE-net captures the
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domain-specific non-pivot elements to enhance the sentiment
classification performance. Finally, a Sentiment-Sensitive
NetworkModel (SSNM) is built by combining both the KPE-
net and NKPE-net to improve the sentiment classification
accuracy across different domains. This approach addresses
the challenges of transfer learning and domain adaptation
in cross-domain sentiment classification, and the results
from experiments establish its effectiveness when compared
against other state-of-the-art methods (see Table 2 ).

2) MULTI-SOURCE
In many cases, data sources used for sentiment analysis are
highly diverse, originating from different source domains.
Traditional domain adaptation techniques are often used to
bridge the gap between the target and source domains, but
they are generally not effective in selecting critical domain
sources and do little to mitigate the negative transfer that
can result, ultimately leading to decreased model perfor-
mance. To handle this concern, Fu and Liu [83] proposed
a novel contrastive transformer-based domain adaptation
method (CTDA). This method utilizes a mixed selection tech-
nique to choose the top-k sources and an adaptor to obtain
domain-invariant information. Additionally, a discriminator
is employed to extract domain-variant information. Overall,
a classifier grading constituent is employed to determine the
caliber of various source classifiers.

3) FEATURE IDENTIFICATION
In the sentences, ‘The songs in the movie are very bad’ and
‘The songs are very pleasant to listen to’, the word ‘songs’
is regarded as negative in the first expression and positive
in the second expression. For such problems, deep learning
models show poor performance. Tang et al. suggested using
the graph domain adversarial transfer network (GDATN) in
their study [84]. This approach predicts the sentiment of
target domain data without labels by leveraging labeled data
from a different domain. In the proposed method, features
are obtained through the utilization of both a graph attention
(GAT) network and bidirectional long short-term memory
(BiLSTM) network. The gradient reversal layer (GRL) is then
employed to identify and extract shared text features across
domains. By using this method, the sentiment classification
model can improve its performance in cross-domain senti-
ment analysis.

Table 2 shows the challenges encountered in cross-domain
sentiment classification, the techniques used to address these
challenges, and the most optimal of these techniques.

Table 3 presents an in-depth examination of the met-
rics employed to determine the most optimal technique for
addressing each challenge in cross-domain sentiment classi-
fication mentioned in Table 2.

B. MULTIMODAL SENTIMENT CLASSIFICATION
Verbal communication is the primary mode of exchanging
information in the real world, but people also express their

TABLE 2. Review of challenges to cross-domain sentiment classification.

TABLE 3. Complementary analysis of Table 2.

feelings and opinions through non-verbal cues such as physi-
cal postures, facial gestures, and vocal intonation. The role
of non-verbal communication in conveying perspectives is
crucial and cannot be ignored. Therefore, comprehending the
context of what someone is communicating through verbal
communication alone is challenging. Likewise, extracting the
sentiment of a user from texts alone is equally difficult, hence
the use of multimodal sentiment classification (MSC) has
widely increased.MSCmakes use of multimodal information
and extracts the textual, visual, and audio features to predict
the sentiment.

In MSC, there are three fusion methods used: decision-
level fusion, feature-level fusion, and hybrid fusion. Feature-
level fusion involves obtaining characteristics from several
media sources and merging them into one unified vector,
which is used as the input for the classification process.
Decision-level fusion, on the other hand, collects features
from various media and feeds them into the classifier to
generate a final vector. The hybrid fusion approach integrates
decision-level and feature-level techniques, by first perform-
ing feature-level fusion between the two modalities, and then
using decision-level fusion as a secondary step to integrate
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the results from the first stage of feature-level fusion with the
remaining modality.

For visual feature extraction, convolutional neural net-
works (CNNs) or related models are commonly used. The
output from the hidden layers of these networks is then uti-
lized as image features for additional processing [98], [99].
Meanwhile, the widely used method for text feature extrac-
tion is bidirectional encoder representation (BERT), which
utilizes a self-supervised learning approach on a large com-
pilation to generate a distributed feature representation for
words. Researchers have used different methods to integrate
visual and textual features [92]. For instance, some studies
use a visual feature to direct attention to an LSTM model
for text feature extraction [100], while others use the cached
LSTM model to extract comprehensive semantic data for an
entire document [101]. Multilayer perceptron (MLP) is used
in some studies to extract multimodal features [102], while
an attention-based modal gated network (AMGN) is used to
perform sentiment classification [103]. The AMGN uses a
modal gate LSTM to integrate the text and image information,
allowing for the selection of the strongest sentiment modal
features.

The following are the major challenges with respect to
multimodal sentiment classification.

1) IMPROPER CORRELATION
Improper correlation refers to the scenario in multimodal
sentiment classification where the correlation between the
different modalities used (such as textual, visual, and audio
features) is not properly considered or accounted for. Con-
catenating modalities without proper correlation may not
adequately represent properties within and across modalities.
To address this issue, a cross-modal complementary network
(CMCN) with hierarchical fusion has been proposed in [104]
for multimodal sentiment classification. The CMCN utilizes
three key modules for feature extraction in a hierarchical
framework. The first module uses BERT to learn text features,
while the second module uses the visual geometry group
network (VGGNet) to learn image features. The third module
is a cross-modal hierarchical fusion (CMHF) module, which
fuses attributes from text and image modalities using joint
optimization techniques to capture both the complementary
features across different modalities and implicit characteris-
tics within a single modality. The CMHF module allows for
the efficient fusion of features and accounts for the proper
correlation between modalities, leading to more accurate and
robust sentiment classification.

2) NOISY DATA
Noisy data refers to data that contains errors or irrelevant
information that can negatively affect the performance of
the sentiment classification model. In the framework of mul-
timodal sentiment classification, noisy data can arise from
various sources, such as inaccuracies in the text, visual or
audio data, or inconsistencies between different modalities.

Convolutional neural networks (CNNs) are very popular to
extricate features from images, which are then combined with
text features using attention or concatenation mechanisms for
multimodal sentiment classification. However, the existing
methods do not fully exploit the complementary relationship
between text and images or the exquisite details in the images.
Moreover, these algorithms fail to consider the detrimental
impact of noisy images on sentiment categorization. To com-
bat these concerns, [105] has proposed a novel multimodal
sentiment classification model that utilizes a gated attention
mechanism. This gating mechanism empowers the model
to selectively focus on the important image features while
ignoring the noise introduced by the integration of text and
image features.

Table 4 shows the challenges encountered in multi-modal
sentiment classification, the techniques used to address
these challenges, and the most effective/optimal of these
techniques.

TABLE 4. Summary of challenges to multimodal sentiment classification.

Table 5 presents an in-depth examination of the met-
rics employed to determine the most optimal technique
for addressing each challenge in multimodal sentiment
classification.

C. CROSS-LINGUAL SENTIMENT CLASSIFICATION
Sentiment analysis is challenged by the reality that data
is kept in various languages due to the diverse linguistic
backgrounds of people in various regions of the world. In a
real-world scenario, if one were to analyze the sentiment of a
specific topic based on tweets by users all over the globe, the
tweets would be in several languages. Cross-lingual models
are employed in these kinds of scenarios. Dealing with data
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TABLE 5. Complementary analysis of Table 4.

that spans many languages presents significant difficulties
since each language has its own word resources and unique
grammatical framework.

The following are the major challenges with respect to
cross-lingual sentiment classification.

1) ASPECT-LEVEL CROSS-LINGUAL CLASSIFICATION
Aspect-level sentiment classification is a challenging exer-
cise that requires establishing the sentiment inclination of
each aspect in a multi-aspect phrase. This task also involves
analyzing the relationships between important details and
phrases, which is a critical part of aspect-based sentiment
categorization. For instance, ‘‘The theatre had a huge screen,
but the sound effects were awful.’’ This phrase contains
two aspects that require polarity classification: ‘‘screen’’
and ‘‘sound.’’ The opinion words ‘‘awful’’ and ‘‘huge’’ are
associated with the polar words ‘‘negative’’ and ‘‘positive’’,
respectively.

Academic attention has been focused on developing mod-
els for aspect-level sentiment classification. In the context of
supervised learning, ML algorithms are commonly employed
by researchers to build classifiers [117], [118], [119]. One of
the orthodox approaches is the attribute-based support vector
machine (SVM) [120], [121]. Another promising technique
is back-to-back neural network-based word representation
learning, that utilizes an attention mechanism [122]. This
approach is preferred by many researchers as it avoids the
need for time-consuming feature engineering and produces
high-quality results. Among these methods, the LSTM fusion
attention mechanism has shown promising results in previous
studies [123], [124].

BERT provides multilingual word embeddings for more
than a hundred languages and is more effective in senti-
ment prediction than other models, especially for languages
with limited resources [125]. Attention mechanisms are used
among various neural networks to extract specific contexts
in some studies [124], [126], [127]. Despite several research
studies on aspect-based sentiment analysis, nouns, adjectives,
and verbs, which are significantly related to aspects and
their sentiments, are often overlooked as POS in these stud-
ies. Additionally, aspect-based sentiment classification across
languages is not well-focused on homographic terms because
of the limited volume of the cross-lingual data vocabulary.

In sentiment analysis, there have been several attempts
to develop models that can classify sentiments in multiple
languages. One such approach, described in [128], uti-
lizes a multi-layer CNN architecture that builds upon the

mono-lingual techniques outlined in [129]. Addition-
ally, [130] attempted to categorize sentiments in Spanish,
German, and French, using three distinct machine translation
techniques: Google, Bing, and Moses.

Cross-lingual word embedding has been explored through
an adversarial learning process using a supervised tech-
nique [131]. This approach involves mapping embeddings
of the target and source languages into a shared vector
space. This multilingual word approach can support up to
thirty languages. However, it has been observed that the
accuracy of mapping target and source languages in a com-
mon vector space decreases significantly when transitioning
from resource-affluent to resource-impoverished languages,
mainly as a result of insufficient data for languages with
inadequate resources.

A multilingual n-gram-based approach was proposed
in [132] for aspect category detection of online reviews, using
multilingual word embedding to handle multilingual data.
This approach divides aspect category detection into three
sub-activities: aspect category detection, attribute detection,
and entity detection, and operates independently of transla-
tion techniques. While one of its key advantages is its ability
to recognize pre-established aspect categories, the approach
is less successful in dealing with languages that have a short-
age of resources, such as limited digital language resources.

By using multi-lingual BERT and bilingual dictionaries,
a deep learning strategy for cross-lingual aspect-based senti-
ment categorization is proposed, which extracts POS tagging
data [133]. The reviews are pre-processed, turned into tokens,
andmapped from one language to another using bilingual dic-
tionaries. The multilingual BERT is then utilized to generate
vectors, which are then fed into the deep-learning classifier
for training. The effectiveness of the method put forward is
assessed using a multilingual dataset for aspect-based senti-
ment classification.

2) REPRESENTATIONAL FLEXIBILITY AND
ALIGNMENT DIFFERENCES
Feature representation learning-based methods aim to mit-
igate distributional discrepancies by inducing a suitable
feature characterization between the target and source lan-
guage domains. Several variations of subject models have
been suggested to address cross-lingual categorization issues.
To achieve perfect alignment between the required domains,
it has been suggested that the domains should share the
same underlying subjects [134], [135], [136], [137] and to
comprehend a projection matrix among several domains, it is
proposed to use common subjects [138].

The techniques mentioned above suffer from an inher-
ent flaw, namely, the requirement of a perfect layout of
themes over language domains. The optimal layout is attained
through either one-to-one topic layout or matrix extrapola-
tion. However, imposing strict layout constraints can limit
the representation adjustability and result in decreased model
performance [139], particularly when there are significant
dissimilarities in the distributions between the target and
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source language domains. Put differently, the presumption of
perfect alignment is often erroneous since language domains
often have varying underlying distributions. Therefore, it is
essential to relax the constraints on perfect alignment to
address cross-lingual categorization challenges.

Ref. [140] proposed a coarse alignment technique that
uses group-to-group topic alignment to improve the model’s
representation and then fine-tune it into a fine-grained model
at aspect level - aspect, opinion, and sentiment unification
model (AOS), an unsupervised model that unifies aspects,
opinions, and sentiments of reviews from various domains,
uses coarse alignment to capture more accurate latent fea-
ture representation. To enhance AOS further, a partially
supervised AOS model (ps AOS), is employed, in which
tagged source language data are used in conjunction with
logistical regression to diminish the variation in feature depic-
tions across two language realms. Finally, a framework for
expectation-maximization with Gibbs sampling is suggested
as a way to improve the model’s performance.

Table 6 shows the challenges encountered in cross-lingual
sentiment classification, the techniques used to address
these challenges, and the most effective/optimal of these
techniques.

TABLE 6. Summary of challenges to cross-lingual sentiment classification.

Table 7 presents an in-depth examination of the met-
rics employed to determine the most optimal technique for
addressing each challenge in cross-lingual classification.

D. SHORT-TERM AND SMALL-SCALE SENTIMENT
CLASSIFICATION
The information exchange facilitated by the widespread use
of the Internet has led to unparalleled convenience, enabling
hot topics to generate massive online debates.

TABLE 7. Complementary analysis of Table 6.

For small-scale short-term sentiment classification
tasks, classifiers with smaller number of layers such as
TextCNN [146], FastText [147], TextRNN [148], and
TextCRNN [149] are commonly employed. These classifiers
have the advantage of not needing extensive training or mas-
sive amounts of data. However, they tend to perform poorly in
classification due to their limited structure, notwithstanding
efforts aimed at optimization and other modifications.

Various techniques have been employed to augment data
information to improve sentiment categorization in such sit-
uations. Data size expansion is a simple solution, which
was achieved by introducing a hybrid neural network model
that uses data expansion methods [150]. This technique can
enlarge the data size, enhance themodel’s generalization abil-
ity, and ultimately increase its accuracy. Although intensive
training on large-scale data is still required, this approach
artificially increases the data scale. Another popular and
practical strategy is to use multi-modal information. A hybrid
classifier trained on a combination of images and text from
social media was proposed instead of relying on a single
input [151]. To achieve high accuracy, [152] incorporated
video information on top of this foundation and extracted
features from data of different modalities.

Finally, user attributes convolutional and recurrent neu-
ral networks (UCRNN), a sentiment categorization method
based on text data from multi-modal social media, uses par-
allel RNN and CNN to analyze text information and user
attributes, respectively.

E. OTHER CHALLENGES
The earlier sections focused on challenges that are specific
to certain forms of sentiment classification. In addition, there
are other issues that are relevant to sentiment classification in
general, and these are discussed in the following subsection.

1) FEATURE SELECTION
Feature selection is a key step in improving the accuracy and
reducing the training time ofmodels used for prediction tasks.
Typically, data used for prediction has numerous features,
some of which may be unrelated or even damaging to the
model’s performance. To address this issue, three strategies
have been developed for feature selection: filter, wrapper, and
hybrid. Recent studies have demonstrated the advantages of
the hybrid strategy for sentiment classification tasks com-
pared to the wrapper and filter strategies [153].
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The evaluation of the relevance of words to a document
is a crucial aspect of sentiment analysis. One com-
monly used technique for this exercise is term frequency-
inverse document frequency (TF-IDF). However, this method
can be improved by incorporating Next Word Negation
(NVM) [154]. This modification addresses common word
negations like ‘‘yes,’’ ‘‘yep,’’ ‘‘yeah,’’ and ‘‘sure’’.

To further enhance the technique, [155] integrated the
chi-squared statistic selection method and used SVM as
the classifier. The chi-squared statistic calculates the corre-
lation between a word feature and its associated class or
category. Later, Mohd Nafis and Awang [156] proposed a
model that combines TF-IDF with support vector machine-
recursive feature elimination (SVM-RFE) as an improved
hybrid feature selection method. TF-IDF selects the features,
and SVM-RFE ranks them in the order of their importance.
Khan et al. [157] used a different hybrid strategy by inte-
grating the wrapper-based backward feature selection (BFS)
method with the ensemble of multiple filters feature selection
(EMFFS) method. Another approach for feature selection
is information gain (IG), in which each feature is given a
weight and used for selection [158], [159]. Sparsity-adjusted
information gain (SAIG) is a modified information gain (IG)
algorithm for feature selection that outperforms the tradi-
tional IG algorithm in terms of accuracy and efficiency,
especially in datasets with high sparsity [160].

2) FEATURE EXTRACTION
Statistical machine learning algorithms cannot be extended
to text categorization issues although they are effective for
less sophisticated applications of sentiment classification
[161], [162]. Deep learning algorithms, on the other hand,
produce noteworthy outcomes in sentiment analysis [163].
Deep learning allows CNNs to grasp intricate and non-linear
structures, which enables the CNN to learn high-dimensional
complexities.

However, CNN is not capable of association, and the suc-
cess of the CNN model largely depends on the appropriate
window size [164]. RNN is effective in learning sequential
models, however, it cannot extricate local features simultane-
ously. Consequently, RNN can be used in conjunction with
CNN.

The LSTM is an RNN-basedmodel that aims to address the
issue of the inability to achieve local feature extraction and
sequential learning concurrently. RNN’s structure is altered
by LSTM - it transforms the RNN layer into a structure with
a memory cell and a gate. The LSTM’s goal is to preserve the
data in the memory cell for future use and updation. The gra-
dient exploding and disappearing difficulties in RNN [164]
are resolved by LSTM with the help of this new structure.
Additionally, since LSTM versions may capture extended
short-term dependencies, applying them to tackle sentiment
analysis issues is more promising.

In text sentiment categorization, the text is often defined
as vectors in high-dimensional space. Bi-LSTM cannot

emphasize crucial information while extracting context from
features [165]. To overcome these limitations, a new deep-
learning text classification model merging the CNN and
Bi-LSTM structures has been proposed, which addresses
the shortcomings of Bi-LSTM [166]. By including a con-
volutional layer into a CNN model, the new ConvBiLSTM
structure seeks to address the restriction of Bi-LSTM. The
one-dimensional convolutional layer shrinks the size of the
input texts by extricating n-gram features at various sentence
locations. These features are used to feed the Bi-LSTM,
which extracts contextual data to categorize sentiment
findings.

3) STAGNANT ACCURACY
The development of pre-trained language models (PLMs),
such as ALBERT [167], BERT [92], and RoBERTa [168],
has led to significant advances in various NLP applications,
inclusive of document-level sentiment categorization. How-
ever, recent research has focused on improving text modeling
further by incorporating user information into these models.
While some studies have added user identity to traditional
models, little investigation has been done on the combination
of PLMs and user identity for enhanced attainment.

To deal with this problem, Cao et al. [169] proposed a
new approach called user-enhanced pre-trained language
models, which combines user identification with PLMs
(U-PLMs). Two strategies, attention-based personalization,
and embedding-based personalization were used to person-
alize the PLMs by incorporating user identification into
different parts of the model. By injecting user identification
into various aspects of the PLMs, the U-PLMs are enabled to
achieve personalized text modeling from multiple perspec-
tives, leading to improved performance.

4) ARCHITECTURE OF THE MODEL
The advancement of technology has led to the extensive use
of deep learning methods for sentiment categorization. How-
ever, the increasing complexity of deep learning models has
led to longer training times, which is a drawback for real-time
applications that require computational time to be minimum.
To address this issue, [170] put forward an elementary deep-
learning architecture that uses a single-layered Bi-LSTM.
Khasanah [171] also proposed two sentiment categorization
models with a straightforward design, including a one-layer
CNN model with fastText embedding and a BiGRU model.
The study demonstrates that the CNN model can deliver
comparable outcomes when used instead of the BiLSTM
and BiGRU models, and also shows that the single-layer
Bi-LSTM model can perform better when incorporated with
fastText embedding.

V. CONCLUSION
In conclusion, sentiment analysis has grown into a crucial
domain of research in natural language processing owing to
its vast areas of application. Unlike many other survey papers
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in the field, this study adopted a unique approach of not lim-
iting itself to one particular kind of sentiment classification
or technique but instead focused on the kinds of sentiment
classification that are best suited for different types of data.
This approach allowed us to present a more comprehen-
sive and nuanced understanding of sentiment analysis. The
paper discussed two major approaches to sentiment analysis -
machine learning-based and lexicon-based approaches. Stan-
dardized evaluation metrics were also presented to ensure
consistency and comparability across studies. The central
focus of our survey was to address the challenges that arise
during the sentiment analysis of various kinds of data and
to provide the latest overview of the ongoing research in
sentiment analysis aimed at overcoming these challenges.
The survey discusses challenges in four different types of
sentiment classification - cross-domain sentiment classifica-
tion, multimodal sentiment classification, cross-lingual sen-
timent classification, and short-term small-scale sentiment
classification.

The main challenge of cross-domain sentiment classifi-
cation (CDSC) is developing a model that would classify
the sentiment across different domains. The major sub-
challenges in CDSC discussed in this study are the classifi-
cation and transfer of sentiment features, multisource data,
and sentiment prediction of the target domain. The principal
difficulty of multimodal sentiment classification (MSC) is
developing a model that uses multimodal data to categorize
the sentiment. The major sub-challenges inMSC discussed in
this study are improper correlation and handling noisy data.

The main difficulty of cross-lingual sentiment classifi-
cation (CLSC) is developing a model that uses data from
different languages. The major sub-challenges of CLSC
discussed in this study are aspect-level classification of
cross-lingual data, representational flexibility, and alignment
difference among different languages. The main challenge of
short-term and small-scale sentiment classification is devel-
oping models that can classify sentiment in real-time with
smaller scale data in a shorter time.

Additionally, the paper addressed the challenges associ-
ated with most of the sentiment classification techniques
regardless of the type of data available. These challenges
included feature selection, feature extraction, stagnant accu-
racy, and complex model architecture. Overall, this survey
paper provided an in-depth analysis of sentiment analysis, its
challenges, and the state-of-the-art in the field. The findings
of this survey paper can be used as a reference for researchers
and practitioners in sentiment analysis to overcome the chal-
lenges and improve the accuracy of their models. Further
investigations in sentiment analysis is needed to address the
challenges and make sentiment analysis more reliable and
effective in different applications.
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