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ABSTRACT Traffic sign recognition techniques aim to reduce the probability of traffic accidents by
increasing road and vehicle safety. These systems play an essential role in the development of autonomous
vehicles. Autonomous driving is a popular field that is seeing more and more growth. In this study,
a new high-performance and robust deep convolutional neural network model is proposed for traffic sign
recognition. The stacking ensemble model is presented by combining the trained models by applying
improvement methods on the input images. For this, first of all, by performing preprocessing on the data
set, more accurate recognition was achieved by preventing adverse weather conditions and shooting errors.
In addition, data augmentationwas applied to increase the images in the data set due to the uneven distribution
of the number of images belonging to the classes. During the model training, the learning rate was adjusted
to prevent overfitting. Then, a new stacking ensemble model was created by combining the models trained
with the input images that were subjected to different preprocessing. This ensemble model obtained 99.75%
test accuracy on the German Traffic Sign Recognition Benchmark (GTSRB) dataset. When compared with
other studies in this field in the literature, it is seen that recognition is performed with higher accuracy than
these studies. Additively different approaches have been applied for model evaluation. Gradient-weighted
Class Activation Mapping (Grad-CAM) was used to make the model explainable. Evidential deep learning
approach was applied to measure the uncertainty in classification. Results for safe monitoring are also shared
with SafeML-II, which is based on measuring statistical distances. In addition to these, the migration test is
applied with BTSC (Belgium Traffic Sign Classification) dataset to test the robustness of the model. With the
transfer learning method of the models trained with GTSRB, the parameter weights in the feature extraction
stage are preserved, and the training is carried out for the classification stage. Accordingly, with the stacking
ensemble model obtained by combining the models trained with transfer learning, a high accuracy of 99.33%
is achieved on the BTSC dataset. While the number of parameters the single model is 7.15 M, the number of
parameters of the stacking ensemble model with additional layers is 14.34 M. However, the parameters of
the models trained on a single preprocessed dataset were not trained, and transfer learning was performed.
Thus, the number of trainable parameters in the ensemble model is only 39,643.

INDEX TERMS BTSC, convolutional neural network, deep learning, evidential deep learning, Grad-
CAM, GTSRB, image improving, SafeML-II, safety monitoring, traffic sign recognition, transfer learning,
uncertainty evaluation.

I. INTRODUCTION
There has been rapid growth in Advanced Driver Assistance
Systems (ADAS) worldwide due to advances in sensing,
communication, and computing technologies. ADAS is one
of the most critical parts of today’s smart cars. One of the
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functions that these systems bring to vehicles is to recognize
traffic signs. ADAS can replace some of the drivers’ decisions
with machine decisions. In this respect, ADAS provides safer
and smoother driving by preventing many driver errors that
may result in an accident [1].

Needs such as the smooth flow of traffic on the highway
and the safe continuation of ordinary life actions within
the framework of a particular system and order have led

69536
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 11, 2023

https://orcid.org/0000-0001-8631-8383
https://orcid.org/0000-0002-4618-5712
https://orcid.org/0000-0002-2955-1776
https://orcid.org/0000-0001-9670-4173
https://orcid.org/0000-0001-5433-6667


G. Yıldız et al.: HIICNN Stacking Ensemble Method for Traffic Sign Recognition

to the emergence of Traffic Signs (TSs). While designing
TSs, care is taken to ensure that they are distinguishable
from other objects in the environment and that they are
easily understandable regardless of the spoken language. For
this purpose, traffic signs are designed using regular and
simple geometric shapes such as triangles, circles, rectangles,
or polygons. The colors of TSs are usually chosen from
primary colors such as blue, yellow, black, green, white, and
red. TSs are high-quality designs, each of which has special
meanings in the traffic-law order. The pictographs in the
center of the TSs reflect these meanings of each TS [2].

TSs are also of great importance in terms of driving
safety. While driving, following the TS’s carefully and
taking the necessary actions according to these signs is
essential. However, it can be challenging to detect TSs due to
distraction and other environmental factors. The importance
of intelligent tools in eliminating such negativities is felt more
and more every day [3]. Intelligent vehicles collect real-time
data on the road they travel with the help of the sensors
they have on them. They can automatically detect TSs by
processing these collected data [4].

With traffic sign recognition, TS types are effectively
classified. The main difficulty in this classification is that the
data quality sensed in different environmental conditions is
different. In general, image quality can be affected by several
factors. These factors can be listed as the resolution quality
of the camera used when collecting road data, the captured
image being too bright, too dim, or containing spotlights, the
weather conditions at the time the image was taken, motion
blur caused by vehicle movement, and objects that hide TSs
in the environment where the image was taken. The main
source of these difficulties is uncontrollable environmental
conditions [5].

Although traffic sign recognition algorithms using deep
learning offer high performance in recognition accuracy,
these algorithms are highly complex and have high compu-
tational costs. Therefore, they face various limitations. Thus,
more improvements are needed in traffic sign recognition
algorithms. Using different image enhancement techniques
may be a better-performing solution to the difficulties. By this
way, better accuracy can be achieved while simplifying the
network complexity [6].

In this paper, a deep convolutional neural network model
with high accuracy for traffic sign classification is presented.
To prevent problems such as brightness and distortion in the
images, and to provide better extraction of the features, the
images were preprocessed. In addition, it is aimed to give
faster results by resizing images of different sizes to 60× 60.
The main contributions made in this article are as follows:

• The effect of activation function on accuracy is
investigated.

• The effect of input images on accuracy is investigated.
Here, the images are given to the model after different
preprocessing and using them together.

• Preprocessing is done with traditional methods. In addi-
tion, feature extraction and classification are per-

formed with deep learning, aiming for better recog-
nition performance. In this way, a hybrid model is
created.

• Better performance has been achieved by combining
models trained using different input images. Thus, the
stacking ensemble model is created.

• By transfer learning, pre-trained models are combined,
thus reducing the number of trainable parameters.

The remainder of the study is organized as follows.
In Section II, studies on traffic sign classification are
given. The details of the proposed method are given in
Section III. In addition, image preprocessing steps and
data augmentation are presented. Section IV includes the
performance evaluation results along with the datasets.
Additionally, the stacking ensemble model and misclassified
images are shown. In Section V, the conclusion and future
work are mentioned.

II. RELATED WORK
The studies for TSR can be divided into traditional and
learning methods. In traditional methods, the classification is
performed by obtaining the feature extraction by using image
processing techniques for features such as shape and color.
However, lately, deep learning-based approaches have come
to the fore due to their speed and performance superiority.
Therefore, deep learning-based methods are examined in this
paper.

Sermanet and LeCun [2] proposed a multi-scale ConvNets
network producing 98.97% accuracy in GTSRB Competition
Phase I. The network architecture consists of a two-stage
structure. The features obtained in the first stage are fed
directly to the classification layer in addition to the second
stage. Thus, it is aimed to achieve higher accuracy. Here,
images were resized as 32 × 32, and YUV color space
was used. After Phase I, the existing network was expanded
further, and 99.17% accuracy was achieved by using gray
images instead of color.

Cireşan et al. [7] proposed a multicolumn MCDNN
approach for the TS classification problem, which includes
different deep neural networks trained on preprocessed
data. The authors used the GTSRB dataset in this study.
In order to improve the disadvantages of this dataset,
preprocessing techniques such as image resizing, histogram
equalization, adaptive histogram equalization, and contrast
normalization were applied. All training images were resized
to 48 × 48 because the MCDNN method demands they
all have the same size. Five networks for each of the five
datasets comprised a total of 25 trained networks. A 99.46%
recognition rate was achieved using the proposed MCDNN
and 25 DNN columns. However, training the 25-column
MCDNN takes about 37 hours on four GPUs. Due to the large
number of factors this strategy requires, its performance is
subpar (38.5 M).

In the study [8], a method called hinge loss stochastic
gradient descent (HLSGD) was proposed. Four different
preprocessing were carried out as original image, histogram
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synchronized image, adjust image density values and contrast
limited adaptive histogram synchronized image. For each of
these preprocesses, 5 CNN networks were trained. In the
ensemble method, a total of 20 CNN networks were obtained,
with 4 different preprocess and 5 CNN trainings for each.
Ensemble method accuracy was calculated as 99.65%. There
are 1,162,284 trainable parameters in a single CNN network,
and a total of about 23.2 M parameters in the ensemble
network.

Aghdam et al. [9] introduced a new ConvNets architecture.
In the architecture, the initially given convolution block
is divided into two parallel blocks and then concatenated.
In addition, a compact version was produced by removing
the fully connected layer from this architecture. Finally,
an ensemble method is proposed to achieve better per-
formance by using the least number of ConvNets. With
the proposed ensemble method, 99.61% accuracy was
achieved.

Arcos-García et al. [10] proposed a TS recognition system
using a Deep Neural Network with convolutional layers
and spatial transformer networks on the GTSRB dataset.
With this system, TS images were subjected to a fine-
grained classification. CNN with three spatial transformers
gradually suppresses background and geometric noise by
performing explicit geometric transformations. Also, in this
study, the efficacy of momentumless Stochastic Gradient
Descent (SGD), SGD with Nesterov’s accelerated gradient,
RMSprop, and Adam four mini-batch gradient descent
optimization algorithms was investigated. The edges of
the images are enhanced with global normalization and
Gaussian kernels. The network in this study contains three
spatial transformer layers with 14 million (M) parameters.
This proposed network architecture achieved a recognition
performance of 99.71% and 98.87% in GTSRB and BTSC
TS datasets, respectively.

Saha et al. [11] proposed a new architecture with high
performance for different datasets. A residual CNN network
with a hierarchically dilated skip connection is used in the
architecture. The performance results for the GTSRB and
BTSC benchmarks of the study were calculated as 99.33%
and 99.17%, respectively. The number of parameters of the
architecture is 6,256 M.

In the study in [12], two lightly deep convolutional neural
networks called student and teacher were proposed. The
performance of the student model with fewer parameters
was measured by distilling information from the teacher
model with more parameters. The student model has
0.8 million parameters. Student model performance results
for the GTSRB and BTSC datasets are 99.61% and 99.13%,
respectively.

Nartey et al. [13] presented a new semi-supervised method
for datasets with classes with small and variable numbers
of data. The integration of weakly-supervised learning and
self-training with self-paced learning is employed within
the framework to produce attention maps for enhancing the

training set. A novel algorithm is also utilized to generate
and select pseudo-labeled samples through a pseudo-label
generation and selection process. When the rate of pseudo-
labeled samples was selected as 20% with self-training,
99.27% accuracy was reached on the GTSRB dataset.
Similarly, 98.97% accuracy was obtained on BTSC when the
sample rate was 40%.

Bayoudh et al. [14] proposed a new model using transfer
learning with 2D to 3D transformation. Here, the deep-
network model that processes 2D features was pre-trained.
Then, the obtained features were 3D transformed and given
to a shallower model. With this hybrid model, it was aimed at
learning quickly with fewer parameters. The total parameter
number of the model, which achieved 99.28% accuracy on
the GTSRB benchmark, is 4 M.

Bi et al. [15] presented an enhanced VGG-16 network
for traffic sign recognition. Convolutional layers that appear
redundant in the VGG-16 network are not included in the
designed network, thus reducing the number of parameters.
In addition, it was planned to achieve higher accuracy
with lower parameters by adding the GAP (global average
pooling) and the BN (batch normalization) layer. As such,
the total number of parameters in the network is 1.15 million.
The accuracy value in the GTSRB data set is 99.21%.
In the migration test of the study, 99.02% accuracy was
obtained with the preprocessed BTSC dataset. As a result,
although the number of parameters of the method is low, the
accuracy performance is lower than most similar studies in
the literature.

In the study in [16], a new thin - single row but deep
architecture called Deepthin was proposed. Each convolution
layer contains less than 50 trainable features in the low
parameter number model. Both RGB and gray colors are used
separately for the model input image. The accuracy results for
the GTSRB dataset were calculated as 99.42% and 99.40%
for the color and gray input images, respectively. In addition,
three models (6 in total) for gray and color images were
combined and trained, and an ensemble model was created.
The accuracy result of the ensemble model with 2.69 ×

105 parameters is 99.72%. In addition, model performance
with learning from scratch and transfer learning for the
BTSC dataset is investigated. While 98.97% test accuracy is
achieved with scratch-learning, 99.29% accuracy is achieved
with transfer learning.

Fang et al. advanced the MicronNet architecture by
applying batch normalization and factorization [17]. Thus,
according to MicronNet on the GTSRB dataset, it reduced
the number of parameters and increased the accuracy value.
With the number of parameters 0.44 M, the MicronNet-BF
model reached 99.38% accuracy in GTSRB.

Youssouf [18] proposed new methods for traffic sign
detection and classification. The CNN network presented
in the classification section has 0.8 parameters. With the
CNN network, a 99.20% accuracy value was obtained in the
GTSRB dataset.
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Patel et al. studied the effect of regularization processes
on the traffic sign recognition system [19]. The processes
used are L1, L2, dropout, and batch normalization. When the
results are examined, it is seen that 99.56% accuracy has been
reached on the GTSRB dataset by using batch normalization
and dropout together.

Zhang and Huang proposed a fast and highly accurate
traffic sign recognition model [20]. The developed Inception
module and multi-scale feature fusion were used in the
feature extraction phase of the proposed model. Global
average pooling and batch normalization were used for fast
training by reducing the number of model parameters. With
this model, 99.6% accuracy was achieved in the GTSRB
dataset.

In Zheng and Jiang’s study [21], a performance comparison
of convolutional neural networks and transformers on traffic
sign recognition was made. For this, seven convolutional
neural networks and five vision transformers models were
tested. In the study on three different datasets, it was seen
that lower accuracy was obtained with vision transformers
(ViTs) compared to the convolutional neural networks. For
the GTRSB dataset, the best test result with ViTs was
achieved at 86.03%. The highest accuracy-producing CNN
network in the study was VGG16, with 98.84%. When a
comparison is made over the accuracy metric, it is seen
that there is a very high-performance difference between
the two models. In short, ViTs performed lower than CNN
networks in traffic sign recognition. In addition, compared
to CNN models, more datasets are needed to train ViTs
models, and these models are also sensitive to translation
invariance.

The primary objective of [22] is to explore the application
of convolutional neural networks (CNNs) in the classification
of traffic signs, with a particular focus on leveraging
pre-trained models such as ResNet50, DenseNet121, and
VGG16. In order to improve the accuracy and resilience of
the model, the authors adopt an ensemble learning approach
that employs majority voting. This approach enhances
the model’s performance by aggregating the outputs of
multiple CNNs. In the study of three different datasets,
98.84% recognition accuracy on GTSRB, 98.33% on BTSD
and 94.55% on TSRD are achieved with the ensemble
approach.

When the studies are examined, primarily, the proposed
model has either achieved high accuracy in a single dataset
or has a low number of parameters. It was observed that
lower accuracy results were obtained in studies with different
datasets. In our study, an efficient, powerful, and highly
accurate model was proposed for different datasets.

III. METHODOLOGY
The proposed classification approach consists of three stages:
the preprocessing stage used to make the images in the data
set more meaningful, the data augmentation stage to increase
and stabilize the data number, and the deep learning stage for
classification.

FIGURE 1. Left: original sample images in GTSRB dataset. Middle: The
images on the left are kernel 1 filtered images. Right: The images on the
left are kernel 2 filtered images.

TABLE 1. Data augmentation arguments.

A. PREPROCESSING
When the images in the data set are examined, it is
seen that they are obtained in different environments,
such as illumination, brightness, and blurring. Under these
conditions, more parameters for feature extraction will be
needed when creating a deep-learning model. It will be
beneficial to apply preprocessing and image enhancement
methods to the dataset to provide better learning and obtain
a higher accuracy result with low parameters. Although there
are effective methods based on deep learning developed for
image enhancement, simple classical image enhancement
methods are used here. Because deep learningmodels contain
much more complexity.

First, edge detection and unsharp masking were applied to
the dataset for image enhancement processes in this study.
For this, two different kernel matrices are used. To filter the
image, the image is convoluted with the kernel values. The
kernel matrices used are given with (1) and (2). The edges
are highlighted with Kernel 1 [23], [24]. Since the shapes
of the traffic signs are of a particular structure, the edge
information carries essential information. In addition, the
image has been improved with Kernel 2 to contribute to
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TABLE 2. Details and layer information of the proposed architecture in this study.

FIGURE 2. Layer information of the proposed model architecture.
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TABLE 3. Test accuracy result obtained by using Kernel 1.

TABLE 4. GTSRB test results by data augmentation and preprocessing.

TABLE 5. Test accuracy results for Kernels.

the classification stage. The images because of the filtering
performed on the sample images from the data set are shown
in Figure 1.

Kernel 1 =

 −1 −1 −1
−1 8 −1
−1 −1 −1

 (1)

Kernel 2 =
−1
256

x


1 4 6 4 1
4 16 24 16 4
6 24 −476 24 6
1 16 24 16 4
1 4 6 4 1

 (2)

It has been seen in the literature that image dimensions
affect model performance [16], [25]. Therefore, images were
resized as 60 × 60 after image enhancement processes. The
images used are in RGB color space.

B. DATA AUGMENTATION
The images of the classes in the used dataset do not have an
equal distribution. To prevent this, data augmentation values
are used for the training healthier. The data augmentation
operations and values used are given in Table 1.

C. PROPOSED DEEP LEARNING MODEL
The network architecture proposed in this article is designed
based on [9]. The proposed network architecture consists of

FIGURE 3. Example images for each class of the dataset.

FIGURE 4. Number of each traffic sign in GTSRB.

8 convolution blocks. Convolution blocks have a convolution
layer, batch normalization layer, activation function, and
max pooling layers (excluding first block), respectively.
In the first two block, the convolution layer has a 5 ×

5 kernel filter size of 100 channels and one stride parameter
value. Then this second block is connected to 3 separate
parallel convolution blocks, and two serial intermediate
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FIGURE 5. Loss and accuracy results during training top) kernel 1,
middle) kernel 2, bottom) kernel 1 and kernel 2.

blocks are created. In 2-serial convolution blocks, there are
75 channels filters in the first convolution and 250 channels
in the second convolution. The kernel size is 7 × 7, 5 ×

5 and 3 × 3 respectively in the three parallel blocks.

FIGURE 6. Flow diagram of stacking ensemble model.

Activation functions were tested in different combinations
for three separate code blocks. The activation functions
used in this study are ReLU (Rectified Linear Unit), Leaky
ReLU (LReLU), and Parametric ReLU (PReLU) [26]. Three
separate outputs of two convolution blocks were combined
with the concatenate layer and flattened with a flatten layer.
Then, the hidden layer, batch normalization, and dropout
layers with 128 neurons were added. The dropout rate is 0.5.
The last layer for classification has 43 neurons, representing
the number of classes. For all blocks, the max-pooling layer
kernel is chosen as 2 × 2. Details and layer information of
the proposed architecture in this study are given in Table 2.
In addition, the layer information image is shown in Figure 2.
The detailed model with parameter information is given
in Appendix A.

IV. EXPERIMENTAL RESULTS
This section will give information about the datasets used and
the experimental results.

A. DATASET
The dataset used for training and testing the proposed model
is GTSRB [27]. The data set consists of traffic sign images
belonging to 43 classes. There are 39,209 images in the
training set and 12,630 images in the test set. Image sizes
vary from 15 × 15 to 250 × 250. Example images for
each class of the dataset are shown in Figure 3. When
the images are examined, it is seen that the images were
taken in different lighting, brightness, blurring, and angle
conditions.

The number of images belonging to the classes in the
data set does not show an equal distribution. The histogram
representing the number of images belonging to each class is
given in Figure 4.

B. PERFORMANCE EVALUATION
Python and Tensorflow framework were used for the
experimental study. Operations were performed on Google
Colab. First, preprocessing was applied to the data set. The
dataset, which includes images with resolutions ranging from
15×15 to 250×250, was resized to 60×60. Image sharpening
and local contrast enhancement were then applied. Data
augmentation was applied to eliminate the difference in the
number of images between the classes. The training dataset
was split into 90% training set and 10% validation set.
Adam optimization algorithm was used in the training phase
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TABLE 6. GTSRB test results of different architectures.

of our deep learning model and categorical_crossentropy
is selected as the loss function. The batch size is 32, and
the learning rate is 0.001. The ReduceLROnPlateau class
in the Keras library was used to reduce the learning rate.
The parameters used here are factor = 0.02, patience =

10, and min_lr = 0.0001. In other words, the learning
rate is reduced when the validation loss stops decreasing
for ten epochs during training. The new learning rate is
determined by (3).

new_lr = lr × factor (3)

where lr denotes the current learning rate, and new_lr
denotes the learning rate to be used from now on. The
factor specifies the learning rate update rate parameter of
the ReduceLROnPlateau class used. For the proposed model,
the GTSRB dataset is trained for 50 epochs. The number of
parameters is 7,152,312.

1) ACTIVATION FUNCTION SELECTION
Initially, training and testing were conducted according to
different activation functions for three hidden convolution
layer blocks. A data set was created using Kernel 1 in

the preprocessing stage. The test accuracy results from the
training on this data set are given in Table 3. When the
results were examined, it was seen that the highest test top-
1 accuracy value was 99.62%, obtained by using ReLU and
Leaky ReLU activation functions with 0.1 and 0.01 parameter
values together.

2) DATA AUGMENTATION AND PREPROCESS SELECTION
Data augmentation was done with the ImageDataGenerator
class in the Keras library. The test results were compared with
and without data augmentation to the data set preprocessed
with Kernel 1. In addition, training was conducted with
the same parameters to understand whether preprocessing
affects accuracy and the results were examined. Comparisons
of test accuracy results according to preprocessing and
data augmentation are given in Table 4. When the results
are examined, it is seen that the accuracy increases with
data augmentation and preprocessing, and thus a more
accurate classification is made. In the next step, the data
augmentation process was applied, and the processes were
continued.
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FIGURE 7. Left) Precision-recall curve Right) ROC curve.

FIGURE 8. ROC AUC for GTSRB Classification (In order to see the difference between the fields, the y-axis is displayed between 0.99-1.0).

3) KERNEL SELECTION
After the activation function and data augmentation parame-
ters were selected, training was also carried out withKernel 2.
In addition, after the preprocessing process with the use of
Kernel 1 and Kernel 2 together, training was carried out.
The test accuracy results after the procedures applied during
the preprocessing are given in Table 5, and the loss and
accuracy results obtained during the training are given in
Figure 5. When the graphs are examined, learning decreases

after about 10 epochs. Although the accuracy values given
in the graph are not seen because the range is limited, the
learning continues up to 50 epochs. In cases where learning
is slow, the learning rate is reduced so that learning continues
quickly and effectively.

When the results were examined, it was seen that the
highest test accuracy was obtained by giving the images
obtained by filtering with Kernel 1 to the existing model
input.
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FIGURE 9. Misclassified images on GTSRB, A: Actual, P: Predict.

4) STACKING ENSEMBLE
The stacking ensemble model is designed to obtain better
results by using previously trained subnets together. It is
possible to combine different models with the stacking
ensemble, as well as combine the same model for different
inputs [28]. In this study, an ensemble model was created
by combining the model results obtained because of filtering
with two different kernel values used in the preprocessing
stage. That is, the model parameters and hyper-parameters
used are the same, but the input images are different. All
layers in sub-models are set as non-trainable to preserve the
parameter values in the existing sub-models. After adding
existing models, a hidden layer for the meta-learner to
interpret the inputs, batch normalization, dropout, and a
final output layer for classification have been added. The
fully connected layer has 300 neurons. The dropout rate is
0.5. The created stacking ensemble model details are given
in Figure 6.

Although the total number of parameters in the model
is 14,344,867, the number of trainable parameters is only
39,643 because we made the parameters in the sub-models
non-trainable. The model was trained with 20 epochs.

Compile options are the same as in the sub-models.
Accordingly, the model test accuracy result was 99.75%.

The current classification studies for the GTSRB dataset
and the top-1 accuracy and number of parameter comparisons
of the method proposed in this paper are given in Table 6.
When the results are examined, it is seen that higher
performance is achievedwith the proposed stacking ensemble
model. The accuracy value of the proposed model is higher
when compared to studies with a low number of parameters.
In addition, when compared with [7], [8], and [11] studies,
it is seen that both the number of parameters and the accuracy
value are higher, even when the results of the proposed
method are compared on a single kernel basis.

Precision – recall curve graph is given in Figure 7-left
to evaluate model results over precision - recall metrics.
In addition, results are provided with the Receiver Operating
Characteristic (ROC) curve to assess the classification
performance of the model. The ROC curve are given in
Figure 8-right. In addition, the Area Under the Curve (AUC)
of the ROC on GTSRB Figure 8. ROC AUC average score is
0.9996.

5) MISCLASSIFIED IMAGES
Misclassified images were examined with the stacking
ensemble model. Of the 12,630 images, only 31 of them
could not predict the correct class. These images are shown in
Figure 9, with the actual and predicted class names indicated
at the top. When the images are examined, there are images
that are indistinguishable even with the human eye, highly
degraded, and have illumination problems. It can already be
seen in the comparison chart that it produces higher accuracy
when compared to human (best individual) results.

It is also possible to see the results numerically with the
confusion matrix (Figure 10). When the confusion matrix is
examined, it is seen that the images labeled 3 and 18 are more
misclassified than the others. However, misclassified images
were often incorrectly predicted to the same class. This may
be because the predicted and real images are similar in shape.
In the preprocessing and feature extraction phase, the shape
can be considered to come to the forefront. In addition,
precision, recall, and F1-score results were calculated on
the test images for each class. The results are given in
Table 7. The support column represents the total number of
test images for each class.

6) EXPLAINABILITY
Post-hoc explanatory approaches are used to examine and
illustrate the outputs of CNN layers that try to boost
comprehensibility in order to get rid of the inherent lack of
explainability in CNNs. Grad-CAM produces heatmaps that
show the areas that have a favorable influence on expected
output. Grad-CAM locates regions that contribute to the
estimated output using spatial data from convolutional layers.
Following the flattening layer and completely connected
layers, this spatial information is lost. As a result, these
crucial regions are defined using gradients in the convolution
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FIGURE 10. Confusion matrix of proposed ensemble model on GTSRB.

layer [30]. Grad-CAM was selected as the method in this
investigation to interpret the CNN model’s predictions.
Grad-CAM’s efficacy was evaluated using a proposed model
and enhanced visualization outcomes.

Figure 11 shows the visualization outcomes produced by
Grad-CAM. The original photos, the Grad-CAM method’s
heatmaps, and the visualization outcomes derived by super-
imposing the original image onto the heatmap are all shown in
the figure. Different colors are used to indicate the importance

of individual pixels in the classification results, representing
how much consideration each pixel received from the CNN-
based classification model.

7) UNCERTAINTY EVALUATION
In various machine learning problems, deterministic neural
networks have demonstrated their ability to learn effective
predictors. However, the traditional approach to minimizing
prediction loss during network training misses the model’s
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TABLE 7. GTSRB test results by data augmentation and preprocessing.

reliance on its predictions. Unlike Bayesian neural networks
that indirectly infer prediction uncertainty through weight
uncertainties, our study used the method that explicitly
models prediction reliability using the subjective logic theory
proposed in the [31] study. Here, a Dirichlet distribution
is presented to represent class probabilities, which treat the
predictions of the neural network as subjective opinions.

The resulting estimator for multiclass classification is
represented by another Dirichlet distribution with param-
eters determined by the continuous output of the neural
network.

In our study, a sample classroom image was rotated
180 degrees in total with a 10-degree angle to determine
which classroom image the model predicted. The model
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FIGURE 11. Sample image results obtained with Grad-CAM.

TABLE 8. BTSC test results of different architectures.

used here is the one in which a single kernel is given
to the input while the image is rotated. The model is
retrained with Kernel 1 to estimate the uncertainty with the
presented loss function. The class label, probability, and
uncertainty value estimated by the model at each angle
change on the sample images are given in Figure 12. When
the results are examined, it is seen that the uncertainty
value increases when an incorrect estimation is made due to
rotation.

8) SAFETY MONITORING
Unique difficulties are presented by the expanding use
of artificial intelligence (AI) and data-driven decision-
making systems in autonomous cars. Operating in dynamic
environments, autonomous vehicles are prone to encoun-
tering unknown observations due to factors such as lim-
ited training data, distributional shifts, and cyber-security
threats. To ensure safer autonomous driving and prevent

catastrophic accidents, it is crucial for AI algorithms to
make dependable decisions by improving their understanding
of the environment. In this study, SafeML-II, an approach
designed in [32], is used to increase the security of machine
learning. SafeML-II provides a model-agnostic solution
adaptable to multiple machine learning and deep learning
classifiers by leveraging empirical cumulative distribution
function (ECDF)-based statistical distance measures and
incorporating a human-in-the-loop technique. By using the
GTSRB dataset, the approach’s performance is proved,
highlighting its potential to increase the security and depend-
ability of machine learning-based categorization systems in
autonomous cars.

The concept of SafeML revolves around measuring statis-
tical distances and predicting model accuracy in the absence
of available tags. Having real-time prediction of accuracy can
be critical for applications with security concerns. Statistical
differences are discussed in this section. To do this, test data is
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FIGURE 12. Results of classes 9 and 13 according to different angles between 0 and 180 degrees. Top: probability and uncertainty on rotation, Middle:
class prediction per rotation, Bottom: Example image of rotation.

determined where the actual labels do not match the predicted
labels. For example, when dealing with label = 3, reliable
training images (actually labeled 3 and estimated as 3) are
compared to images that were misclassified (for example,
actually labeled 3 but classified as 5) when they should
have labeled 3. Statistical parametric mapping attempts to
identify statistical factors that contribute to our CNNmodel’s
inaccurate decisions. An example application is given in
Figure 13. Here, the first line shows the Statistical Parametric
Mapping between the two 8 VOLUME XX, 2017 images
mentioned, the second line shows the correctly labeled image
and the third line shows the wrong-labeled image according
to the R, G, and B color channels, respectively. In the
last line, a Wasserstein distance (WD) measure is presented
for the real image with label 3. Here, an ECDF-based
distance measurement is employed, considering the p-value,
to ensure that the results are more reliable and less noisy
when used for the purpose of statistical interpretability. It is
evident that SafeML-II exhibits a statistically sound distance

representation and effectively captures the foreground areas
without including background signals.

9) MIGRATION TEST
A performance comparison was made using the BTSC [33]
data set, which is also extensively used in the literature,
in addition to the GTSRB data set to assess the model’s
resilience. There are 2534 traffic sign images in the test, and
4591 traffic sign images in the train of the BTSC dataset
used for classification. Image resolution values range from
11 × 10 to 562 × 438 [11]. There are 62 different classes
of traffic signs. The photos in the collection also have other
flaws, including occlusion and illumination. Due to the high
number of classes and the few images in the dataset, training
is, therefore, more challenging than the GTSRB dataset.
Figure 14 contains sample photos for each class in the
dataset.

With the proposedmethod trainedwith theGTSRBdataset,
training was carried out by applying transfer learning. Here,
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FIGURE 13. Line 1: Statistical Parametric Mapping, line 2: correctly
labeled image Line 3: incorrectly labeled image, Line 4: Wasserstein
distance measurement. (Columns represent R, G, B color channels in
order.)

the layers up to the classification stage are non-trainable,
and pre-trained and obtained weights are used. The last
six layers, including classification as a similar model, were
trained, and only the last class layer wasmodified to represent
62 classes. With the single model, training was carried
out with 100 epochs for Kernel 1 and Kernel 2 inputs.
Other parameters remained the same as those used in the
GTSRB dataset. Then, the models trained with Kernel 1 and
Kernel 2 were trained by combining them with the stacking
ensemble model, similar to GTSRB. The number of epochs
for the stacking ensemble model is 50. The results of all
test operations performed with the proposed models and
the results of different architectures on the BTSC dataset
are shown in Table 8. When the results are examined,
it is seen that the recommended stacking ensemble model
has reached a high accuracy of 99.33%. Thus, it has been
proven that the proposed model has high performance with
different datasets, and its robustness test has been carried
out.

In the test dataset, a total of 17 images were misclassified
with the ensemble method. Misclassified images are given in
Figure 15. When these images are examined, it is seen that
there are slight differences in similar shape and appearance
between the similarly predicted class and the real labeled
class. For example, classroom imageswith labels between 45-
50 often express similar parking situations.

FIGURE 14. Example images for each class of the dataset.

FIGURE 15. Misclassified images on BTSC, A: Actual, P: Predict.

V. CONCLUSION
In this study, a new deep and wide neural network model
for traffic sign recognition is proposed. Input images given
to the model are preprocessed using edge detection and
image enhancement. Thus, more features are obtained with
fewer parameters. It is aimed to provide faster training by
resizing the images as 60 × 60. It is ensured that the
activation function used in the model is chosen to increase
the accuracy. In addition, the learning rate was adjusted
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FIGURE 16. The proposed detailed model with parameter information.

during the training so that the model could learn better.
Additively, the models trained with images whose input
image is subjected to different preprocessing processes are
turned into stacking ensemble models, resulting in better
performance. The stacking ensemble model achieves a very
high performance of 99.75% on the GTSRB benchmark. The
number of parameters of the model trained on the dataset
with a single preprocessing step is 7.15 M. In the stacking
ensemble model, the models trained on the dataset obtained
with two different preprocessing stages were combined and
additional layers were added for classification. The total
number of parameters in this model is 14.34 M. However, the
number of trainable parameters in the ensemble model is only
39,643, since the parameters in the previously trained models
with transfer learning are not trainable. As a result, a new
hybrid network providing high performance was designed
by using both image enhancement methods and a deep
learning approach. Future studies will focus on how to reduce
the number of parameters without reducing the accuracy
value. Different new generation learning approaches such as

attention and residual network structure will be tried. Metrics
such as F1-score and accuracy can be updated to achieve
higher performance. In addition, the robustness of the model
will be tested by training on different datasets. Preprocessing
steps that will produce better results for different weather
conditions and distorted images will be investigated.

APPENDIX A
See Fig 16.
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