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ABSTRACT Due to the importance of beamforming in improving the communication systems performance,
this paper presents a novel study of beamforming of planar antenna arrays (PAAs) utilizing the Improved
Grey Wolf Optimization (I-GWO) algorithm with the goal of minimizing the peak sidelobe level (PSLL).
It is very important to suppress the sidelobe level (SLL) because it minimizes interference and received
noise. A two-dimensional (2D) optimization method is presented to find the optimal amplitude excitations
and element placements in PAA. The effectiveness of beamforming optimization using the I-GWO is
illustrated by comparing it with different metaheuristic algorithms such as Particle Swarm Optimization
(PSO), Gravitational Search Algorithm (GSA), Hybrid Particle Swarm Optimization with Gravitational
Search Algorithm (PSOGSA), Runge Kutta Optimizer (RUN), Slime Mould Algorithm (SMA), Harris
Hawks Optimization (HHO), as well as the original GreyWolf Optimizer (GWO). Simulation findings show
that antenna array beamforming using I-GWO is effective using the 2D optimization method compared to the
other algorithms, where the 2D technique achieved the most decreased SLL with the fewest array elements,
which helps reduce the cost of the entire system. This clearly shows that I-GWO is very efficient and can be
applied to solve different beamforming optimization problems. It can also be used for the radiation pattern
synthesis of other antenna array geometries for different wireless networks applications.

INDEX TERMS Beamforming, grey wolf optimizer, optimization algorithms, planar antenna arrays,
sidelobe level minimization, smart antennas.

I. INTRODUCTION
The realization of future 6G systems is continually evolving,
necessitating systems with superior directivity, low side lobe
level (SLL), and narrow beamwidth. In wireless communi-
cation systems, smart antennas are regarded as a potential
technology. It offers strong solutions for wireless networks
that can improve service quality, coverage, and capacity while
also enhancing control power [1], [2]. One of the most sig-
nificant and famous aspects of the advancement of smart
antenna technology is adaptive beamforming (ABF) and
the massive multi-input-multi-output (MIMO) techniques
that are introduced to enhance the capacity of the system.
Those techniques are based on using different antenna array
geometries according to the required application. The goal
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of these techniques is to control different radiation pattern
characteristics, for example, SLL suppression and null con-
trol [3], [4], [5], [6], [7]. The linear antenna array (LAA) and
circular antenna array (CAA) can be regarded as the most
frequently utilized types of antenna arrays among the various
shapes employed in practical systems. Many research studies
are introduced for beamforming optimization for LAA and
CAA using different techniques by optimizing one or more
array parameters such as element excitation and/or element
positions [8], [9], [10], [11], [12], [13], [14], [15], [16],
[17], [18], [19], [20], [21], [22], [23]. LAA is the simplest
form of antenna array, and CAA can direct the beam pat-
tern in any desired direction. However, practically, CAA
is more complex than LAA. Improving the beam directiv-
ity of an antenna can enhance the energy efficiency of a
communication system; this requiresmore directive antennas.
Planar Antenna Arrays (PAA) present an intriguing area for
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research, where planar arrays are mainly used to get more
directive and symmetric patterns. Its major application areas
include remote sensing, search and tracking radars, satellite
communications, etc. Many studies introduce PAA optimiza-
tion by controlling single parameters, for example, element
excitations or spacing between elements [24], [25], [26], [27],
[28], [29], [30], [31], [32], [33], [34], [35]. In this paper,
PAA beamforming optimization is introduced by optimizing
both amplitude excitations and element positions using two
dimensional (2D) optimization. To the authors’ knowledge,
the 2D method has not been applied before to PAA. Select-
ing an optimal set of parameters to achieve the expected
beam pattern is called antenna array beamforming. The beam
pattern optimizations of antenna arrays, however, become
extremely challenging non-linear problems since the relations
between these parameters are not easy. Therefore, it is crucial
to understand how to improve antenna array beam patterns
and decrease maximum SLL. There are several conventional
and classical antenna array SLL suppression methods, such
as the Taylor synthesis method [36], the Chebyshev synthesis
method [37], and the convex optimization method [38]. How-
ever, the increasing requirements in communication systems
imply more focus on the implementation of beamforming
optimizations using the recent optimization algorithms in
smart antennas. Swarm intelligence optimization algorithms,
however, provide advantages over conventional antenna array
synthesis methods in specific applications that are based on
antenna array systems, making them more appropriate for
these applications. The conventional Chebyshev synthesis
approach, for example, has a number of limitations when
used with large antenna arrays. Additionally, this approach
has a high time cost. By applying the convex optimization
method to the antenna array beam pattern synthesis problem,
it is also necessary to remove some restrictions. As a result,
real applications cannot use it. Without taking into account
the limitations of the optimization problem, swarm intelli-
gence optimization methods can be applied to nearly any
application. Since these techniques can be viewed as practical
approaches, where the swarm intelligence optimization as
well as the evolutionary computation algorithms are common
methods for the SLL suppressions of the antenna arrays [39],
these methods can be regarded as practical approaches, and
thus wewill consider using them as the optimizer in this paper
as they have become the focus of more and more researchers.
A wide variety of algorithms have been introduced and
their effectiveness to solve different optimization problems
has been demonstrated, such as the application of Harris
Hawks Optimization (HHO) to solve real-world optimiza-
tion problems such as manufacturing optimization problems,
pattern recognition problems, power quality problems, and
drug design problems [40], [41], [42]. The introduction of
the Slime Mould Algorithm (SMA) in [43] and its appli-
cation in various fields to solve optimization challenges,
including scheduling optimization, machine learning opti-
mization, and image segmentation [44]. Also, Particle Swarm
Optimization (PSO) is a very well-established and powerful

population-based metaheuristic that has been applied to solve
several optimization problems [45], [46], [47], [48]. Also,
Runge Kutta Optimizer (RUN) and its application in different
fields are presented in [49] and [50]. Also, the introduction
of algorithm hybridization to strengthen its effectiveness, for
example, Hybrid Particle Swarm Optimization with Grav-
itational Search Algorithm (PSOGSA) are applied in [51]
and [52].
Among the various global optimization techniques, the
Grey Wolf Optimizer (GWO) has been attracting con-
siderable attention since its introduction in 2014 by
Heidari et al. [53], [54]. It has been used to solve optimiza-
tion problems in many fields, such as medical, bioinformat-
ics, computer science, and engineering.
However, it may experience a lack of population and an
imbalance between exploitation and exploration, which may
not be enough to find the optimal solution. Many improve-
ments are introduced to enhance the GWO algorithm for
global optimization problems [55], [56], [57], [58]. Recently,
an enhanced algorithm named Improved Grey Wolf Opti-
mizer (I-GWO) has been introduced [59] to overcome
GWO deficiencies. In I-GWO, utilizing a new search strat-
egy named dimension learning-based hunting (DLH) [60].
I-GWO has been evaluated and benchmarked to explain its
superiority over other algorithms in [59].
The purpose of this paper is to study the design and beam-
forming optimization of PAA using the I-GWO optimization
algorithm with the goal of suppressing the peak (PSLL),
which is a key problem in antenna array synthesis in 5G
communication systems. To achieve this goal, optimization
algorithms are used to find the optimum amplitude and
position of array elements using 2D optimization. To the
authors’ knowledge, this is the first time to apply the 2D
optimization method for PAA using the optimization algo-
rithms. The effectiveness of using I-GWO in achieving the
design goals is illustrated by comparing it with other existing
algorithms like PSO, GSA, PSOGSA, RUN, SMA,HHO, and
GWO. I-GWO has achieved the most minimized SLL with
the minimum number of array elements compared to other
algorithms.

A. PAPER CONTRIBUTIONS
The following is an overview of this paper’s contributions:

• The optimization problem fitness function is formulated
for radiation pattern synthesis and the SLL suppression
for PAA for wireless communications.

• To overcome the drawbacks of conventional GWO, the
I-GWO algorithm is used to solve the formulated SLL
suppression optimization problems.

• Simulation is conducted to further verify the effec-
tiveness and performance of the proposed I-GWO
algorithm for the SLL reductions of PAAs in compar-
ison with other algorithms. Simulation is performed
first by single parameter optimization. Second, the
2D optimization method is applied to PAA to verify

VOLUME 11, 2023 68487



N. Ghattas et al.: Planar Antenna Arrays Beamforming Using Various Optimization Algorithms

the effectiveness of these methods in radiation pattern
synthesis.

• Additionally, electromagnetic (EM) simulations using
FEKO software are run to evaluate the effectiveness of
various strategies in an EM environment.

B. ROADMAP
The rest of this paper is organized as follows: Section II
presents the related work for research in antenna array pat-
tern synthesis using optimization algorithms for different
array geometries. Section III presents the PAA geometry,
array factor, and fitness function. In Section IV, the I-GWO
algorithm is explained in detail alongside other algorithms
like PSOGSA and GWO. In Section V, simulation results
using single parameter optimization and 2D optimization
using I-GWO in comparison to various techniques are pre-
sented. Concluding remarks and future work are provided in
Sections VI and VII, respectively.

II. LITERATURE REVIEW
Many studies have introduced the antenna array beam pat-
tern synthesis with different geometries using evolutionary
algorithms with the goal of suppressing the SLL. For exam-
ple, the synthesis of non-uniform LAA is introduced using
the Genetic Algorithm (GA) by null control and SLL sup-
pression [8], [9]. In [10] and [11] the authors optimize the
different antenna array parameters for minimizing the SLL
using the Cuckoo Search (CS) algorithm for LAA and CAA.
The PSO algorithm is introduced for beamsteering applica-
tions to minimize the SLL and null control in [12], [13],
[14]. Gravitational Search Algorithm (GSA) is applied for
the design and optimization of dipole LAA in [15], and
also for adaptive beamforming applications in [16]. Improved
biogeography-based optimization [IBBO] is used to sup-
press the maximum SLL for LAA and CAA [17]. Uniform
and sparse linear antenna arrays pattern synthesis using the
Mayfly (MF) Algorithm is presented in [18]. Broadband
design of whip antenna Using the Grasshopper Optimiza-
tion Algorithm (GOA) is introduced in [19]. Reference [20]
introduce a novel Sparrow Search Algorithm (SSA) for LAA
SLL reduction. GWO algorithm is applied to antenna array
pattern synthesis [21], [22]. Optimization of CAA using a
Differential Search Algorithm (DSA) is applied in [23].
However, it is challenging to adjust SLL and primary in a
planar array, where the major application of planar arrays
is to obtain more symmetric and directed patterns. Satel-
lite communications, search and tracking radars, and remote
sensing are a few of its main application areas [24], [25],
[26]. Different planar antenna array patterns are synthesized
using Biogeography Based Optimization (BBO) [27]. SLL
suppression of antenna arrays using an Improved Chicken
Swarm Optimization (ICSO) in [28]. The application of Con-
centric Circular antenna array (CCA) pattern synthesis using
Moth Flame Optimization (MFO) in [29]. Sparse thinned
planar array using Teaching Learning-Based Optimization
(TLBO) is presented in [32]. Planar thinned array synthesis

FIGURE 1. Planar antenna array (PAA) with M × N elements for spacing
dx and dy.

using modified Brain Storm Optimization (BSO) is described
in [33]. Wind Driven Optimization (WDO) is used in [34]
to minimize the SLL by controlling amplitude and phase
excitations. Optimization for uniform planar antenna arrays
to minimize the SLL using GA is studied in [35].

III. ARRAY FACTOR AND FITNESS FUNCTION
The antenna array factor is affected by the geometry of the
antenna arrays (linear, rectangular, circluar, etc.), the spacing
between the elements, and the amplitudes and phases of the
excitation of the elements.
The model and array factor of PAA that used beamforming
optimization are shown in this section.

A. ARRAY FACTOR FOR PAA
First, assume LAA, where Melements are positioned along
the x-axis with symmetric excitations. The following can be
used to represent the array factor for symmetric LAA [61]:

AFLAA (θ, ϕ) = 2
∑M

m=1
Axej(m−1)(kdx sin θ cosϕ+βx ), (1)

where M is the number of elements on the x-axis; Ax is the
m-th element amplitude excitation; βx is the m-th element
phase excitation; dx is the m-th element position, θ is the
elevation angle; and ϕ is the azimuth angle. k is the wave
number where k =

2π
λ

; and λ is the wavelength.
Second, if N of such linear arrays are placed next to each
other in the y direction, a rectangular array will be formed as
shown in Fig.1. If one considers the case of uniform unitary
excitation, the entire array factor can be written as:

AFPAA(θ, ϕ) = Axy
∑M

m=1
ej(m−1)(kdx sin θ cosϕ+βx )

×

∑N

n=1
ej(n−1)(kdy sin θ sinϕ+βy) (2)

Axy = AxAy (3)

The optimization problem is to determine the amplitude exci-
tation and the positions of the elements on the x-y plane
that yield a radiation pattern with minimum SLL at specific
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FIGURE 2. Flow chart for PSOGSA.

directions. Using the optimization algorithm, we will deter-
mine the parameters of the AF.

B. THE FITNESS FUNCTION
Many factors can be used to evaluate the fitness function,
such as directivity, gain, SLL, size, and weight, depending
on the application. For the current problem, we are inter-
ested in designing the geometry for a planar antenna with
a minimum average SLL. Interference suppression and SLL
reduction can be obtained by controlling array factor param-
eters. To achieve this goal, the following function is used to
evaluate the normalized fitness function:

Fitnessfunction = min(max{20 log |AFPAA(θ, ϕ)|}), (4)

IV. OPTIMIZATION TECHNIQUES
The GWO and I-GWO algorithms will be described in detail
in this section, along with the PSOGSA method, which will
be used for PAA radiation pattern optimization.

A. HYBRID PARTICLE SWARM OPTIMIZATION AND
GRAVITATIONAL SEARCH ALGORITHM (PSOGSA)
PSOGSA is a hybrid population-based algorithm that is a
combination of (PSO) and (GSA). Merging the optimization
algorithms is a way to balance the overall exploration and
exploitation abilities. where it is presented byMirjalili in [51].
PSO is one of the most widely used evolutionary algorithms
in hybrid methods due to its simplicity, convergence speed,
and ability to search for a global optimum. combine the
functionality of both algorithms. PSOGSA adds the exploita-
tion capability of PSO with the exploration feature of GSA

in one hybrid algorithm. PSOGSA has been applied to a
circular antenna array for beamforming optimization, which
demonstrates capability in antenna pattern synthesis [52]. The
concept of the PSOGSA algorithm is to integrate GSA’s local
search with PSO’s social thinking (gbest). As shown in (5),
the combination of these algorithms is as follows [51]:

Vi (t + 1) = w× Vi (t) + c′

1 × rand × axi (t)

+ c′

2 × rand × (gbest − Xi (t)) , (5)

where Vi (t) is the velocity of the agent i at iteration t , c′

1
and c′

2 are weighting factors, w is a weighting function, rand
is a random number between 0 and 1, aci (t) represents the
acceleration of agent i at each iteration t , and gbest is the
best solution; the positions are updated as follows in each
iteration:

Xi (t + 1) = Xi (t) + Vi (t + 1) . (6)

Fig. 2 depicts the PSOGSA process steps. All agents are
initialized at random. Each agent is taken into account as
a candidate solution. The gravitational force, gravitational
constant, and resulting force between agents are determined
after initialization. The best solution up to that point should be
updated in every iteration. All agents’ velocities can be esti-
mated using (5). Finally, the positions of agents are defined
using (6). If an end criterion is satisfied, the updating of
velocities and locations will terminate.

B. GREY WOLF OPTIMIZER (GWO)
GWO was presented by Heidari et al. in [53] in 2014. It has
been applied to solve different optimization problems in
many fields, such as engineering, machine learning, medical,
and bioinformatics as presented in [54]. The GWO algorithm
is also applied to LAA for optimal pattern synthesis [21],
[22]. GWO is a metaheuristic nature inspired algorithm that
mimics the hunting mechanism of grey wolf groups. It con-
siders four levels of wolves in a hierarchy way, as α in the
top level dominates all the wolves and its position represents
the best solution. The β and δ wolves positions represent
the second and third best solutions, respectively. The fourth
level is named (ω) wolve. Theoretically, hunting activity is
modeled in three phases: encircling, hunting, and attacking
the prey. GWO’s flowchart is described in Fig. 3. First, ini-
tialization for all agents is done within the search space. The
fitness function is calculated for all agents represented by the
wolves’ positions. Then, GWO’s best position is calculated.
And it is updated in every iteration. Finally, by repeating these
steps, the α’s position that represents the best location can be
found. In GWO, the candidate solution is represented by the
position of grey wolves, while the best solution is represented
by the position of prey in each iteration. Mathematically, the
hunting mechanism assumes that the top three levels have a
good knowledge of the prey position and that the (ω) wolves
update their location based on the three top level wolves.
The three best solutions considered by α, β, and δ wolves’
location of the prey. This pushes the other wolves denoted by
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FIGURE 3. Flow chart for GWO.

(ω) to follow them. Hunting behavior can be represented as
follows:

Uα = |V1 × Pα (t) − P(t)| ,

Uβ =
∣∣V2 × Pβ (t) − P(t)

∣∣ ,
Uδ = |V3 × Pδ (t) − P(t)| , (7)

P1 (t) = Pα (t) −W1 × Uα (t) ,

P2 (t) = Pβ (t) −W2 × Uβ (t) ,

P3 (t) = Pδ (t) −W3 × Uδ(t), (8)

where P (t) indicates the position vector of a grey wolf, t is
the current iteration. V and W are the coefficient vectors
calculated by Eqs. (9) and (10). Pα , Pβ , and Pδ represent the
first three best solutions at iteration t .

V = 2×s2, (9)

W = 2×r×s1 − r(t), (10)

s1, s2 represent constant numbers in the interval (0, 1) and
they are updated at each iteration randomly, and the elements
of the vector r are linearly decreased from 2 to 0 over the
course of iterations using equation (11).

r (t) = 2−
2×t
Imax

, (11)

Pi−GWO (t + 1) =
P1 (t) + P2 (t) + P3 (t)

3
, (12)

wherePi−GWO (t + 1) represents the position of the grey wolf
in next iteration.

FIGURE 4. Flow chart for I-GWO [59].

C. IMPROVED GREY WOLF OPTIMIZER (I-GWO)
Although GWO is simple to implement and very efficient,
there is an imbalance between exploitation and exploration,
which causes the population to lose diversity too early
because the positions of wolves are updated based on the
top-level wolves’ locations. A number of improvements to
the basic GWO algorithm have been introduced to overcome
GWO’s deficiencies, and provide better performance to avoid
the local optima and accelerate convergence speed.

Examples of improved GWO algorithms; weighted dis-
tance Grey Wolf Optimizer (wdGWO) algorithm, where a
weighted average of the best answers rather than a simple
arithmetic average is calculated [55]. Also, a hybrid Grey
Wolf Optimizer–Sine Cosine Algorithm (HGWOSCA) is
proposed in [56] which benefits from the hybridization of
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GWO and SCA. Alomoush et al. proposed a hybrid har-
mony search and GWO named GWO-HS with an opposition
learning strategy to solve global optimization problems [57].
In these improved algorithms, the global convergence and
exploitation ability for unimodal problems improved, but
the exploration for multimodal functions and the balance
for composition functions remained insufficient. Recently,
I-GWO was introduced by Heidari et al. to improve GWO
deficiencies, and its performance is evaluated on the CEC
2018 benchmark suite, where it is used to solve four engi-
neering problems, including the pressure vessel design, the
welded beam design, and the optimal power flow problems
in [59]. The results of the proposed algorithm on engineering
design problems demonstrate its efficiency and applicability.

Besides the best solution in (12) from the conventional
GWO, the I-GWO proposed another candidate’s updated
position based on the DLH strategy in [60]; this new search
strategy is inspired by the individual hunting behavior of
grey wolves. This new search strategy improves the transition
between local and global solutions and resolves the lack of
population diversity.

The DLH search strategy can work as follows: the position
of the i-th wolf in the t-th iteration Pi(t) is created where
an individual wolf is learned by its neighbors. DLH search
strategy generates another candidate for the new position of
wolf Pi (t) named Pi−DLH (t + 1) . First, a radius Ri (t) is
calculated using the Euclidean distance between the current
position of Pi (t) and Pi−GWO (t + 1) which is given by,

Ri (t) = ∥Pi (t) − Pi−GWO(t + 1)∥ . (13)

Then, the neighbors of Pi (t)denoted byNi (t) are constructed
in (14) with respect to radius Ri (t), where Di is Euclidean
distance between Pi (t) and Pj(t).

Ni (t) =
{
Pi(t) |Di(Pi (t) ,Pj (t) ≤ Ri (t) ,Pj(t) ∈ Pop

}
.

(14)

where Pop is the matrix to store the whole population of
wolves. Once the neighborhood of Pi (t) is constructed,
multiple neighbor learning is performed, where the d-th
dimension of the superior candidate is selected by comparing
the fitness values of the two candidates Pi−GWO (t + 1) and
Pi−DLH (t + 1).

Pi−DLH (t + 1) = Pi,d (t) + rand × (Pn,d (t) − Pr,d (t)),

(15)

Pi (t + 1) =


Pi−GWO (t + 1) ,

if F (Pi−GWO) < f (Pi−DLH )

Pi−DLH (t + 1) otherwise,

(16)

I-GWO flowchart is illustrated in Fig. 4. After the ini-
tialization phase, the fitness function evaluates the wolves’
positions. Then, the DLH position is calculated. The best
solution is selected by comparing GWO and DLH best results

TABLE 1. Parameters settings of the employed algorithms.

FIGURE 5. Elements amplitude distribution for PAA in x-y coordinates.

in every iteration. In order to update the new position, if the
fitness value of the selected candidate is less than Pi (t),
Pi (t) is updated by the selected candidate. Otherwise, Pi (t)
remains unchanged. Finally, after performing this procedure
for all individuals, the counter of iterations is increased by
one, and search can be iterated until the predefined number
of iterations is reached.

V. SIMULATION RESULTS
In this section, the IGWO algorithm for optimizing PAAs
is evaluated. The proposed scheme is installed on an
Intel®Core™i-8550U CPU @ 1.80 GHz 1.99 GHz with
a setup memory of 6.00 GB and a 64-bit operating sys-
tem. The PAA array pattern optimization is applied using
I-GWO by single parameter optimization (amplitude exci-
tation only Amn and element position only dx and dy), and
then by applying 2D optimization by optimizing both ampli-
tude excitation and elements positions for the goal of SLL
minimization. Simulation results are compared with other
existing optimization algorithms to show the effectiveness
of I-GWO techniques; PSO, GSA, PSOGSA, GWO, SMA,
RUN, and HHO. Table 1 contains a list of the compar-
ative techniques’ parameter settings. The parameters used
were those employed by the original author of the study or
those often employed by other studies. In [59], the control
parameter r in GWO and I-GWO is set to decrease linearly
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TABLE 2. FNBW and PSLL results for the 5 × 5 element PAA using amplitude only optimization.

FIGURE 6. Normalized array factors of the 5 × 5 element PAA
(Amplitude-only optimization).

from 2 to 0 and the constants s1, s2 are in the range of
[0,1]. In SMA [43], r is a random value in the range [0,1].
In PSOGSA [51], c′

1 and c′

2 are the individual learning fac-
tor and Social learning factor, ω is the weighting function.
In PSO [13], c1 and c2 are the learning factors, ω is the
inertial weight. In GSA, Gravitational constantG0 is 100 and
Gradient constant α is 20 same as used in [15], and RUN
algorithm constants, a and B, are 20 and 12 respectively,
from [49].
The efficiency of the IGWO algorithm for the PAAs pattern
synthesis is confirmed by EM simulations using FEKO soft-
ware. The number of iterations is 400, and the search agent
is 30 and number of run is 25, where the average result is
presented in this paper. Based on the no free lunch theorem
(NFLT) [62], there is no optimization technique that can
perfectly operate in all problems. However, it was found, from

FIGURE 7. Normalized array factors of the 10 × 10 element PAA
(Amplitude-only optimization).

this study and simulation results, that the I-GWO algorithm
is quite perfect in solving the antenna array beamforming
problems.

A. PAA AMPLITUDE EXCITATION OPTIMIZATION
This section presents PAA beamforming optimization for
optimumminimization of PSLL through the control of ampli-
tude excitations (Ax and Ay) while assuming uniform phase
excitation (βx = βy = 0) with fixed spacing between
elements (λ/2) using the normalized fitness function in (4).
The array factor will be applied as follows:

AFPAA (θ, ϕ)

= Axy
M∑
m=1

ej((m−0.5)π sin θcosϕ)
N∑
n=1

ej((n−0.5)π sin θsinϕ) (17)
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TABLE 3. FNBW and PSLL results for the 10 × 10 element PAA using amplitude only optimization.

The following examples were studied in the SLL region
of ϕSL= [−80◦, −25◦]. The lower and upper limits XL and
XU are set to 0 and 1, respectively. Simulation results are
compared with other optimization algorithms; PSO, GSA,
PSOGSA, GWO, SMA, RUN, and HHO.

Example 1 illustrates the SLL suppression for an 5×5 ele-
ment array. The amplitude excitation distribution for PAA in
x-y coordinates is shown in Fig.5. The comparison results in
terms of SLL and first null beamwidth (FNBW) are shown
in Table 2, normalized array factor comparison for the PAA
is shown in Fig. 6. I-GWO provides SLL of −13.74 dB
and FNBW of 50◦, while for GWO, GSA and RUN, SLL is
−13.7 dB which is higher than I-GWO by 0.04 dB for same
FNBW. For PSOGSA and PSO, SLL is equal to −13.69 dB
which is greater than I-GWO SLL by 0.05dB. For HHO and
SMA, SLL is −13.51 dB and −12.56 dB respectively.
In example 2, the number of elements is set to 10 × 10.
SLL region is ϕSL= [−80◦, −21◦]. The comparison results
are shown in Table 3, normalized array factor comparison for
the PAA is shown in Fig. 7. SLL in the case of I-GWO is
−37.96 dB, and FNBW is 42◦, while for GWO and SMA,
SLL is −36.99 dB which is higher than I-GWO by 0.97 dB
for same FNBW. For PSOGSA SLL is equal to −37.48 dB
which is greater than I-GWO SLL by 0.48 dB. For the other
algorithms SLL are −37.31 dB, −37.13 dB, −36.82 dB and
−26.93 dB for GSA, PSO, RUN and HHO respectively.
It can be concluded from examples 1 and 2, I-GWO results
in more enhancements compared with other methods. And it
can be noted that all algorithms result in SLL minimization

FIGURE 8. Elements position distribution for PAA in x-y coordinates.

when increasing the number of array elements, while
FNBW is minimized, that means the tradeoff between SLL
and FNBW.

B. PAA POSITION-ONLY OPTIMIZATION
This section presents SLL minimization using array element
position optimization (dx and dy), while using uniform ampli-
tude (Axy = 1) and phase excitations (βx = βx = 0) , using
the normalized fitness function in (4). Now the array factor
becomes,

AFPAA (θ, ϕ)

=

∑M

m=1
ej(m−1)(kdx sinθcosϕ

∑N

n=1
ej(n−1)(kdysinθsinϕ) (18)
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TABLE 4. FNBW and PSLL results for the 5 × 5 element PAA using position only optimization.

FIGURE 9. Normalized array factors of the 5 × 5 element PAA
(position-only optimization).

Two cases were tested for a number of elements 5 × 5 and
10×10. The proper placement of antennas in the array is very
important because if antennas are placed too close to each
other, this leads to mutual coupling effects, and if antennas
are placed too far away, this leads to grating lobes. Thus,
conditions must be satisfied for antenna position optimization
to be lower than 0.5λ. The lower and upper limits XL and XU
are set to 0.5 and 1, respectively. Example 3 illustrates the
design optimization of an 5 × 5 element antenna array. The
sidelobe region is ϕSL = [−80◦

−20◦]. Simulation results
are compared with other optimization algorithms; PSO, GSA,
PSOGSA, GWO, SMA, RUN, and HHO. Elements position
distribution for PAA in x-y coordinates is shown in Fig.8.

FIGURE 10. Normalized array factors of the 10 × 10 element PAA
(position-only optimization).

Normalized array factor for the PAA is shown in Fig. 9. The
comparison results are shown in Table 4. which shows that
I-GWO provides SLL of −15.65dB and FNBW is 28◦, while
for GWO, the SLL is−14.63 dBwhich is higher than I-GWO
by 1.02dB for same FNBW. For PGOGSA, RUN, SMA, PSO,
HHO and GSA, SLL is −14.28 dB, −13.46 dB, −13.5 dB,
13.59 dB, and −11.3dB respectively.
In example 4, the number of elements is set to 10 × 10.
SLL region is ϕSL= [−80◦, −11◦]. The comparison results
are shown in Table 5, normalized array factor compari-
son for the PAA is shown in Fig. 10. SLL in the case
of I-GWO is −18.63dB, and FNBW is 22◦, while for
SMA, HHO and PSOGSA, are −18.62 dB, −17.03 dB and
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TABLE 5. FNBW and PSLL results for the 10 × 10 element PAA using position only optimization.

FIGURE 11. Normalized array factors of the 5 × 5 element PAA
(position-only optimization) using EM FEKO software.

16.7 dB respectively. For GWO, GSA, RUN and PSO, SLL
is −18.59 dB which is higher than I-GWO by 0.01 dB for
same FNBW.
It can be concluded from examples 3 and 4, I-GWO results in
more enhancements compared with other methods.
In the following, electromagnetic (EM) simulations using
FEKO software are run to evaluate the effectiveness of var-
ious strategies in an EM environment, where it applied to
example 3 for 5 × 5 PAA for element position optimization.
Simulation results is shown in Fig. 11, where is compare the

radiation pattern using I-GWO, GWO and PSOGSA algo-
rithms. It can be concluded that simulation using EM FEKO
has result same results for SLL and FNBW in example 3,
where it can be used effectively in real applications.

C. AMPLITUDE AND POSITION OPTIMIZATION
In this case, two-dimensional (2D) optimization is applied
by controlling two array parameters: amplitude excitation
and element position, while the phase excitation is fixed
(βx = βx = 0). For SLL minimization, the array factor is
written as:

AFPAA (θ, ϕ)

=

∑M

m=1
ej(m−1)(kdx sinθcosϕ

∑N

n=1
ej(n−1)(kdysinθsinϕ) (19)

Two cases were tested for a number of elements 5 × 5 and
10×10. For amplitude excitation optimization, the lower and
upper limits XL and XU are set to 0 and 1, respectively. For
element position optimization, the lower and upper limits XL
and XU are set to 0.5 and 1, respectively. Simulation results
are compared with other optimization algorithms; PSO, GSA,
PSOGSA, GWO, SMA, and RUN. Example 5 illustrates the
design optimization of 5 × 5 element antenna array. The
sidelobe region is ϕSL = [−80, −22]. Fig.12 shows the nor-
malized array factors for the PAA. Table 6 compares the
obtained results. SLL is −25.3 dB for I-GWO, while for
GWO, and PSO, SLL is −25.11 dB and −25 dB which is
higher than I-GWO by 0.19dB and 0.3dB for same FNBW.
For GSA, RUN, PSOGSA and SMA, SLL is −24.73 dB,
−19.3 dB, −18.42 dB and −17.39 dB respectively.
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TABLE 6. FNBW and PSLL results for the 5 × 5 element PAA using 2D optimization (Amplitude excitations and elements positions optimization).

FIGURE 12. Normalized array factors of the 5 × 5 element PAA for
amplitude and position optimization.

Example 6 illustrates the design optimization of 10× 10 ele-
ment antenna array. The sidelobe region is ϕSL = [−80−21].
Fig. 13 shows the normalized array factors for the PAA.
Table 7 compares the obtained results. SLL is −38.81 dB
for I-GWO, while for GWO SLL is −32.57 dB which is
higher than I-GWO by 6.24 dB for same FNBW. For SMA,
PSO, GSA, PSOGSA and RUN SLL is −31.62 dB, −24 dB,
−32.09 dB, −31.55 dB and −7.321 dB respectively.
It also can be find that Ay = 0 for some elements in case of
I-GWO and GWO, which mean lower power consumption in
the overall array.
The application of 2D optimization using I-GWO for a 10 ×

10 element antenna array results in SLL minimization with

FIGURE 13. Normalized array factors of the 10 × 10 element PAA for
amplitude and position optimization.

the minimized number of array elements, which results in a
simple system design with reduced power and cost in com-
paring with single parameter optimization.

D. COMPUTATIONAL COMPLEXITY
In this section, computational time is computed for PAA
beamforming optimization using I-GWO in the case of two
parameter optimization (amplitude and position), and the
results are compared with other algorithms; PSO, GSA,
PSOGSA, GWO, SMA and RUN as shown in Table 8.
The computational time measures the convergence time
to obtain the optimum solution. I-GWO execution time is
6.043369 sec with a SLL of−38.81 dB. GWO execution time
is 2.680383 sec for PSOGSA, GSA, RUN, SMA and PSO
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TABLE 7. FNBW and PSLL results for the 10 × 10 elements PAA using 2D optimization (Amplitude excitations and elements positions optimization).

TABLE 8. Execution time for 2D optimization for 10 × 10 PAA.

execution time is 3.316675sec, 2.084569 sec, 4.054988 sec,
3.425231 sec and 1.537549 sec respectively. It can be con-
cluded from the above analysis that I-GWO outperformed
other techniques where it obtained the most suppressed SLL.

E. DISCUSSION OF RESULTS
In the previous examples, different analyses were performed
to check the performance of PAA design and optimization

using the I-GWO algorithm by comparing it with other state-
of-the-art algorithms. Table 9 compares all analysis results,
for SLL in the three previous cases (amplitude only, position
only, and 2D optimization), where the following results can
be concluded:

In the case of amplitude only optimization, for 10 × 10
element array, SLL is minimized to−37.96 dB using I-GWO,
which is minimized from PSOGSA by 0.48 dB, from GSA
by 0.65 dB for the same FNBW and also lower than the other
compared algorithms.

In the case of position only optimization, for 10 × 10 ele-
ment array, SLL is minimized to −18.63 dB using I-GWO,
which is minimized from SMA by 0.01dB, from GWO by
0.04 dB and from PSOGSA by 1.93 dB.
In comparing the previous two cases, I-GWO algorithms
outperform other methods, especially when increasing the
number of array elements.

In the case of 2D-optimization by optimizing both the
amplitude and position of array elements, I-GWO results in
the lowest SLL with the minimum number of elements. For
10 × 10 element array, I-GWO results −38.81 dB for 2D
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TABLE 9. Comparison of PSLL (dB) in case of 10 × 10 elements PAA in
case of amplitude only, position only, and 2D optimization.

TABLE 10. Comparison of PAA beamforming optimization using I-GWO
with other previous works for different planar array geometries.

optimization, which is minimized from amplitude only by
0.85dB and from position only by 20.18 dB for the same
number of elements.
In the previous analysis, it compared applying 2D optimiza-
tion with single parameter optimization, which demonstrated
the effectiveness of I-GWO in optimizingmore than one array
element.

In comparing the proposed 2D optimization using I-GWO
with other algorithms, in the case of I-GWO, SLL is
−38.81 dB which is minimized from GWO by 6.24 dB, from
PSOGSA by 7.26 dB and from SMA by 7.19 dB.

From previous analysis, it can be concluded that the
I-GWO method outperforms other techniques in applying
2D optimization, which provides SLL minimization with the
saving of antenna array elements, which can lead to cost
savings for the overall communication systems. In contrast,
the other techniques obtained worse results using the 2D
method compared with single element optimization.

The I-GWO approach is superior to other methods in the
application of 2D optimization, which offers SLL reduction
with the saving of antenna array components, which can

FIGURE 14. Convergence curve for I-GWO vs. GWO and PSOGSA.

result in cost savings for the entire communication system.
This is based on past analysis. In contrast, when compared
to single element optimization, the other strategies produced
lower results when employing the 2D method.
Finally, in table 10 the comparison of PAA beamforming
optimization using I-GWO with other previous work for
different planar array geometries. That is clearly shows the
effectiveness of I-GWO in PAA pattern synthesis for different
number of array elements over the other works.

F. CONVERGENCE SPEED
This section compares I-GWO with PSOGSA and GWO in
terms of convergence speed measured over 400 iterations.
Fig. 14 shows that I-GWO converges to the solution faster
than GWO and PSOGSA, which demonstrates the excellent
performance of I-GWO as compared to other algorithms
and how results can be enhanced for a larger number of
iterations.

VI. CONCLUSION
This paper demonstrated the beamforming optimization
effectiveness by using I-GWO algorithm for PAA in order
to design more directive array for 5G applications. The opti-
mization goal is to minimize the SLL for the PAA beam
pattern. 2D optimization method is introduced and applied
to PAA by optimizing both amplitude excitation and element
positions. Simulation results show that the beamforming
optimization of PAA using I-GWO provides enhancements
when compared with results obtained using other techniques,
especially in the case of 2D optimization, where it provides
SLL minimization with a reduced number of antenna array
elements. Also, the simulation results by EM FEKO software
clearly shows that I-GWO is a very efficient algorithm that
can be applied to solve different beamforming optimization
problems and can be applied to real applications. It can also
be applied to other antenna array geometries according to
communication systems requirements.
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VII. FUTURE WORK
Antenna array beamforming using recent optimization algo-
rithms is very helpful as it contributes to reducing system
complexity and overall cost. Continuously, new optimization
algorithms are presented. It is recommended in the future
to use another recent optimization algorithm that can be
introduced in the future to solve different beamforming opti-
mization problems. Also, it is recommended to use different
antenna array geometries that are required by different com-
munication applications.
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