IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 23 May 2023, accepted 26 June 2023, date of publication 5 July 2023, date of current version 27 October 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3292530

== RESEARCH ARTICLE

Research on Asparagus Recognition Based on

Deep Learning

JIE YU 12, CHAO ZHANG “'-2, JUNMEI WANG', MINGZHI ZHANG',

XINGGUO ZHANG', AND XIAOQIN LI3

! College of Information Science and Engineering, Shandong Agricultural University, Tai’an 271000, China

2 Agricultural Big Data Research Center, Shandong Agricultural University, Tai’an 271000, China

3Library of Shandong Agriculture University, Tai’an 271000, China
Corresponding author: Chao Zhang (zhangch@sdau.edu.cn)

This work was supported by the Shandong Provincial Natural Science Foundation of China project “Study on the comprehensive
prevention and control of hemorrhagic fever based on spatial metrology and EOF model”” under Project ZR201910220237.

ABSTRACT In recent years, there have been several outbreaks of extensive flooding in northern provinces.
Asparagus stem blight disease and brown spot diseases have become increasingly serious, significantly
reducing the yield of asparagus grown in large fields, and asparagus production has developed toward facility
agriculture. To solve the problems of high labor costs, labor shortages, and low production efficiency faced by
facility agriculture, the adoption of mechanized harvesting for asparagus is an inevitable trend. A prerequisite
for mechanized harvesting is target detection. Compared with algorithms such as Faster R-CNN, which
require the use features of candidate regions for classification and recognition and cannot meet the real-time
requirements of mechanized harvesting, this paper proposes a YOLO-based asparagus recognition scheme
that can quickly perform target detection with a detection accuracy of 85.45% and significantly enhanced
interference resistance, which can greatly improve the production efficiency of facility agriculture and

accelerate the mechanization process of facility agriculture.

INDEX TERMS Deep learning, image recognition, asparagus recognition, YOLO.

I. INTRODUCTION

Asparagus, because of the shape of asparagus stems, like
bamboo shoots, known as asparagus, with anti-tumor, antiox-
idant, hypoglycemic and other effects. During the growth
process, if the shoot tip is covered, without photosynthesis,
it remains white, known as white asparagus, used for process-
ing canned products. If the shoot tips appear on the ground,
they will become green by photosynthesis, which is called
green asparagus, which has a crisp taste and much higher
nutritional content than white asparagus, and is mainly used
for fresh food [1], [2], [3].

Asparagus is native to the Mediterranean region and has
been cultivated on a relatively short scale in China, but the
planted area is growing rapidly. According to statistics, as of
2020, China’s asparagus planting area reached 1.511 million
hectares, an increase of 2.04% year-on-year, accounting for
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90.64% of the total global planting area; China’s aspara-
gus production reached 8.613 million tons, an increase of
3.70% year-on-year, accounting for 88.14% of the total global
production, the planting area and production ranked first in
the world. Among them, Shandong Province is one of the
main bases of asparagus production, and the annual export of
canned asparagus accounts for about 1/3 of the total national
export, occupying a pivotal position in the national produc-
tion and export of asparagus [4].

The harvesting period of facility asparagus is mainly con-
centrated in April-June and September-November, during this
period, the quality of asparagus is the best, short harvesting
time, high manual harvesting workload and high intensity,
and timely harvesting is of great significance to improve the
economic benefits of asparagus. With the intensification of
the aging process in China, the transfer of the rural labor pop-
ulation to the cities and the continued spread of labor shortage
due to the superposition of the COVID-19, labor prices
have increased significantly, and in Shandong Province,
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FIGURE 1. Original.

FIGURE 2. Gaussian filter.

for example, the average mu labor cost of facility cucumbers
increased from ¥2,858.211in 2011 to ¥4,305.44in 2017, with
an increase and an average annual growth rate of 50.63%
and 7.07%, respectively (Data source: National Compilation
of Cost-Effectiveness Information on Agricultural Products,
Calendar Year). The facility asparagus industry has likewise
encountered bottlenecks in industrial development, and there
is an urgent need to solve the current dilemma by developing
asparagus harvesting robots.

The first problem for asparagus harvesting robot is the
accurate target detection of asparagus. Non-contact target
information acquisition using machine vision can be used for
asparagus identification. However, because the asparagus tip
is small and the long rhizome part has insufficient features,
resulting in difficult feature extraction, coupled with the fact
that the tip is similar in color to other background noises
such as weeds, with small color difference and low contrast,
making asparagus recognition more difficult.

Method: Image pre-processing

In order to make the recognition rate of the target detection
algorithm higher, image pre-processing is needed for the orig-
inal image. There are many pixels in the original image that
are too far away from the surrounding pixels, and these pixels
will interfere with the key features in the post-processing.
Gaussian filtering can be used to process such pixels.

Gaussian filtering is a linear smoothing filter that can
eliminate Gaussian noise, and is a process of weighting the
value of a pixel point in the original image and the pixel
values of its surrounding points to average them, which can
eliminate certain noise points in the original image.
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FIGURE 3. Deep learning algorithm development process.

Since the experimentally acquired pictures are color
images, using RGB three-channel Gaussian filtering can
make the acquired images smoother and remove the noise in
the images, as shown in FIGURE 1. The above image is the
original image, and the next image is the Gaussian filtered
image.

Il. RELATED WORK

Traditional target detection algorithms usually consist of
three stages: region selection, feature extraction and sign
classification. Region selection is to select the locations in
the image where the target may appear by sliding, but such
a scheme has a lot of redundancy and increases the compu-
tational effort. Feature extraction is based on the completion
of the first step, using an extractor for feature extraction, but
the accuracy is not high due to the limitations of the extractor
itself, which easily leads to a high misclassification recog-
nition rate. Signs classification is performed on the features
obtained in the second step, and the accuracy of classification
is also not too high.

With the emergence of deep learning, a large number of
parameter settings can extract better features and classifier
performance is more powerful.

Deep learning-based target detection algorithms mainly
include One-stage and Two-stage types. Two-stage is divided
into three steps: feature extraction, candidate frame genera-
tion, and classification/location regression. The representa-
tive algorithms are R-CNN [5.6.7] series, SPP-Net, which
have high accuracy but slow speed because of the candidate
frame selection. One-stage is divided into feature extraction,
classification/localization regression without the step of gen-
erating candidate frames, and the representative algorithms
are SSD [8], RetinaNet [9], YOLO [10], [11], [12], [13], [14],
SqueezeDet, DetectNet, OverFeat, etc. Compared with two-
stage, it has low precision and fast running speed because no
candidate frame is generated.

In the following, we will introduce the main deep learning
algorithms according to the timeline.

R-CNN [5] (Regions with CNN features) was proposed
by R. Girshick’s team, where detection starts with extracting
candidate frames, using CNN for feature extraction, and using
SVM to classify and regress the extracted features.

In 2015, R. Girshick’s team proposed Fast R-CNN [6],
which is an innovation based on R-CNN, eliminating the lim-
itation of data input and significantly improving the detection
accuracy and speed.

In the same year, Faster R-CNN [7] was proposed again by
R. Girshick’s team, which integrated the generation of candi-
date regions, feature extraction, classification, and bounding
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box regression into the same network, and the overall perfor-
mance was greatly improved.

YOLO (You Only Look Once) is the first one-stage
based algorithm, which was proposed by R. Joseph et al.
in 2015, and the subsequent YOLOv2, YOLOv3, YOLOvV4,
and YOLOVS are all its improved versions.

Meanwhile, given that asparagus needs to be harvested
mechanically, the speed of mechanical harvesting is a key
issue that we need to consider. Due to the slow speed factor
limitation of the two-stage algorithm target detection, and to
obtain smaller packets, the smallest s version of YOLOVS is
used for target detection in this paper.

The structure of this paper is as follows, Chapter 1 intro-
duces the structure of YOLO series algorithm. Chapter 2
introduces the basic process of asparagus identification based
on YOLOVS. The third chapter introduces the improved
YOLOv5-based asparagus recognition algorithm, and finally,
the conclusion and outlook.

Ill. BASIC PROCESS OF ASPARAGUS IDENTIFICATION
BASED ON YOLOvV5

The structure of YOLO series algorithm is divided into four
parts: Input side, Backbone, Neck, and Prediction.

The input side mainly includes three parts: Mosaic data
enhancement, adaptive anchor frame calculation, and adap-
tive image scaling. Mosaic data augmentation is adopted to
use 4 images randomly scaled, cropped and lined up for
stitching, which enriches the data set and improves the robust-
ness of the system. Mosaic data enhancement can improve
the AP value of small targets, which enables the algorithm
to improve the recognition rate of small targets, which helps
us to record the data of asparagus growth cycle for subse-
quent modeling of asparagus growth process. In YOLOVS,
in contrast to the previous algorithm that required a sepa-
rate running program to calculate the anchor frame value,
YOLOv5automatically embeds this function to adaptively
calculate the anchor frame value. The adaptive adjustment of
the anchor frame can be adapted to various image sizes to
optimize the computational effort. Since the training images
have different sizes and aspect ratios, the scaling needs to
be modified uniformly, so the size of the black border after
scaling and filling is uncertain, which will affect the real
composition of the image and thus reduce the recognition
rate. For this reason, an adaptive scheme is used in YOLOvS5to
fill the smallest black edges, thus improving the inference
speed and recognition rate.

Backbone contains Focus structure and CSP structure. The
most critical thing in Focus is the slicing operation, take
YOLOvS5s as an example, the image is first turned into a
304*304*12 feature map by slicing, and then it is finally
turned into a 304*304*32 feature map after one convolution
operation with 32 convolution kernels. Taking YolovSs as
an example, the CSP1_X structure is applied to Backbone
network, and another CSP2_X structure is applied in Neck.

The Neck structure mainly adopts the FPN4 PAN
approach, and the FPN is a top-down approach to fuse the
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TABLE 1. Comparison of YOLOV5 algorithm.

size  mAPY  mApPtest  mApPval  Speed params  FLOPS

Model (pixels) 05095 05085 05 V100 (ms) M) 640 (B)

YOLOv5s 640 36.7 36.7 554 2.0 73 170
YOLOv5m 640 445 445 633 2T 214 51:3

640 48.2 482 66.9 38 47.0 1154

640 504 50.4 68.8 6.1 87.7 2188

information from high places by up-sampling pass to obtain
the features. A bottom-up PAN is added behind the FPN
layer, and the two are combined to fuse the parameters of the
detection layer to obtain the features.

In Prediction, the regression loss function of YOLOVS5 uses
the GIOU Loss, which is optimized on the basis of 10U,
to solve the problem when the bounding boxes do not overlap.

YOLO series is one of the most widely used target detec-
tion algorithms, and five versions have been released so far.
In this paper, we use the latest YOLOVS version for image
recognition training. The existing YOLOVS is divided into
four models s/m/l/x. In order to facilitate deployment on
mobile devices, this paper uses YOLOV 5s version, which has
the advantages of fast training speed and small result files.
The specific differences are shown in TABLE 1

Asparagus identification using YOLOVS includes the fol-
lowing steps.

1. Preparation of dataset and pre-training weights

The data set was sourced from the farm of Zhong Hui
Gao Xin Company in Weifang City, Shandong Province,
with a total of 2,000 images. Use the marking tool to per-
form the marking operation and generate the txt tag file.
Select appropriate pre-training weights. In this paper, we use
yolov5s.pt weights for training. The larger the training weight
file is, the more accurate it will be, but the detection speed
will be reduced accordingly. In order to realize mechanized
harvesting later, we choose yolovSs.pt weights that are ideal
for real-time and accuracy for training.

2. Modifying the training model configuration

The asparagus recognition model needs to modify the
.yaml data configuration file. Since this paper only needs
to recognize one plant, asparagus, the class value of the
relevant .yaml file needs to be modified. Configure the GPU
training model in the training master file, and modify the
number of single training images appropriately according to
the performance of the graphics card to avoid video memory
alarm.

3. Result analysis

After the training is completed, the corresponding .exp
file is generated in the run directory, which contains the last
training result and the optimal result. Using tensorbord, you
can view the relevant parameter changes during the train-
ing process and provide a basis for correction for the next
training.

The specific environment of the experiment is as follows.

Experimental platform: Considering the CPU’s own con-
straints, this paper is based on GPU for training, with the
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FIGURE 6. Recognition rate of asparagus.

relevant Anaconda and compiler environments deployed.
This paper only involves a class recognition, modify the rele-
vant configuration file can be, the labeled images and related
files into the compiler. The experiment is implemented based
on pytorch 1.10, Python 3.8, and CUDA 11.3. In this paper,
the number of training rounds is set to 100, and the image size
is the default 640*640.

Data set: The data set of this paper was collected at Weifang
Mingji Institute of Water and Fertilizer Integration, Shandong
Agricultural University, and the shooting effect is shown in
FIGURE 4. This data set contains training set and validation
set, and the training set and validation set are allocated in the
ratio of 8:2, with a total of 2000 images. Annotate with open
source annotation tools, and the annotation effect is shown in
FIGURE 5.

The next figure shows the actual asparagus recognition.
It can be seen that the asparagus recognition effect is good
under natural light, and even smaller plants are not missing.

Results Analysis: As shown in FIGURE 7, the accuracy of
asparagus recognition was 83.1 %, mAP _ 0.5 was 87.3 %,
mAP _ 0.5: 095 was 34.4 %, and recall was 87.6 %.
Compared with the two-stage algorithm, the accuracy is
slightly lower, but because there is no regional sampling,
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FIGURE 7. Recognition effect diagram of asparagus.
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FIGURE 8. Comparison chart of improved asparagus identification.
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FIGURE 9. NMS comparison chart.

the global information is better performed, and the real-time
requirements are met, providing conditions for the subse-
quent mechanized harvesting of asparagus.

IV. ASPARAGUS RECOGNITION ALGORITHM BASED ON
IMPROVED YOLOvV5
This section is designed for regression loss function and
multi-objective frame problem in recognition. YOLOVS5 uses
GIOU regression loss function by default, we modify the
GIOU regression loss function in the original model to CIOU
regression loss function [15], [16], [17] to get faster conver-
gence speed and higher accuracy.

GIOU means that there are two arbitrary bboxes A and B.
It is necessary to find a minimal closed shape C such that C
can enclose A and B. TOU ={3521, GIOU = T10U— 1428,
Lgiou= 1—GIOU. As can be seen from the above equation,
when the target frame and the prediction frame are closely
surrounded, the values of IoU and GloU are the same,
at which time GIoU degenerates to IoU, and it is impossible to
distinguish their relative position relationships. The improved
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side camera

FIGURE 11. Schematic diagram of the scene.

algorithm DIoU incorporates the centroid normalized dis-
tance, which can better optimize such problems. For this
purpose, Lpjoy= 1 — IOU + R(B,B%") is defined, where R is
the penalty term of the prediction frame B and the target frame
B8, In order to be able to make the algorithm converge with
higher accuracy, CIOU considers the aspect ratio, and adds
an influence factor ¢v to DIOU, which can take the aspect
ratio fitting into account. Where o = and v can
measure the aspect ratio consistency.

The results are shown in FIGURE 8, where the green
curve is CIOU and the lavender line is GIOU. Since CIOU
takes into account the information of the distance from the
center point of the bounding box and the scale information
of the aspect ratio of the bounding box, it can be seen that
the improved MAP (0.5:0.95) is improved by 3.9% and the
precision is improved by 2.35%.

For the multi-target box problem in recognition, we change
the IOU_nms in the original model to DIOU_nms. The
results are shown in FIGURE 9, the left figure shows the
recognition under IOU_nms and the right figure shows
the recognition under DIOU_nms, it can be seen that the
right figure has stronger performance for the multi-target
box problem and the anti-interference recognition rate is
higher.

v
a=100)+v’
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V. CONCLUSION AND FORESIGHT

In this paper, we implemented the detection of asparagus
based on YOLOVS, in order to make it possible to deploy
in the actual environment, we made improvements based
on YOLOVS, the detection accuracy reached 85.45%, higher
anti-interference detection ability, but the recognition accu-
racy is slightly less than the algorithm of Two-Stage class,
basically meet the deployment requirements of the actual
environment. The follow-up work we will realize mechanical
harvesting of asparagus, combining target detection and har-
vesting robot, the robot collects asparagus height, thickness
and other maturity data in real time, using the improved
target detection algorithm to detect in real time and deter-
mine whether the harvesting requirements are met, and the
mechanical arm will cut according to the strategy to meet
the requirements and sort into the storage area of the robot.
FIGURE 10 shows the schematic diagram of our designed
harvesting robot, the side camera is used for target detection,
the front camera is used for path survey and movement infor-
mation collection, the robot arm is used for cutting asparagus
and the storage area is used for storing the harvested
asparagus.

The deployment is carried out in Weifang Zhong Hui GAO
XIN Farm as shown in FIGURE 11, where green repre-
sents asparagus, white is the middle separation zone, and the
square represents the harvesting robot, which performs target
detection and asparagus harvesting in the travel lane. After
the harvesting robot is put into use, it is expected to save
about 75-80% of labor and other costs per mu, and one robot
will replace 7-8 laborers, which will significantly shorten the
fresh asparagus marketing cycle and will greatly improve
the industry dilemma faced by facility agriculture such as
labor shortage, high labor cost and low overall mechanization
level, promote agricultural efficiency and farmers’ income,
promote the benign cycle development of facility agriculture
and help rural revitalization.
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