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ABSTRACT Nowadays many research articles are prefaced with research highlights to summarize the main
findings of the paper. Highlights not only help researchers precisely and quickly identify the contributions
of a paper, they also enhance the discoverability of the article via search engines. We aim to automatically
construct research highlights given certain segments of a research paper. We use a pointer-generator network
with coverage mechanism and a contextual embedding layer at the input that encodes the input tokens into
SciBERT embeddings. We test our model on a benchmark dataset, CSPubSum, and also present MixSub,
a new multi-disciplinary corpus of papers for automatic research highlight generation. For both CSPubSum
and MixSub, we have observed that the proposed model achieves the best performance compared to related
variants and other models proposed in the literature. On the CSPubSum dataset, our model achieves the
best performance when the input is only the abstract of a paper as opposed to other segments of the
paper. It produces ROUGE-1, ROUGE-2 and ROUGE-L F1-scores of 38.26, 14.26 and 35.51, respectively,
METEOR score of 32.62, and BERTScore F1 of 86.65 which outperform all other baselines. On the new
MixSub dataset, where only the abstract is the input, our proposed model (when trained on the whole training
corpus without distinguishing between the subject categories) achieves ROUGE-1, ROUGE-2 and ROUGE-
L F1-scores of 31.78, 9.76 and 29.3, respectively, METEOR score of 24.00, and BERTScore F1 of 85.25.

INDEX TERMS Deep learning, natural language generation, pointer-generator network, SciBERT, scientific
data.

I. INTRODUCTION
Scientific publications are growing at an exponential rate [1].
It has been reported that the number of scientific articles
doubles roughly every nine years [2]. Even in a limited sub-
field, scientists find it very challenging to keep track of
the cutting edge of research. Therefore, to make it easier
for researchers to appreciate the main import of a paper,
publishers have adopted many novel presentation techniques.
One recent trend is to complement the abstract of a paper
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with research highlights, a list of points summarizing the
main findings of the paper. Research highlights are typically
written by the author along with the abstract. They are often
easier to read and grasp than a longer paragraph, especially on
hand-held devices. Moreover, research highlights can be used
by search engines for indexing the articles and subsequently,
retrieve or recommend them to the appropriate users. Yet, not
all scholarly articles contain research highlights written by
the authors.

Research highlights and abstract are both summaries of the
research paper. Text summarization is a process to present
the gist of a source document or a set of related documents.
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The main benefit of text summarization is that it reduces
the amount of time the reader has to spend to extract the
main information in the document. Extractive summariza-
tion and abstractive summarization are two broad approaches
used in automatic text summarization [3], [4]. Extractive
approaches [5] simply copy some relevant sentences from the
documents and ignore the rest. Abstractive approaches [6] can
induce new relevant words in the summary in the same way
that a person does – they first read the entire text, comprehend
it, and then summarize using suitable new words. Therefore,
abstractive approaches typically provide better summaries
compared to those produced by extractive methods.

In this paper, we aim to extract research highlights from
a research paper using abstractive approaches. From a sim-
ple manual analysis, we found that most of the informa-
tion present in research highlights occur in the abstract,
introduction, and conclusion sections of a paper. There-
fore, we provide these sections and their combinations as
inputs to our summarizer. Our model is an adaptation of
the pointer-generator network with coverage mechanism [7].
However, unlike the original model, we use an additional
embedding layer at the input. This layer encodes each word of
the input document with embeddings from SciBERT, which
is a BERT model trained on a large corpus of scientific doc-
uments. We expect these contextual embeddings to help the
model generate better quality abstractive summary compared
to that produced by the vanilla model.

The main contributions of this paper are:
1) Our method automatically generates research high-

lights from a scientific research paper. We propose a
technique to combine a SciBERT [8] pre-trained layer
of word embeddings with a pointer-generator network
that also uses a coverage mechanism. To the best of
our knowledge, this work is the first attempt to use
SciBERT with a pointer-generator model augmented
with coverage mechanism [7] to generate research
highlights.

2) We present a new multi-disciplinary dataset named
MixSub that contains research papers (with author-
written highlights) from different subject domains.

3) For one of the datasets, namely, the CSPubSum dataset,
we analyze the performance of generating research
highlights for the following different input types:
(a) the input is the abstract only, (b) the input is the
introduction only, (c) the input is the conclusion only,
(d) the input comprises the abstract and the conclusion,
(e) the input comprises the introduction and the conclu-
sion. For the MixSub dataset, we use only the abstract
as the input. We use ROUGH [9], METEOR [10], and
BERTScore [11] metrics to evaluate the performance
of the models. We show that our model performs better
than existing baselines proposed for this task.

The rest of this article is organized as follows. Section II is an
overview of prior work in the field. Section III describes the
proposedmodel. Section IV describes the experimental setup,
the datasets we used, including a new dataset called MixSub

which we construct as part of this work. Section V reports
the results we obtained by using the CSPubSum dataset and
our new MixSub dataset. Within this section, we compare
our method with a few competitive pre-trained models in the
literature, and analyze the energy consumption of the various
models. Section VI depicts several case studies. Finally, the
paper concludes in Section VII.

II. LITERATURE REVIEW
The advancement of sequence-to-sequence models [12]
has significantly improved the state-of-the-art in abstrac-
tive summarization [13]. Attention-based encoder of with a
beam-search decoder has achieved significant performance
in abstractive text summarization on DUC 2004 dataset [14].
Convolutional attention-based conditional recurrent neu-
ral network was used to further improve the perfor-
mance on Gigaword Corpus and DUC 2004 dataset [15].
Nallapati et al. [16] proposed a model for abstractive text
summarization based on attentional encoder decoder recur-
rent neural networks. To remove out-of-vocabulary words
(OOV) and repeating words, a hybrid approach called
pointer-generator network with coverage mechanism has
been proposed [7]. It can copy words from the source text by
pointing and uses coverage to keep track of what is summa-
rized to avoid repetition. To represent the semantic informa-
tion of words more correctly, Anh and Trang [17] have used
two pre-trained word embeddings, namely, word2vec and
FastText, with a pointer-generator model for the CNN/Daily
Mail dataset and achieved an impressive performance.
Du et al. [18] proposed a model to extract summary based on
fuzzy logic rules, multi-feature set and genetic algorithm on
DUC2002 dataset.

Recently, pre-trained language models that generate con-
textual embeddings have become extremely popular and
shown to achieve state-of-the-art results in many NLP tasks.
Their mode of operation is as follows: train the model on
a large corpus and then fine-tune it on various downstream
task in NLP. Radford et al. [19] proposed Generative Pre-
Training (GPT), which combines unsupervised pre-training
and supervised fine-tuning, to improve language understand-
ing. The implementation of the transformer architecture and
its bidirectional encoder model BERT resulted in improved
performance in downstream NLP tasks including text sum-
marization [20]. BERT trains a deep bidirectional transformer
encoder, which learns interactions between left and right
context, using a masked language modelling objective [20].
For a new corpus, BERT can be fine-tuned for sentence-
label and token-label tasks. Knowledge graphs (KGs) can be
combined with BERT to capture the lexical, syntactic, and
knowledge information at the same time [21]. Researchers
have also made available a few large deep neural models that
are pre-trained specifically for the summarization task. A pre-
trained model PEGASUS, trained using large pre-training
corpora and a gap sentence generating task has been evaluated
on 12 downstream summarization tasks [22]. To overcome
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the disadvantages of limited input size in a BERT-based
architecture, the BERT windowing method can be used [23].
Raffel et al. [24] proposed T5, which is an encoder-decoder
model pre-trained on a multi-task mixture of unsupervised
and supervised workloads, with each task transformed to
text-to-text processing. BART [25] is a transformer encoder-
encoder (seq2seq) model with a bidirectional BERT encoder
and an autoregressive decoder (more specifically, generative
pre-trained transformer or GPT). The pre-training task in
BART entails changing the sequence of the original phrases at
random and using a novel in-filling strategy that replaces text
spans with a single mask token. BART is especially effective
when fine-tuned for text generation, but it also performs well
for comprehension tasks.

Early work on extractive summarization of scientific docu-
ments was done with limited datasets, such as one of 188 doc-
ument and summary pairs [5] where all the documents were
gathered from 21 scientific/technical publications. A sum-
marizing technique that focuses on the rhetorical status of
assertions in 80 scientific articles, part of a larger corpus of
260 articles, has been developed by Teufel and Moens [26].
A sentence-based automatic summarizing system has been
built based on feature extraction and query-focused meth-
ods [27]. Lloret et al. [28] have proposed a method to auto-
matically generate the abstract of a research paper in the
biomedical domain. They used two approaches – extractive
as well as abstractive. To better deal with the long text of
a research paper in abstractive summarization, a multiple
timescale model of the gated recurrent unit (MTGRU) has
been used in [29]. They have contributed a new corpus
containing pairs of (introduction, abstract) of computer sci-
ence papers from arXiv.org. Souza et al. [30] have proposed
a multi-view extractive text summarization approach for long
scientific texts.

Recent advancements have attempted to summarize entire
research papers, focusing specifically on the generation of
the paper title from the abstract (title-gen) and the generation
of the abstract from the body of the paper (abstract-gen) in
biomedical domain [31]. Since the keyphrases in a paper
may be assumed to capture the main aspects of the paper,
extraction [32], [33] or generation [34], [35] of keyphrases
is a related area of research. However, we do not discuss
it further as it does not produce sentential forms typically
observed in a summary.
Generating research highlights from scientific articles is

different than document summarization. Collins et al. [36]
have developed supervised machine learning methods to
identify relevant highlights from the full text of a paper
using a binary classifier. They also contributed a new bench-
mark dataset of URLs, which includes approximately 10,000
articles from computer science domain, labelled with rele-
vant author-written highlights. Using multivariate regression
methods for the same problem, Cagliero and Quatra in [37]
selected the top-k most relevant sentences from a paper as
research highlights, unlike a simple binary classification of
sentences as highlights or not. Note that this is also extractive

in nature. Rehman et al. [38] proposed an abstractive sum-
marization model based on pointer-generator network with
coverage and GloVe embeddings to generate research high-
lights from abstracts. Later, Rehman et al. [39] combined
named entity recognition with pointer-generator networks to
improve the performance of their method. In contrast to pre-
vious works, in the current one we use pre-trained SciBERT
word embeddings and propose a new dataset.

III. METHODOLOGY
We use pointer-generator networks to produce highlights
from research papers. It consists of a seq2seq model with a
BiLSTM encoder and an LSTM decoder with attention [16].
However, while the original model proposed by See et al. [7]
uses word-embeddings – they are learned from scratch during
training – we use a pre-trained transformer to generate the
contextual embeddings of the tokens in the input document.
The architecture of our model is shown in Figure 1.

We perform experiments with 4 variants: (1) the orig-
inal pointer-generator model proposed in [7], (2) pointer-
generator model integrating coverage mechanism (proposed
in [40]), described in the same work [7], (3) pointer-generator
model with SciBERT, and (4) pointer-generator model with
SciBERT and coverage mechanism.

A. BERT AND SciBERT
The pre-trained language model BERT stands for bidirec-
tional encoder representations from transformers. BERT has
been pre-trained on the tasks of masked language modelling
(MLM) and next sentence prediction (NSP) [20]. Normally,
standard conditional language models are trained on either
left-to-right or right-to-left representations of the context, but
MLM used both left-to-right and right-to-left representations
of the context. The primary goal of the masked language
model is to predict the actual vocabulary identifier of the
input’s randomly masked tokens. Next sentence prediction
(NSP) aids the model in comprehending sentence relation-
ships. This feature helps to improve the performance for the
downstream tasks of question-answering (QA) and natural
language inference (NLI). To encode the input, the input
sentence is first tokenized, and then the tokens are combined
with 3 new tokens, namely, CLS, SEP, and MASK. CLS is
added at the start of sentence to represent sentence-level clas-
sification. To predict the next sentence, SEP is used. During
the MLM task, MASK is used to represent masked tokens.
English Wikipedia (2,500M words) and the BooksCorpus
(800M words) are used for pre-training the BERT model.
Summing the corresponding token, segment, and position
embeddings yields the input representation for a given token.
Primarily, BERT has two variants named as BERTBASE and
BERTLARGE . BERTBASE has 12 transformer layers, 768 hid-
den size, 12 attention heads, and 110M total parameters.
BERTLARGE has 24 transformer layers, 1024 hidden size,
16 attention heads and 340M total parameters.

SciBERT is a BERT-based pre-trained language model
that was trained on a large corpus of scientific text from
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FIGURE 1. Proposed model: Pointer-generator network with coverage mechanism and SciBERT word embeddings.

Semantic Scholar [41]. The same size and configuration of
BERTBASE is used to train the SciBERT model and allowed
128 tokens ofmaximum sentence length. SciBERT has 4 vari-
ants: cased/uncased and basevocab/scivocab. The
basevocab models are fine-tuned from the correspond-
ing BERTBASE models. The scivocab models have been
trained from scratch.

B. POINTER-GENERATOR NETWORK WITH SciBERT
This model consists of a word-embedding layer and a pointer-
generator network. The word-embedding layer converts the
words in the input document to embeddings. We have used
a pre-trained SciBERT model [8] to generate word embed-
dings. Using this mechanism, each word (xt ) in the encoder
and the decoder part will be represented as an embedding
vector xt as:

xt = g(xt ) (1)

where g(.) is the embedding-generating function. The CLS
token has been added to represent sentence-level classifica-
tion. Here, the main use of SciBERT [8] is that instead of
directly feeding the token ids of the input document into the

encoder, we are passing the pre-trained SciBERT-generated
word embeddings. In our experiments, the dimension of
word embeddings is 768. A pointer-generator network [7]
augments the sequence-to-sequence (seq2seq) model with
attention [16] using a special copyingmechanism.When gen-
erating words, the decoder probabilistically decides between
generating new words from the vocabulary (i.e., from the
training corpus) and copying words from the input document
(by sampling from the attention distribution). While the gen-
erator helps in novel paraphrasing, copying helps to tackle
OOV words. This improves the model’s ability to calculate
hidden states because the inputs at each time step have been
accurately and completely represented, contributing to the
improvement of the attention distribution. At each decoder
time step t , the probability of generating a new word is

Pgen = σ (W⊤
h∗h∗

t + W⊤
s st + W⊤

x xt + bptr ) (2)

where h∗
t is the context vector, st is the decoder hidden state,

xt is the decoder input (which is the decoder output at time
t − 1 during test, and the correct word at time t − 1 during
training), σ is the sigmoid function, and Wh∗ , Ws, Wx and
bptr are the learnable parameters. Hence, for the SciBERT
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pre-trained embeddings layer the formula in (2) is modified
as follows:

Pgen = σ (W⊤
h∗h∗

t + W⊤
s st + W⊤

x g(xt ) + bptr ) (3)

To predict the next word yt , the probability distribution
over the extended vocabulary (i.e., the fixed vocabulary of
the training corpus and the present document) is calculated:

P(yt ) = PgenPvocab(yt ) + (1 − Pgen)
∑
i:wi=yt

at,i (4)

where at is the attention distribution over the fixed vocabulary
at time t , at,i is the attention over the word wi at time t ,
and Pvocab is the probability distribution over the extended
vocabulary generated by the softmax layer of the decoder. The
loss for decoder time step t is:

losst = − logP(y∗t ) (5)

where y∗t is the target word. The overall loss for the sequence
is the average of the losses over all the decoder time steps for
this sequence.

C. POINTER-GENERATOR + COVERAGE MECHANISM
WITH SciBERT
Sometimes the above pointer-generator network redundantly
generates the same word multiple times during test. The
coverage model of Tu et al. [40] aims to address this prob-
lem. This model essentially gives attention to the previous
timesteps of the decoder. It computes a coverage vector ct

defined as the sum of the attention distributions at over all
previous timesteps τ = 1 to τ = t − 1 of the decoder:

ct =

∑ t−1

τ=0aτ (6)

Note that c0 is a zero vector. The coverage vectorwill be taken
as an extra input to the attention mechanism that is used by
the decoder while generating the next word.

The coverage loss quantifies if the model is continuously
giving more attention to the same words:

CoverageLosst =

∑
i

min(at,i, ct,i) (7)

Finally, the coverage loss is included in the primary loss
function of the decoder. The revised loss for decoder time step
t can be written using a hyperparameter λ as follows:

losst = − logP(y∗t ) + λ
∑
i

min(at,i, ct,i) (8)

IV. EXPERIMENTAL SETUP
In this section, we discuss the datasets, the data pre-
processing steps, and the experiments.

A. DATASETS
1) DATASET OF COMPUTER SCIENCE PAPERS
We use the dataset CSPubSum released by Collins et al. [36]
containing URLs of 10142 computer science publications

from ScienceDirect.1 Every document contains the follow-
ing fields: title, abstract, research highlights written by the
authors, a list of keywords mentioned by the authors, and
various sections such as introduction, related work, exper-
iment, and conclusion, as typically found in a research
paper. We organize each example in this dataset as (abstract,
author-written research highlights, introduction, conclusion).
We have observed that, here, the average abstract size is
186 words while that of highlights is 52; and for 98% of
the papers, highlights are 1.5 times or more shorter than the
abstract. Thus, at least in terms of the word length, highlights
can be considered as a summary not only of the paper but
also of the abstract. For our experiments, we split the dataset
into train/dev/test in the ratio 80 : 10 : 10, that is, reserve
8115 examples for training, 1014 examples for validation,
and 1013 examples for testing. We use this holdout test set to
measure the performance of our models on CSPubSum in all
cases, except in Section V-A2 where we present some results
obtained with K -fold cross-validation.

2) MixSub: A NEW DATASET OF PAPERS FROM MULTIPLE
DOMAINS
We propose a new dataset called MixSub that contains
research articles from multiple domains. Note that the
CSPubSum corpus from [36] contains only computer science
papers. To prepare MixSub, we crawled the ScienceDirect
website and curated articles published in various journals
in year 2020. We removed the articles that did not con-
tain research highlights. Finally, we got 19785 articles with
author-written research highlights as shown in Table 1. Each
example in this dataset is organized as (abstract, author-
written research highlights). We have also segmented the
dataset into training, validation and test subsets. In this cor-
pus, the average abstract size is 148 words while that of high-
lights is 57. For 72% of the papers, highlights are 1.5 times
or more shorter than the abstract. We split each category of
documents into train/dev/test subsets in the ratio 80 : 10 : 10.
We have grouped similar journal papers according to their
domain as shown in Table 1 and also highlighted using a pie
chart Figure 2. A summary of the above two datasets is shown
in Table 2.

B. DATA PRE-PROCESSING
We have used the Stanford CoreNLP Tokenizer2 for tok-
enizing the sentences. The whole corpus is first converted to
lowercase.We have removed all unnecessary symbols, letters,
and other elements from the text that do not affect the aim
of our research. In particular, HTML tags, parentheses, and
special characters have been removed.

Then we reorganized the dataset in several ways
to perform various experiments. More specifically, for
CSPubSum, we organize it as (abstract, author-written
research highlights), (conclusion, author-written research

1https://www.sciencedirect.com/
2https://stanfordnlp.github.io/CoreNLP/
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TABLE 1. Subject-wise URL count in MixSub dataset.

TABLE 2. Some statistics of CSPubSum and MixSub datasets.

highlights), (introduction, author-written research high-
lights), (abstract + conclusion, author-written research
highlights), and (introduction + conclusion, author-written
research highlights) where ‘+’ denotes text concatenation.
Since the background and a broad summary of the paper
normally appear in the introduction, and the main findings
of the paper are mentioned in the conclusion, we experiment
taking these sections as inputs. Since an overview of the paper
is present both in the introduction and the abstract, we do not
use them together, rather we use the combinations (abstract+
conclusion), and (introduction + conclusion). In case of
MixSub, we only have (abstract, author-written research
highlights) because we get the best results on CSPubSum
using only abstracts. In future, we might explore the use of
full-text or sections from the full-text for MixSub as well.

When the abstract is used as the input, we set the maximum
number of input tokens to 400. When the conclusion is used
as the input, the maximum number of input tokens allowed is
800.When the introduction is used as the input, the maximum
number of input tokens allowed is set to 1200. For all other
inputs, we have restricted the input size to 1500 tokens. In all
cases, the maximum token count of the generated research
highlights tokens is set to 100. The above figures are moti-
vated by the observation that the average length of an abstract
is 186, the average length of the author-written highlights in

a paper is 52, and the average length of the conclusion is
425, that of the introduction is 837, the average length of
(abstract + conclusion) is 643, and that of (introduction +

conclusion) is 1230.

C. IMPLEMENTATION DETAILS
We trained four variants of the proposed model: pointer-
generator network with word embeddings trained from
scratch as part of the model training (PGM), pointer-
generator network with coverage mechanism where word
embeddings are trained from scratch as part of the model
training (PGM + Coverage), pointer-generator network
with SciBERT embeddings for the input tokens (PGM +

SciBERT), and pointer-generator network with coverage
mechanism and SciBERT embeddings for the input tokens
(PGM + Coverage + SciBERT). For all variants of SciB-
ERT models, during model training, the embeddings are
fine-tuned. We trained all models on Tesla P100-PCIE-16GB
Colab Pro+ that supports GPU-based training. We used
mini-batches of size 16. For all models, we used bidirec-
tional LSTMs with cell size of 256. For models without
SciBERT, word embeddings of dimension 128 are trained
end-to-end with the model. For models with SciBERT, pre-
trained word embeddings of dimension 768 are used. For all
experiments, we constrained the vocabulary size to the most
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FIGURE 2. Subject-wise distribution of papers in MixSub dataset.

frequent 50,000 tokens.We considered gradient clipping with
a maximum gradient norm of 1.2. Out of the four variations
of the SciBERT model, we use SciVocab-uncased.3 We
used other hyperparameters as suggested by [7]. We have
used the validation set to determine the number of epochs for
training.

D. EVALUATION METRICS
To evaluate the performance of the models, we use
ROUGH [9], METEOR [10], and BERTScore [11] metrics.
These are the standard metrics used to
measure the performance of summarization models [42].
When comparing the model-generated research high-
lights (ModelHighlights) with the author-written
research highlights (AuthorHighlights) for assessment,
ROUGE-n calculates the recall, precision, and F1-measure
for each model using equations (9), (10) and (11). Note that
an n-gram is a contiguous sequence of n words from a piece
of text. Recall (R) is defined as:

R =
#matched n− grams

#n− grams in AuthorHighlights
(9)

Precision (P) is defined as:

P =
#matched n− grams

#n− grams in ModelHighlights
(10)

3https://huggingface.co/allenai/scibert_scivocab_uncased/

F1-measure (F1) is calculated using the formula:

F1 = 2 ∗
R ∗ P
R+ P

(11)

We have used ROUGE-1, ROUGE-2 and ROUGH-L.
In particular, ROUGE-L measures the longest matching
sub-sequence of words between the two strings. All our
ROUGE scores have a 95% confidence interval of at most
± 0.25 as reported by the official ROUGE script [9].
METEOR assigns a score to the match based on a com-

bination of unigram precision, unigram recall, and a frag-
mentation measure that is intended to directly represent
how well-ordered the matched words in the model-generated
research highlights and author-written research highlights
are. It calculates recall (R) and precision (P) of unigrams
based on equations (9) and (10), respectively. Next, it com-
putes Fmean score and chunk penalty using the formula:

Fmean =
10(R ∗ P)
R+ 9P

(12)

Penalty = 0.5 ∗

(
#chunks

#unigrams_matched

)3

(13)

where chunks is defined as a set of unigrams that
are adjacent in the ModelHighlights and in the
AuthorHighlights. The final METEOR score is com-
puted as follows:

Score = Fmean ∗ (1 − Penalty) (14)

For BERTScore computation, we consider the cosine
similarity of contextual embeddings of each word from
model-generated research highlights and author-written
research highlights, instead of counting the exact words
matched across them. Denoting the contextual embeddings
of the author-written research highlights by x = ⟨x1, . . . , xn⟩
and those of the model-generated research highlights by
x̂ = ⟨x̂1, . . . , x̂m⟩, the recall (RBERT), precision (PBERT), and
F1-scores (FBERT) are calculated as follows:

RBERT =
1
m

∑
xi∈x

max
x̂j∈x̂

x⊤
i x̂j (15)

PBERT =
1
n

∑
x̂j∈x̂

max
xi∈x

x⊤
i x̂j (16)

F1BERT = 2 ∗
RBERT ∗ PBERT
RBERT + PBERT

(17)

V. RESULTS
A. COMPARISON OF POINTER-GENERATOR TYPE
MODELS
1) EVALUATION ON CSPubSum DATASET
In this sub-section, we report the results of experiments on
the CSPubSum dataset for various input types.

a: INPUT: ABSTRACT
Results are shown in Table 3 for ROUGE-1, ROUGE-2,
ROUGE-L, METEOR and BERTScore when the input is the
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TABLE 3. Evaluation of pointer-generator type models: scores for ROUGE, METEOR and BERTScore on various inputs from CSPubSum dataset. All our
ROUGE scores have a 95% confidence interval of at most ± 0.25 as reported by the official ROUGE script.

abstract of a research paper. We observe that among the four
models, the pointer-generator network with coverage mecha-
nism and SciBERT (PGM+Coverage+ SciBERT) achieve
the highest ROUGE, METEOR and BERTScore values.

b: INPUT: CONCLUSION
Results are shown in Table 3 for ROUGE-1, ROUGE-2,
ROUGE-L,METEOR andBERTScore when the input is only
the conclusion of a research paper. We observe that among
the four models, the (PGM + Coverage + SciBERT) model
achieves the highest ROUGE, METEOR and BERTScore
values.

c: INPUT: INTRODUCTION
Results are shown in Table 3 for ROUGE-1, ROUGE-2,
ROUGE-L, METEOR and BERTScore when the input is
the introduction of a research paper. We observe that among
the four models, the (PGM + Coverage + SciBERT) model
achieves the highest ROUGE, METEOR and BERTScore
values.

d: INPUT: ABSTRACT + CONCLUSION
Results are shown in Table 3 for ROUGE-1, ROUGE-2,
ROUGE-L scores, METEOR and BERTScore when the input
is the combination of the abstract and the conclusion of a
paper.We again observe that the best performance is achieved
by the (PGM + coverage + SciBERT) model.

e: INPUT: INTRODUCTION + CONCLUSION:
When the inputs is the combination of introduction and con-
clusion in the test dataset, we record ROUGE-1, ROUGE-2,
ROUGE-L scores, METEOR and BERTScore as shown in
Table 3. The best performing model is (PGM + cover-
age + SciBERT). Upon analysis of the dataset, we found

that in many cases the highlights are largely included in
the ‘abstract’; therefore, using the ‘abstract’ as input to the
model results in high performance. We have observed that
the ‘conclusion’ typically presents a more detailed and tech-
nically dense description of the findings in contrast to the
more overview-style summary included in the research high-
lights (see, for example, these papers4 5). The ‘conclusion’
also includes future work, which does not form part of the
highlights. So adding the ‘conclusion’ with the ‘abstract’ does
not improve the performance. Although the ‘introduction’
of a paper often contains the main findings of the paper,
it also contains a lot of other information (typically, to build
the background and context to the current work) that is not
included in the highlights and must be filtered away by the
model when generating the output.

2) K -FOLD CROSS-VALIDATION
We also perform K -fold cross-validation (CV) of our model
(PGM + Coverage + SciBERT) on the CSPubSum dataset.
For this purpose, we set K = 5, that is, we split the whole
dataset into five distinct parts. We trained using four parts (or
folds) and tested the model using the remaining part. In each
case, we trained the pointer-generator network with SciBERT
for 20000 iterations, then added the coverage mechanism and
continued training for another 1000 iterations. In all cases,
we consider only the abstracts of the CSPubSum dataset
as the input. Table 4 reports the ROUGE, METEOR and
BERTScore for the model (PGM + Coverage + SciBERT)
with 5-fold cross-validation and compares the performance
with that of holdout validation. Since K -fold cross-validation
is computationally quite expensive, we did not conduct it for

4https://www.sciencedirect.com/science/article/abs/pii/S0010448514001
870

5https://www.sciencedirect.com/science/article/pii/S0010448514001638

VOLUME 11, 2023 91365



T. Rehman et al.: Generation of Highlights From Research Papers

TABLE 4. K -fold cross-validation of the proposed models on CSPubSum dataset. For comparison, the performance of the models with holdout validation
are reproduced from Table 3.

the other input types. Note that the performance achieved by
K -fold cross-validation is slightly higher than that reported
by holdout validation. Since it is widely believed (see, for
example, [43], [44]) that K -fold cross-validation results are a
better indicator of the generalization performance, our model
is likely to be better than that indicated by holdout testing.

3) COMPARISON WITH PREVIOUS WORKS
Table 5 compares the performance of our proposed approach
(PGM + Coverage + SciBERT) with other competitive
baselines in the literature, namely, an LSTM-based extrac-
tive summarization model [36], a gradient boosting regres-
sion extractive summarizationmodel [37], and aPGMmodel
with GloVe embeddings for abstractive summarization [38],
on the CSPubSum dataset in terms of the ROUGE-1 (F1),
ROUGE-2 (F1), ROUGE-L (F1), METEOR and BERTScore
(F1) metrics.

ROUGE-2 F1-score and ROUGE-L F1-score of the
LSTM-based model in [36] are 12.7 and 29.50, respectively
while those in the gradient boosting regression model [37]
are 13.9 and 31.6, respectively. Both the above methods
use extractive summarization on the full text (sans abstract)
of the paper, that is, they select a set of sentences from
a given document for inclusion in the research highlights.
Rehman et al. [38] use abstractive summarization to gener-
ate research highlights from abstracts only, and the best
performing model in it is a pointer-generator network with
coverage and GloVe embeddings that records ROUGE-1
F1, ROUGE-2 F1, ROUGE-L F1, METEOR score, and
BERTScore F1 values as 31.46, 8.57, 29.14, 12.01 and
85.31, respectively. In a follow-up work, Rehman et al. [39]
combined named-entity recognition (NER) with coverage-
augmented pointer-generator network to generate research
highlights from different parts of a paper. The best perform-
ing model in [39] is denoted as (NER + PGM + Cover-
age) in Table 5, and it uses only the abstract; it produces
ROUGE-1 F1, ROUGE-2 F1, ROUGE-L F1, METEOR, and
BERTScore F1 values as 38.13, 13.68, 35.11, 31.03 and 86.3,
respectively. We clearly observe that the method proposed
in this paper, i.e., a pointer-generator network with coverage
and SciBERTword embeddings, achieves the best ROUGE-2
F1-score and ROUGE-L F1-score which are 14.26 and 35.51,
respectively. The same model also achieves the highest
METEOR score and BERTScore F1 of 32.62 and 86.65,
respectively, among the three pointer-generator models

compared in Table 5. (Note that here we have measured
the performance on the holdout test set.) The above model
(PGM + Coverage + SciBERT) uses only the abstracts as
input unlike the methods in [36] and [37], that use the full
text of the paper. Abstracts being much shorter than the main
text of a paper, the computational overhead is significantly
reduced. Our method establishes a new state-of-the-art for the
CSPubSum dataset.

4) EVALUATION ON MixSub DATASET
In this sub-section, we report the results of experiments on
the MixSub dataset. We trained the models in two ways:

• Case 1: We trained all the four models on each subject
cluster separately and tested them on the corresponding
test documents.

• Case 2: We did not distinguish between the subject
categories of the papers but simply collected all the doc-
uments of the training corpus, and trained the models.
Then we evaluated them on the test corpus and reported
the results for each subject category.

Note that in each case, the input is only the abstract of a
paper. Since MixSub currently does not contain the body of a
paper, we cannot use other sections of a paper as the input.
Results are reported in Table 6 for ROUGE-1, ROUGE-2,
ROUGE-L, METEOR and BERTScore. The top row labeled
‘Full MixSub’ shows the results when the models are trained
on the whole training corpus without regard to the specific
subject category of the papers and tested on the test corpus,
again without regard to the specific subject category of the
papers. The remaining rows show the scores obtained on each
category of papers when the models are trained either on the
respective clusters (Case 1) or on the whole training corpus
without regard to subject category (Case 2). We observe that
among the four models, (PGM + coverage + SciBERT)
achieves the highest ROUGE,METEOR andBERTScore val-
ues. We observe that sometimes training on subject-specific
clusters leads to higher scores and at other times, training on
the whole corpus produces better scores at the subject level.
But (PGM + Coverage + SciBERT) outperforms all the
other models in all cases.

B. COMPARISON WITH PRE-TRAINED MODELS
We have chosen the following pre-trained models from
the Hugging Face website for the purpose of comparison:
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TABLE 5. Comparison of the performance of the proposed model with that of other approaches for CSPubSum dataset.

T5-base,6 Distilbart-CNN-12-6,7 GPT-28 and ProphetNet-
large-uncased-cnndm.9 We fine-tuned all four models to
15 epochs with CSPubSum where 8115 documents (each
comprising an abstract and author written research high-
lights) are taken for training. We tested them on the test
dataset of 1013 examples. We used a batch size of 4 for
fine-tuning all four pre-trained models. Observations on the
test set are shown in Table 7. The performance of ProphetNet-
large-uncased-cnndm pretrained model is significantly worse
than that of other models; the training duration and com-
pute resources we used appeared to be inadequate for this
model. We observe that T5-base performs better than the
other models in terms of ROUGE and BERTScore met-
rics while Distilbart-CNN-12-6 gives the highest METEOR
score. The slight performance gain of pre-trained models is
not surprising at all given the number of parameters and the
exhaustiveness of the training of such models. Rather the
closeness of the proposed model, which does not require
fine-tuning a large pre-trained transformer model, appears to
demand more attention to strike the right trade-off between
performance and the resources needed for training.

In the next sub-section, we will discuss an important aspect
of these large models, which has received attention in the
recent years. This aspect deals with the energy efficiency
of algorithms that is also related to the consequent carbon
footprint.

C. ANALYSIS OF ENERGY CONSUMPTION
Recently transformer architectures have significantly
improved the performance of various natural language
processing (NLP) tasks. Inspired by the original trans-
former [45], language models such as ELMo [46],
BERT [20], GPT family [19] and BART [25] have emerged
and produced state-of-the-art performance on various tasks.
However, they require enormous amounts of data and com-
pute resources for pre-training. This large computation con-
sumes a lot of energy and has a high carbon footprint. It has
an adverse financial and environmental impact [47], [48].
The expression to calculate carbon footprint C (in gram

carbon dioxide equivalent or gCO2e) as given in the equation

6https://huggingface.co/t5-base
7https://huggingface.co/sshleifer/distilbart-cnn-12-6
8https://huggingface.co/gpt2
9https://huggingface.co/microsoft/prophetnet-large-uncased-cnndm

18 is taken from [48].

C = t × (nc × Pc × uc + nm × Pm) × PUE × CI × 0.001

(18)

We modified Equation 18 to Equation 19:

C = t × (nc × Pc × uc + ngpu × Pgpu × ugpu

+ nm × Pm) × PUE × CI × 0.001 (19)

where t is the running time (in hours), nc is the number of
cores, Pc is the power draw of a computing core, uc is the core
usage factor (between 0 to 1), ngpu is the number of GPUs,
Pgpu is the power drawn by the GPU, ugpu is the GPU usage
factor (between 0 to 1), Pm is the power draw of a memory
unit (in watt). The power draw of memory is considered as
0.3725 W per GB [48], [49].
We trained all the models on Tesla P100-PCIE Colab

Pro+ that supports GPU. The efficiency coefficient of the
data center is known as PUE (power usage effectiveness).
Google uses ML to reduce its global yearly average PUE
to 1.10 [50]. We use average worldwide value as carbon
intensity (CI) of 475 gCO2e KW/hour [51]. Gross CO2 emis-
sion during training for T5 pre-trained model [24] was
46.7 tCO2e [52], any transformerbig model training required
192 lbsCO2e [47] and BERT base model with GPU required
1438 lbsCO2e [47]. Wemeasure memory and compute power
consumption and emission of CO2 footprint using theWandB
tool.10 The quantitative results are shown in Table 8. In our
proposed model, we require SciBERT embeddings of the
input documents as input. So as a pre-processing step before
model training, we encode the documents with SciBERT:
this is a one-time operation and not repeated in every epoch.
Table 8 clearly shows that our proposed model (third column)
has fewer trainable parameters, and lower computational
overhead and smaller carbon footprint per epoch than those
of the other models. We have graphically compared the
% of GPU utilization, % of CPU utilization, GPU Power
usage, GPU memory allocated, memory used by process and
required process CPU threads of the models over the training
duration in Figure 3. The figure shows that GPU and CPU uti-
lization, GPU power usage, and the process memory used by
our proposed model are lower than those used in fine-tuning
the large pre-trained summarizationmodels.While our model

10https://wandb.ai/site
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TABLE 6. Evaluation of pointer-generator type models: scores for ROUGE, METEOR and BERTScore on MixSub dataset. The first row (where dataset is ‘Full
MixSub’) indicates the performance when the models are trained on the whole MixSub training set and evaluated on the whole MixSub test set, without
distinguishing between the subject categories of the papers. In the remaining part of the table, two cases are considered: Case 1: Trained on each
subject-cluster of MixSub training set and evaluated on the corresponding test set; Case 2: Trained on the entire MixSub training set and evaluated on
each subject-cluster of MixSub test set.

consumes a large memory for a short time, the other models
typically have a larger memory consumption that remains

steady for a longer duration. Our model exploits more CPU
threads than GPT-2 but fewer threads than other compared
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TABLE 7. Performance of fine-tuned versions of pre-trained models on CSPubSum dataset using abstracts of the papers as the input. The highest
performance scores are marked with bold.

TABLE 8. Power consumption, compute expenditure, and CO2 emission statistics for summarization models.

FIGURE 3. Comparison of compute resources used by summarization models.

models. We believe that researchers should give attention to
energy-friendly models and algorithms rather than only to
performance metrics. In this context, our model is a better
alternative to large pre-trained transformers.

VI. CASE STUDIES
A. CASE STUDY ON CSPubSum DATASET
We now present a few examples demonstrating the outputs
produced by the pointer-generator type models used in this
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FIGURE 4. Input is only an abstract from CSPubSum dataset. Highlights produced by the four models are shown. Input and author-written research
highlights taken from https://www.sciencedirect.com/science/article/pii/S0010482514001565.

FIGURE 5. Input is (abstract + conclusion) from CSPubSum dataset. Highlights produced by the four models are shown. Input and author-written
research highlights taken from https://www.sciencedirect.com/science/article/pii/S0010482514001565.

paper. In all the case studies reported below, yellow color rep-
resents factual errors and orange shows repeating words .
Figure 4 illustrates the highlights produced by the four

models when the input is only the abstract. Note that the
vanilla pointer-generator network misses or incorrectly uses
some keywords while generating the highlights. For example,
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FIGURE 6. Input is (introduction + conclusion) from CSPubSum dataset. Highlights produced by the four models are shown. Input and author-written
research highlights taken from https://www.sciencedirect.com/science/article/pii/S0010482514001565.

FIGURE 7. Input is only the abstract of an article from the MixSub dataset. Highlights produced by the four models are shown. Input and author-written
research highlights taken from https://www.sciencedirect.com/science/article/pii/S1567173920301292.

it produces ‘‘. . . algorithm for expression data clustering.’’
instead of ‘‘. . . algorithm for microarray gene expression
data clustering.’’, and ‘‘. . . type 2 fuzzy means’’ instead of
‘‘. . . type 2 fuzzy c-means’’. While use of SciBERT corrects
these issues, unnecessarily repeated words are seen when
coverage mechanism is absent. The output produced by the
(PGM + Coverage + SciBERT) model is closest to the
author-written highlights.

Figure 5 and Figure 6 depict the highlights produced by
the models when the input is (abstract + conclusion) and
(introduction + conclusion), respectively. We observe that
the highlights produced by all the models for the last four
input types contain a number of acronyms like ‘fcm’ (fuzzy
C-means), ‘gt2’ (general type 2), ‘fss’ (fuzzy sets), and
‘cvi’ (cluster validity index) which occur frequently in the
introduction and conclusion of the paper. Since the abstract
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typically does not contain acronyms, highlights generated
using it are also generally free of acronyms.

B. CASE STUDY ON MixSub DATASET
We now present an example demonstrating the output pro-
duced by the four variants of pointer-generator model for
the MixSub dataset. Figure 7 displays the outputs when the
models take only the abstract as the input. We observe that
the last two sentences produced by the plain pointer-generator
model are identical. This issue goes away when coverage is
added but now the model’s output is not entirely factually
correct: it generates ‘‘The reflection of the plasma photonic
crystal to near infrared radiation increases with the wave
angle.’’ while the abstract mentions ‘‘The reflection of the
plasma photonic crystal to near infrared radiation decreases
with increasing of the incident wave angle . . . ’’. This factual
error disappears when SciBERT is added. The output quality
improves further when coverage is added. While PGM with
SciBERT (but without coverage) outputs ‘‘the near infrared
filter photonic crystal is adjusted’’, the final model (PGM +

coverage + SciBERT) is more precise: ‘‘infrared radiation
pass band can be adjusted’’. Therefore, the highlights pro-
duced by (PGM + Coverage + SciBERT) seem to be most
satisfactory though its last sentence has a syntax error due to
a missing relative pronoun: ‘‘A transfer method is proposed
for infrared radiation pass band [which] can be adjusted . . . ’’.

VII. CONCLUSION AND FUTURE WORK
We applied four different deep neural models to generate
research highlights from a research paper. We experimented
with different input types for each model for one of the
datasets while we used only the abstract as input for the
other dataset. The pointer-generator model with SciBERT
and coverage mechanism achieved the best performance in
each case. But the predicted research highlights are not yet
perfect in terms of syntax and semantics. We are currently
exploring other techniques to address these issues. A few
other research directions would be to generate highlights that
summarize a set of related papers, and to build a database
containing research findings from different papers with links
connecting semantically-related findings.
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