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ABSTRACT This study introduces a novel multi-objective optimization algorithm integrating Customized
Mutated Particle SwarmOptimization (CM-PSO) and an innovative modified Genetic Algorithm (GA) using
an unexplored merged chaotic map. The hybrid algorithm converges to desired results faster than CM-PSO
and modified GA without trapping in local minima. Validation is conducted by designing a single-element
and simple-structure dipole antenna so that its optimized S11 is better than -30 dB at the resonance frequency
and covers the 3.3 to 3.8 GHz frequency band with S11 < −10 dB. Certainly, the -30 dB and covering
frequency band criteria can be modified in the proposed algorithm. In the algorithm, the isolation between
elements of a quad-Multiple-Input/Multiple-Output antenna, constructed using optimized dipole antennas,
is set to be less than -20 dB (changeable criteria) so that the smallest size can be achieved. Computer
Simulation Technology (CST) Studio Suite carries out electromagnetic and high-frequency simulations,
and the novel developed optimization algorithm in MATLAB determines what and how much parameter
values need to be changed by CM-PSO or an innovative modified GA in order to enhance the antenna’s S11
result and its Impedance Bandwidth (IBW). The input parameters of the algorithm are the dimensions of the
proposed antenna’s elements, which significantly influence its performance.

INDEX TERMS Chaotic map, CM-PSO algorithm, dipole antennas, genetic algorithm, hybrid optimization
algorithms, MIMO antennas, printed antennas.

I. INTRODUCTION
One of the most crucial endeavors has always been opti-
mizing engineering systems’ design [1]. An inexact trial and
error method is one of the most commonly used optimiza-
tion techniques, which is unsuitable for intricate designs due
to the increased number of parameters involved. In order
to optimize sensitive and complicated engineering systems
precisely, investigators have developed algorithms based on
computer code [2]. Telecommunication systems are one of
the available engineering systems which cover numerous
human beings’ daily social connections, work, and activities.
Antennas are an inevitable part of modern telecommunication
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systems [3], [4]. Therefore, optimizing antennas’ scattering
and radiation parameters make it possible to achieve the best
performance for telecommunication systems [5]. However,
optimization techniques are mainly categorized into meta-
heuristic and deterministic techniques [6]. Over the last few
years, there has been an increase in demand for systems with
high data transfer speeds, capacities, and reliability. Mean-
while, Multiple-Input/Multiple-Output (MIMO) antennas are
considered a suitable choice for these systems. MIMO sys-
tems increase in capacity as the number of elements increases
according to Shannon’s law. As a result of MIMO antennas,
multipath interference fading has been eliminated, and their
reliability has improved. The MIMO antenna is designed by
designing radiation elements individually, then by putting
these elements together in the next step [7]. Today, printed
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antennas have become more popular due to their light struc-
ture, cheapness, and ease of connection to other microwave
components [8], [9], [10], [11], [12], [13], [14], [15]. One of
the most critical challenges in designing an antenna is choos-
ing its optimal physical parameters to achieve proper antenna
performance. Nowadays, optimization methods based on
algorithms gained special attention due to their high speed
and accuracy.

A deep neural network (DNN) concept is used to calculate
the operating frequency band of an E-shape Patch Anten-
nas (ESPAs) in [16]. The applied neural network model is
accomplished on a 5-layer framework cooperating with an
adaptive learning rate algorithm using a simulated database
of 144 ESPAs. The 144 ESPAs employ multiple geometric
and electrical parameters to create a database for model train-
ing in terms of resonance frequency. The proposed model is
optimized by employing the K-fold cross-validation scheme
in the training stage. The model of the proposed algorithm
is trained on 130 dataset numbers with an Average Percent-
age Error (APE) of 0.269 between intended and simulated
values. In this design, an E-shaped patch antenna, includ-
ing two slits fed by coaxial cable, has been analyzed and
investigated so that several geometrical and electrical param-
eters are inputs of the algorithm, and the antenna’s resonant
frequency is the output of the algorithm. A new hybrid
optimization method based on Differential Evolution (DE)
and Naked Mole-Rat (NMR) algorithms is reported in [17]
for microstrip antenna design optimization. The proposed
technique solves the problems of local optima traping and
poor exploration concerns of DE and basic NMR versions.
The innovation of this work is the use of Levy-based scaling
and simulated annealing-based mating factors to accomplish
the algorithm. The proposed antenna in this study is a sim-
ple monopole antenna printed on an FR4 substrate, and by
employing two inverted U-shaped slots on the patch and
two C-shaped strips close to the feed line, the rejection
characteristics are achieved. The proposed algorithm reduces
antenna size, and three notches have also been obtained
with the coverage to an ultra-wide frequency band. A new
hybrid algorithm is proposed in [18] for pattern synthesis
of conformal phased array antennas. In the first step, this
work presents an improved genetic algorithm (IGA) and an
improved particle swarm optimization (IPSO) algorithm to
solve the problems of the traditional genetic and particle
swarm optimization algorithms. In the second step, a hybrid
algorithm composed of IGA and IPSO named HIGAPSO
is introduced based on the grafting concept in botany. The
mentioned stacked array antenna comprises microstrip patch
elements exciting with coaxial cables. The measured results
approve that the proposed algorithm can achieve the optimum
design for the array. Also, an artificial intelligence AI-driven
antenna design optimization algorithm is investigated for
a slot array antenna to broaden the impedance bandwidth
(IBW) [19]. The slot array consists of a sequential rotated
feeding network, four grounded substrates, and four-element

antennas. The proposed AI-driven antenna design technique
optimizes the feeding network with multiple related design
parameters to find the broadest Bandwidth (BW).

In [20] a three-element mesh Yagi-Uda antenna is dis-
cussed. This wired antenna has been configured randomly in
order to achieve the optimal Front-to-Back Ratio (FBR), radi-
ation pattern, and beamwidth (BW) using PSO and genetic
algorithms. Utilization of computer software can also be
employed to design an accurate fractal antenna [21]. This
study aims to provide an effective methodology for designing
a miniaturized antenna and its construction. With the aid
of several optimization algorithms including particle swarm
optimization, weed invasion optimization, and genetic algo-
rithms, the conformal array antennas’ radiation pattern has
been optimized.

Optimizing electromagnetic structures is achieved by com-
bining PSO and GA techniques. Coupling is primarily used
to reduce the drawbacks of the traditional GA method. Two
linear and circular arrays were successfully designed by the
proposed method. Arrays with 10 and 31 elements were
used for linear and circular arrays, respectively. The mod-
ified Bernstein polynomial was also employed during the
analysis in order to minimize the number of variables [22].
There is a discussion in [23] regarding the optimization of a
bowtie antenna that operates in three frequency bands based
on two optimization techniques, PSO and GA. In addition
to improving antenna results by utilizing both the PSO and
GA optimization methods, it was possible to obtain lower
frequencies by utilizing both optimization techniques without
adding additional components. Using both PSO and GA, the
optimized antenna’s radiation patterns were close to those
of the original antenna. When PSO was used, there were
8 iterations in total.

This study combines Customized Mutated Particle Swarm
Optimization (CM-PSO) [24] and a customized version of
classic Genetic Algorithms (GA), Augmented-GA (AGA),
using a novel Merged Chaotic Map (MCM) to design
an antenna with optimized characteristics, Fig. 1. It has
been pointed out in [24] that CM-PSO has the ability to
approach promising results for the antenna design. How-
ever, the Chebyshev Chaotic Map (CCM) is also utilized
to modify the classical GA and enhance its performance in
approaching final results. In order to combine CM-PSO and
AGA, a novel chaotic map ingeniously is introduced using
Sinusoidal (SCM), Iterative (ICM), and Piecewise (PCM)
Chaotic Maps. Consequently, the CM-PSO and AGA func-
tionalities are independent and easy to handle. A set of
Benchmark Functions (BFs) are employed in [25] to suc-
cessfully evaluate the effectiveness of the proposed algorithm
by simulations, including the Rastrigin Function (RaF), Ack-
ley Function (AF), Rosenbrock Function (RoF), and Booth
Function (BoF). A further benefit of the mentioned research
is that it validates its efficacy in solving electromagnetic
problems as well. Consequently, it must be noted that such
a combination of algorithms improved the antenna’s elec-
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FIGURE 1. Multi-objective hybrid optimization algorithm.

tromagnetic properties performance. Therefore, to show the
algorithm’s effectiveness in solving electromagnetic prob-
lems and antenna design, cost functions, Eqs. (1), as shown
at the bottom of the next page, and (2), are defined to test
the performance of the used algorithm. During the opti-
mization process, minimizing the defined cost functions are
the primary goal which means adjusting and improving the
antenna’s performance with the desired predefined character-
istics. Therefore, the developed algorithm tunes the proposed
simple-structure dipole antenna’s parameters (length and
width of the antenna’s different sections) to acquire -30 dB
predefined resonance intensity at 3.5 GHz frequency in this
approach. Furthermore, the physical parameters should be
adjusted so that IBW covers the n78 - 5G NR frequency band
applications, 3.3 to 3.8 GHz.

II. SYSTEM MODEL
The main goal of the investigation is to enhance the anten-
nas’ performance by modifying the physical dimensions
of their elements and employing a novel multi-objective
hybrid algorithm based on CM-PSO, MCM, and AGA.
Accordingly, introducing additional optimization algorithms
can potentially speed up the optimization process’s conver-
gence. Certainly, combining multiple algorithms, each with
its own strengths and weaknesses can exploit their com-
plementary characteristics to improve overall optimization
performance, including accelerating convergence and reduc-
ing the number of iterations required to find an optimal
solution. It may, however, add more complexity to the pro-
posed hybrid multi-objective optimization algorithm. The
MATrix LABoratory (MATLAB) simulator software is used
to develop the mentioned hybrid algorithm and then inte-
grated into Computer Simulation Technology (CST) Studio
Suite to conduct antenna design processes. Next, a low-
profile printed dipole antenna is suggested in the first phase
to improve its performance by the proposed algorithm to
validate its functionality. Therefore, its S11 is improved in
the CST simulator software using the mentioned algorithm
in which S11 at fr = 3.5 GHz resonance frequency is less
than a predefined criterion, in this study −30 dB, and covers
the frequency band of 3.3 to 3.8 GHz (BW). Indeed, �1 cost
function in Eq. 1 is defined, in which decision variables Ld ,
Wd , Lg,Wg, and L3 are parameters of the proposed antenna for

applying adjustment by the suggested algorithm. It is worth
noting that acquiring the antenna’s optimized parameters and
gaining maximum performance is tiresome just by means of
CST or High-Frequency Structure Simulator (HFSS) simula-
tor software.

In the next stage of the construction process, the isolation
characteristic of a quad-port MIMO antenna is ingeniously
adjusted by the formed optimization algorithm, assessed for
validation in CST simulation software, and fabricated and
tested after verifying the simulation outcomes. For this aim,
the isolation (Smn) criteria between parallel and perpendicular
antenna elements are set to be less than -20 dB. Strictly, such
a cost function, �2, for this phase is defined as:

�2 = min
f ,d1

{
d1 [mm]
|Smn(IBW , d1)| − 20 [dB]

Subject to: IBW = [3.3, 3.8] [GHz]

40 [mm] ≤ d1 ≤ 50 [mm] (2)

in which decision variable d1 is minimum distance between
parallel and orthogonal antennas. Finally, the proposed
MIMO antenna is fabricated after adjusting the mentioned
distance to get desired isolation. As a result of the fabri-
cation of the antennas, the experimental results corroborate
the performance of the implemented optimization algorithm.
Accordingly, the proposed hybrid optimization algorithm can
optimize complex antennas with minor modifications to its
input and output arguments.

III. DEVELOPING MULTI-OBJECTIVE HYBRID
OPTIMIZATION ALGORITHM USING CM-PSO
ALGORITHM, MERGED CHAOTIC MAP, AND
AUGMENTED-GENETIC ALGORITHM
According to the [24], a classical PSO algorithm is mod-
ified, CM-PSO, to escape from trapping in local minima
and approach the global one at the fastest possible paces
in complex engineering design problems. Consequently, its
ability is validated by a monopole antenna design in which
the related resonance frequency is adjusted to the desired
frequency band. However, combining other algorithms can
improve the proposed algorithm’s convergence rate, Fig. 2.
Fig. 2 presents the rate of algorithms to converge proper
S11 intensity to design the proposed dipole antenna in
section IV.
Concerning establishing a hybrid algorithm using a

CM-PSO and extended-GA, the CCM (Fig. 4a and Eq. (6))
is utilized instead of a random function in the classical
GA to generate the main generations (parents) of the pop-
ulations/researchers/agents. Moreover, novel masks (α) are
generated utilizing a fraction of the same chaotic map, CCM,
and applied to generate a new set of offspring in the arithmetic
crossover.

α = (α1, α2, . . . , αq), −
CCMi

h
≤ αi ≤

CCMi

h
+ 1 (3)

in which q is the number of paired parents. In this study, h is
set to 10 regarding simulation results. In this way, offsprings
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FIGURE 2. The rate of algorithms approaching a proper S11 depth with
40 populations/researchers.

have the opportunity to be better than their parents, avoid
trapping in local points, and find global ones. However, the
values of the decision variables should be checked not to
overflow or underflow from the maximum and minimum
limits, respectively. Furthermore, the mutation rate (µ) is set
to a fraction of the CCM, which determines the length of the
pace (σ ) in each Number of Function Evaluations (NFE):

σ = µ(BoundaryMax. − BoundaryMin.), µ =
CCMNFE

h
(4)

where [BoundaryMin.,BoundaryMax.] are boundaries of the
decision variables, which can be found in Eq.s (1) and (2).
Then, the mutation intensity can vary in each NFE which
avoids trapping in local points. It has to be noted that chaotic
maps can generate pseudorandom numbers between [0, 1],
which means the random numbers have a generation pattern
and are reproducible/repeatable. In this study, the first input
of the CCM is set to xCCM1 = 0.7 pseudorandomly. Chaotic
maps are indeed sensitive to their initial values. In chaos
theory, small differences in initial conditions can lead to sig-
nificantly different outcomes in the long term, known as the
‘‘butterfly effect’’. In fact, different initial values for chaotic
maps may lead to different solutions if the optimization prob-
lem is non-convex and has multiple local optima, which is
not fruitful for this study at the desired bandwidth. Moreover,
the utilized chaotic maps have repeatable patterns and thus
minimize the effect of initial values on the final convergence
results. However, some simulations are applied, and con-
sidering the characteristics of the optimization problem, the
computational resources available, and the trade-off between
computational time and solution quality when deciding on
the appropriate approach, initial values are set. Therefore,

FIGURE 3. The average rate of extended GAs approaching a proper S11
intensity with 40 populations/researchers.

in this way, one can neglect the effect of a random number
in population generation, arithmetic crossover, and mutation
in independent explorations and exploitations and just con-
centrate on the effect of the modified GA algorithm on the
proposed hybrid algorithm’s results. Also, chaotic maps gen-
erate smoother pseudorandom numbers, usually with small
jumps. Consequently, it causes a smaller boxplot for the
adjusted parameters and optimized results in independent
executions which means reliability in smaller NFE counters,
Figs. 5, 9, 14(c), and 14(d). Moreover, Fig. 2 presents that
the mentioned technique can also improve the convergence
rate of the classical GA, which is a positive characteristic for
complex antenna design problems. It should be mentioned
that different chaotic maps are evaluated in combination
with classical GA, such as Sawtooth, Sinusoidal, Piecewise,
and Chebyshev. However, the highest convergence rate is
obtained using the CCM in independent executions (simula-
tions), named Augmented-GA (AGA). In order to determine
the average convergence rate, 10 independent optimizations
are performed, Fig. 3.

Concerning the combination issue, the CM-PSO and AGA
should be combined easily and ingeniously in a way that
would increase the final hybrid algorithm’s convergence rate
and make it straightforward to control the optimization pro-
cess. For this aim, a novel MCM is introduced to combine
the mentioned algorithms, Eq. (5), as shown at the bottom
of page 6, and Fig. 4(b), and a threshold value is set to
decidewhich algorithm tries to find globalminimumpoints in
the design problem during the optimization process. Undeni-
ably, the MCM threshold value is employed to determine the
CM-PSO or AGA to continue the optimization process inde-
pendently, making combining algorithms easier and avoiding

�1 = min
Ld ,Wd ,Lg,Wg,L3,fr

{
fr (Ld ,Wd ,Lg,Wg,L3) − 3.5 [GHz]
|S11(fr )| − 30 [dB]

Subject to: S11(IBW ) ≤ −10 [dB]

IBW = [3.3, 3.8] [GHz]

[9, 30, 9, 25, 1] [mm] ≤ [Ld ,Wd ,Lg,Wg,L3] ≤ [10, 40, 12, 45, 3] [mm] (1)
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FIGURE 4. Chaotic maps for 200-time steps: (a) Presents the CCM, PCM,
ICM, and SCM, respectively, and (b) Presents the MCM, its mean value
(0.47), and threshold criterion.

tiresome formula combinations. In this study, the CM-PSO
algorithm will be utilized for optimization if the MCM value
exceeds the threshold. Otherwise, the AGA will be deployed
to find global minima points in the design problem. The
proposed MCM generates pseudorandom numbers between
0 and 1 with a 0.47 mean value (for more than 3000 times
steps) and a repeatable pattern in individual executions. Sim-
ulation results approve that determining 0.45 as a threshold
gives better solution results in less NFE for the cost function.
It means the CM-POS algorithm is better suited to perform
most of the optimization. Indeed, simulation results prove
that the CM-PSO algorithm has a faster pace to approach
the final results in fewer iterations considering the AGA,
Fig. 2. Due to this fact, the authors believe that a threshold
less than and closer to the mean value of the MCM gives a
better solution for the design problem. Based on the values of
the threshold criteria applied to simulation studies, this idea
has been evaluated and approved. As a result of simulation
results, it is found that the hybridization property makes
the hybrid algorithm more likely to avoid stocking in local
minima and approach the global minimum.

Different chaotic maps are combined and used to intro-
duce a new MCM and unite the AGA and CM-PSO
algorithms. Regarding the independent simulation results,
however, it seems that innovatively combining Sinusoidal
(Eq. (9)), Iterative (Eq. (8)), and Piecewise (Eq. (7), as shown
at the top of page 11) chaotic maps (Fig. 4(a)) avoids more
complexity of the proposed one and evades trapping in local
minima. Easily, the average of the SCM and ICM chaotic

FIGURE 5. S11 convergence rate and boxplot: (a) The S11 convergence
and average S11 convergence for the proposed hybrid algorithm, and (b)
The boxplot of S11 for GA, AGA, and multi-objective hybrid optimization
algorithms.

maps is obtained when their input arguments are respectively
calculated using ICM and PCM chaotic maps, namedMerged
Chaotic Map (MCM), Eq. (5). In this study, the first input of
the MCM is set to xMCM1 = 0.7 pseudorandomly. This argu-
ment can be changed to modify the mean and, consequently,
the threshold of the MCM to determine which optimization
algorithm should be utilized, which directly affects the con-
vergence rate, Eq. 5.

Figure. 5(a) presents the convergence rate of the S11,
including its average for agents/researchers. It is proven by
the figure that all researchers/agents are converging to -30 dB
around 30 iterations. In Fig. 5(b), boxplots of the S11 results
for the proposed dipole antenna are computed using 40 iter-
ations and 40 populations/researchers for GA, AGA, and the
newly proposed algorithm. It indicates that GA could not
achieve a proper S11 regarding the number of iterations and
populations with a high range of variation from −23.43 to
−18.92 dB. Also, AGA gave better results compared to
GA with the same conditions and smaller variations from
−28.71 to −25.12 dB. In fact, the proposed hybrid algorithm
touched the final target with a small deviation of −30.47 to
−30.05 dB.

Simulation results, Figs. 2 and 5, prove that the proposed
multi-objective hybrid optimization algorithm prevents over-
stocking in local minima and approaches global ones more
expeditiously and reliably. In Fig. 6, the operational details
of the proposed algorithm are presented. As can be seen in
Fig. 6, the populations and researchers are generated and
initialized by algorithms. After evaluating the cost functions
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FIGURE 6. Functionality flowchart and decision making of the proposed
Multi-Objective Hybrid Optimization algorithm.

for each phase of the dipole antenna/quad-MIMO dipole
antenna structure design, the best position is determined
based on minimal cost functions. A novel MCM chooses
which algorithm to start or continue the optimization process
based on the threshold value. Afterward, the positions of the
populations/researchers are updated, and cost functions are
evaluated as a result of the updated positions. Minimal cost
functions are once again used to determine the best position.
Finally, based on the predetermined conditions, the developed
algorithm decides whether to save and indicate the optimized
and final parameters or to return and continue optimizing.
Table 1 compares the algorithms and antennas proposed in
the literature with this approach, which illustrates one of the
fastest convergence rates.

IV. PHASE ONE: DESIGNING A SIMPLE-STRUCTURE
PRINTED DIPOLE ANTENNA FOR THE N78 - 5G NR
FREQUENCY BAND
This study presents an antenna for indoor micro-BTS appli-
cations with the n78 - 5G NR Frequency Band. Indeed, the
designed single-element antenna is a simple-structure printed
dipole antenna. This antenna is printed on an FR4 substrate
with a dimension of 60×60 × 1.6 mm3, a 0.02 loss-tangent,
and a 4.3 relative permittivity. The dipole arms and ground
plane used under the radiation element in this antenna have
rectangular- and trapezoidal-shaped. The length of the dipole

TABLE 1. Comparing the characteristics of algorithms and antennas of
other articles in literature with the proposed method and antenna (DNN,
DE, NMR, IGA, IPSO, MGA, and TS stands for Deep Neural Network,
Differential Evolution, Naked Mole-Rat, Improved GA, Improved PSO,
Modified Ga, and This Study, respectively.

FIGURE 7. The proposed dipole antenna geometry: (a) Front- and
back-view of the schematic microstrip-fed dipole antenna, (b) Front-view
of the fabricated dipole antenna, and (c) Back-view of the fabricated
dipole antenna.

TABLE 2. Invariable sizes of the offered dipole antenna.

arm (Wd ) is approximately equal to the half wavelength of
the resonance frequency, and the length and width of the
microstrip transmission line, Lf and Wf , are selected in a
way to match the impedance of 50 �. Figure 7(a) illustrates
the schematic design of the proposed printed dipole antenna.
The invariable sizes of the designed antenna are displayed
in Table 2. An incomplete ground plane is the most typical
approach to enhance microstrip antenna performance, which

MCMj(xMCMj−1) = xMCMj =
SCMj

(
ICMj(xMCMj−1)

)
+ ICMj

(
PCMj(xMCMj−1)

)
2

(5)
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is utilized in this study, as shown in Fig. 7. A gap between
the ground plane and radiating element is utilized to raise the
effective inductance and capacitance on the complete equiva-
lent electrical circuit of the proposed antenna. The mentioned
gap significantly influences the antenna’s IBW and radia-
tion properties. However, more smallish ground plane height
reduces the cross-polarization level. The cross-polarization
pattern improves considerably by increasing ground plane
height since it delivers additional resonant modes, and the
increased current on the ground plane partially contributes to
the total radiated field.

The dipole arms are fed using a coaxial cable in which
a microstrip line is responsible for transmitting the sig-
nal from the input to the radiant elements. Ld , Wd (length
and width of the dipole), Lg, Wg (length and width of
the truncated ground), and L3 (the gap between dipole and
truncated ground) are the most critical design parameters
of the antenna, and each can have a significant impact on
its performance. Therefore, analyzing these parameters and
selecting their optimized values seems necessary. One of the
well-known methods for this effort is the parametric analysis
method in CST and HFSS simulator software. In this method,
the optimal value for the desired element is selected by chang-
ing the size of one parameter and keeping the size of other
elements constant. However, one of the significant drawbacks
of this method is that it takes much time and cannot analyze
all antenna parameters simultaneously. Consequently, it can
be claimed that the optimal values obtained in this method are
not absolute, and by performing further analysis or changing
the order of the analyzed parameters, different optimal values
can be obtained. Thus, this method is unlikely to produce final
and absolute values.

Therefore, an algorithm-based optimization method can
enhance the analysis time and hardware consumption.
Accordingly, Ld , Wd , Lg, Wg, and L3 can be considered as
the main input parameters of the developed multi-objective
hybrid algorithm to adjust IBW and improve the reso-
nance intensity of the offered dipole antenna. The proposed
algorithm is developed using MATLAB. As a result, MAT-
LAB is integrated with CST to control and carry out
simulations that achieve the desired results. Undoubtedly,
electromagnetic and high-frequency simulations are done by
CST, and the developed algorithm decides what and how
much to change input parameters by which algorithm, CM-
PSO or AGA, regarding the antenna’s S11 result and IBW.
Consequently, to achieve the final results in the briefest time
and rerun the proposed algorithm several times to evaluate
its reliability, the algorithms’ objectives are set to achieve
a S11 of more than -30 dB at the resonance frequency
and covering 3.3 to 3.8 GHz frequency band with S11 <

−10 dB. Consequently, the adjusted sizes for the determined
parameters are derived by MATLAB simulator software
based on the proposed hybrid algorithm, Table 3. Eventu-
ally, CST and Advanced Design System (ADS) software are
used to extract the details of the antenna’s PCB layout and
fabricate it.

TABLE 3. Adjusted sizes of the antenna’s decision variables by the
optimization algorithm.

FIGURE 8. Convergence rate of decision variables using the proposed
hybrid algorithm: (a) Approaching Ld to its final value, (b) Approaching
Wd to its final value, (c) Approaching Lg to its final value, (d) Approaching
Wg to its final value, and (e) Approaching L3 to its final value.

Figure 8 presents the convergence rate and approaching the
final goals for the decision variables. The results are obtained
for 40 agents/researchers. As is evident from the results, the
final goals are attained after around 27 iterations. Regarding
the average convergence rate results, all researchers/agents
concentrate on the final target.

The boxplots of the decision variables for 40 agents/
researchers, about 30 iterations, and 10 independent execu-
tions are presented in Fig. 9 to show the reliability of the
proposed hybrid algorithm. Results prove that the proposed
algorithm gives the most reliable results comparing GA and
AGA. There is no doubt that more iterations will produce
more accurate results, which means more reliability.

The comparisons of simulated and tested results of the
proposed single-element antenna are provided in Fig. 10
and 11. As shown in Fig. 10, the simulated S11’s magnitude
by CST simulator software for the suggested simple-structure
dipole antenna is -31.5 dB strictly at 3.5 GHz frequency. The
measured S11’s magnitude is -30.43 dB around the resonance
frequency, which has an understandable discrepancy from
the simulated ones. According to the measured results, the
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FIGURE 9. Approaching the same results for decision variables in
different and independent executions: (a) Optimized Ld results, (b)
Optimized Wd results, (c) Optimized Lg results, (d) Optimized Wg results,
and (e) Optimized L3 results.

FIGURE 10. The simulated and measured S11 and peak gain of the
proposed single dipole antenna.

single-element antenna has 18.79% (3.17-3.83 GHz) IBW
which can cover the frequency band of 3.5 GHz for 5G appli-
cations. According to Fig. 10, the antenna has a measured
peak gain of 3.45 dB in the operating frequency band, and
the gain fluctuation in the frequency band is less than 0.3 dB.

Figure 11 displays the simulated and experimental nor-
malized radiation patterns of the single-element antenna
in this research. These patterns are plotted in two planes,
yz-plane and zx-plane. According to the figure, it can be
seen that the antenna has omnidirectional radiation, and its
cross-polarization level is at least 10 dB lower than the co-
polarization level.

Figure 12 presents the experimental setup for the antenna’s
scattering, gain, and radiation pattern measurements.

FIGURE 11. 3D and 2D radiation patterns for the proposed antennas at
3.5 GHz: (a) Simulated 3D radiation pattern of the single dipole antenna,
and (b) 2D normalized radiation pattern of the single dipole antenna.

FIGURE 12. Scattering parameters, radiation pattern, and gain
measurement setup: (a) Measurement setup for scattering parameters of
the single dipole antenna, (b) Measurement setup for radiation pattern
and gain of the single dipole antenna.

V. PHASE TWO: APPROACH TO THE TARGETED
ISOLATION BETWEEN QUAD-MIMO PRINTED DIPOLE
ANTENNA ELEMENTS USING PROPOSED HYBRID
OPTIMIZATION ALGORITHM
A quad-MIMO antenna was designed using the proposed
algorithm and the single-element antenna, which is optimized
in section IV so that the isolation between its orthogonal
and parallel elements exceeds a specific value. In fact, this
antenna is created by placing four radiating elements together,
as shown in Fig. 7, with a distance of d1 from each other.
Figure 13 shows the proposed MIMO antenna structure in
this paper. This antenna is printed on an FR4 substrate with
dimensions of 90×90 × 1.6 mm3, loss-tangent of 0.02, and
relative permittivity of 4.3. To achieve the maximum amount
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FIGURE 13. The suggested quad-port MIMO dipole antenna: (a) Geometry
of the quad-port MIMO antenna, (b) Front-view, and (c) Back-view of the
fabricated quad-port MIMO antenna.

FIGURE 14. Approach and boxplot of decision variable d1 and isolation
Smn: (a) Approaching d1 to its final value, (b) Approaching Smn to its
prespecified target, (c) Optimized d1 results for independent executions,
and (d) Optimized Smn results for independent executions.

of isolation between the adjacent elements of the MIMO
antenna, they are positioned orthogonally next to each other.
In this way, the radiation element connected to port 1 is
perpendicular to the element connected to ports 2 and 4, and it
is also parallel to the element connected to port 3. Therefore,
MIMO antenna elements are placed together in two distinc-
tive ways: orthogonal (such as ports 1 and 2) and parallel
(such as ports 1 and 3). Polarization diversity is created with
two adjacent ports by using this method, which improves the
isolation of the antenna in orthogonal ports. Also, according
to the placement of MIMO antenna elements, it can be seen
that although parallel elements have the same polarization,
their distance from each other is greater than the distance of
orthogonal ones, and this issue can cause improved isolation
between parallel elements. Moreover, the minimum distance
between parallel and orthogonal antennas, d1 = 43.05 mm,
has been determined based on the developed algorithm so that
the isolation between them is more than 20 dB.

Figure 14(a) presents the convergence rate and approach-
ing the final goals for the decision variable d1. The results
are obtained for 40 agents/researchers. As is evident from the
results, the final goals are attained after around 27 iterations.
Figure 14(b) presents the convergence rate and approaching
the final goals for the isolation Smn. The results are obtained
for 40 agents/researchers. Regarding the average convergence

FIGURE 15. The simulated and measured scattering parameters and peak
gain: (a) Smm and peak gain of the suggested quad-MIMO dipole antenna,
(b) The simulated radiation efficiency for single- and quad-MIMO
structure, (c) Isolation results of the orthogonal and aligned elements of
the suggested quad-MIMO dipole antenna, and (d) The simulated and
measured ECC and DG for suggested quad-MIMO dipole antenna.

rate results, all researchers/agents concentrate on the final
target.

The boxplots of the decision variable d1 for 40 agents/
researchers, about 30 iterations, and 10 independent
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FIGURE 16. 3D and 2D radiation patterns for the suggested antennas at
3.5 GHz: (a) Simulated 3D radiation pattern of the quad-MIMO dipole
antenna for Port-1, and (b) 2D normalized radiation pattern of the
quad-MIMO dipole antenna for Port-1.

FIGURE 17. Scattering parameters, radiation pattern, and gain
measurement setup: (a) Measurement setup for scattering parameters of
the quad-port MIMO dipole antenna, (b) Measurement setup for
radiation pattern and gain of the quad-port MIMO dipole antenna.

executions are presented in Fig. 14(c) to show the reliabil-
ity of the proposed hybrid algorithm. The boxplots of the
isolation Smn for 40 agents/researchers, about 30 iterations,
and 10 independent executions are presented in Fig. 14(d) to
show the reliability of the proposed hybrid algorithm. Results
prove that the proposed algorithm gives the most reliable
results comparing GA and AGA. There is no doubt that more
iterations will produce more accurate results, which means
more reliability.

The simulated and experimental results of the suggested
quad-MIMO antennas’ scattering parameters, radiation effi-
ciency, Envelope Correlation Coefficient (ECC), and Diver-
sity Gain (DG) are displayed in Fig. 15. According to the
experimental results, the MIMO antenna has an IBW of

19.43% (3.21-3.89 GHz), and all ports show almost the same
impedance results, Fig. 15(a). Due to the structural symme-
try of the quad-MIMO antenna, only one of its ports has
been used to display the antenna’s gain, radiation efficiency,
and radiation pattern. According to Fig. 15(b), the radia-
tion efficiency for single- and quad-MIMO structures ranges
from 86 to 89 percent at the BW. Also, the simulated and
experimental isolation results of this quad-MIMO antenna
between orthogonal and parallel ports are shown in Fig. 15(c).
According to this figure, the isolation between the elements
of this antenna is higher than 20 dB. Based on Fig. 15(d), EEC
for MIMO structures presents excellent isolation of less than
0.01 at the BW for both orthogonal and parallel elements.
In Fig. 15(a), the antenna’s simulated and experimental peak
gains at port one are compared. The simulated and experi-
mental results in this design agreewith each other, and there is
a slight difference between them, which is related to the errors
in the antenna manufacturing and testing stages. The DG of
more than 9.999 presents improved system performance in
terms of reliability, coverage, and capacity which leads to
better mitigation of fading effects and increased resistance to
signal degradation, Fig. 15(d).

In Fig. 16, the comparison of simulation and experimental
results of the quad-MIMO antenna radiation pattern for port 1
at 3.5 GHz frequency is reported. The antenna’s radiation
pattern is relatively stable, and its cross-polarization level is
at least 10 dB lower than its co-polarization level.

Figure 17 presents the experimental setup for the suggested
quad-MIMO antenna’s scattering, gain, and radiation pattern
measurements.

VI. CONCLUSION
This study introduces a novel multi-objective hybrid opti-
mization algorithm to enhance antenna electromagnetic
properties with prespecified requirements. This algorithm
includes merged chaotic maps to make it more reliable
and fast. Naturally, the hybrid algorithm combines CM-PSO
and an innovative AGA using a uniquely merged chaotic
map. Combining algorithms using the implemented method
avoided merging difficulties. The ability of the introduced
algorithm is evaluated with a single-element dipole and
quad-MIMO dipole antenna design. In the first step, a single-
element dipole antenna with a 3.5 GHz resonance frequency
covering a 3.3 to 3.8 GHz frequency band is designed based
on the proposed hybrid algorithm with optimized geometri-
cal values. Then, a quad-MIMO dipole antenna considering
less than -20 dB isolation between its elements (criteria) is
presented using the optimized single-element dipole antenna
to minimize the structure’s size. The results prove that the
proposed algorithm is appropriate for solving single- and
multi-objective problems.

APPENDIX A CHAOTIC MAPS
The Chebyshev Chaotic Map (CCM) is defined as

CCMi(xCCMi−1 ) = xCCMi =
∣∣cos(i× acos (xCCMi−1))

∣∣ (6)
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PCMj(xMCMj−1 , p) = xPCMj =



xMCMj−1

p
: 0 ≤ xMCMj−1 < p

xMCMj−1 − p

0.5 − p
: p ≤ xMCMj−1 < 0.5

1−p− xMCMj−1

0.5 − p
: 0.5 ≤ xMCMj−1 < 1−p

1 − xMCMj−1

p
: 1−p ≤ xMCMj−1 < 1

(7)

in which i is the counter of populations/paired parents/NFE.
Then, the Piecewise Chaotic Map (PCM) is defined in Eq. 7,
as shown at the top of the page, in which p is set to 0.4
(p = 0.4): where j is the NFE. Also, the Iterative Chaotic
Map (ICM) is defined as

ICMj(xMCMj−1/PCMj−1) = xICMj = | sin(
a× π

xMCMj−1/PCMj−1

)|

(8)

in which a is set to 0.9 (a = 0.9) and j is the NFE. Finally,
the Sinusoidal Chaotic Map (SCM) is defined as

SCMj(xICMj−1 ) = xSCMj = b× x2ICMj−1
× sin(π × xICMj−1)

(9)

in which b is set to 2.3 (b = 2.3) and j is the NFE.
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