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ABSTRACT Non-Homogeneous Poisson Process (NHPP) is a standard framework in the field of software
reliability analysis. The core of NHPP consists in determining theMeanValue Function (MVF) of cumulative
error number at a specific time slot. However, practice shows the difficulty in finding a general model to fit all
sorts of fault data. A certain model is only sensitive to the specific object(s). Modeling failureMVF for NHPP
still faces a number of challenges such as making reasonable explanation of assumption, determining fault
detection rate per error, fault modification efficiency, error introduction rate, etc. In this research, we propose
a novel Software Reliability Growth Model (SRGM) by leveraging generalized imperfect debugging NHPP
framework. We first provide physical explanations for assumptions on error modification, error introduction
and fault detection rate per error. Meanwhile, we generate a typical constraint relationship between the total
error introduction rate and change rate of generalized residual errors. We also describe the fault detection
rate per error with the form of exponential decay function, and use error reduction factor to form the new
model. Furthermore, we make extensive discussions based on our proposed model. The experimental results
confirm that our proposedmodel is effective on fault fitting and prediction, especially excellent on short-term
prediction.

INDEX TERMS Software reliability growth, non-homogeneous Poisson process, error introduction rate,
fault detection rate per error, error reduction factor, mean value function, maximum likelihood estimation.

NOMENCLATURE
Acronyms
NHPP Non-Homogeneous Poisson Process.
MLE Maximum Likelihood Estimation.
MVF Mean Value Function.
AIC Akaike’s Information Criterion.
SSE Sum of Squares for Error.
TBF Time Between Failure.
CTBF Cumulative Time Between Failure.
MTTF Mean Time To Failure.
MTBF Mean Time Between Failure.

The associate editor coordinating the review of this manuscript and

approving it for publication was Mahmoud Elish .

SRGM Software Reliability Growth Model.
LPETM Logarithmic Poisson Execution Time

Model.
Glossary
Software error Inherent defect, such as wrong design,

statement or omission, etc., is gener-
ated by programmer or designer.

Software fault Abnormal external result, generated in
program run, deviates from desired
specification, and it is the result of soft-
ware error.

Software failure Unexpected output of software, the
result of which can’t match with
required input value.
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Notations
N (t) Cumulative failure number found by

time t , the distribution of which obeys
NHPP with MVF m(t).

m(t) Expected failure number of software
by time t , and m(t) = E[N (t)].

λ(t) Failure intensity by time t , and λ(t) =

m′(t).
x(t) Number of modified errors by time t .
a(t) Expected total error number of soft-

ware by time t , the members of which
consist of initial error(s) and intro-
duced error(s) while correcting error.

b(t) Fault detection rate per error by time t .
b Initial fault detection rate per error.
α Reduction parameter related to fault

detection rate.
p Error introduction ratio between error

introduction rate and change rate of
generalized residual errors.

q Initial error reduction factor.
β Error reduction parameter.
R(1t|t) Software reliability function by time t

for a mission time 1t . i.e., R(1t|t) =

P(1T > 1t|T = t) which denotes the
probability of next failure time interval
1T is larger than given time interval
1tunder the condition of last failure
time T is equal to given time t .

·̂ Estimated parameter or value.

I. INTRODUCTION
The NHPP, initially used for basic execution time model
(also called as exponential type with Poisson distribution [1]),
has gradually been a powerful research tool in the field of
software reliability analysis since its usage to describe fault
detection [2]. It is considered an essential metric due to its
powerful fitting ability and excellent adaptability. Generally
speaking, researchers or administrators in software reliability
mainly focus on two key questions: (i) How long does it take
to accumulate a certain number of faults? (ii) What is the
reliability of software within a certain period? NHPP model
can answer these two questions well.

The primary task of NHPP consists in determining its
MVF (or intensity) of cumulative failure number at a par-
ticular time. In order to get the failure MVF, the fault data
of a specific software object (module or codes) must be
properly and effectively analyzed and fitted so as to get
model’s parameter(s). In the past decades, scholars have
accomplished a number of valuable approaches on fail-
ure MVF study such as exponential model [2], [3], [4],
S-shaped growth model [5], [6], [7], hyper-exponential
growth model [8], [9], discrete reliability growth model [10],
imperfect debuggingmodel [8], generalized imperfect debug-
ging model [11], [12], [13], [14], logistic testing-effort within

TABLE 1. Summary of typical existing Srgms.

imperfect debugging model [15], etc. TABLE 1 shows a sum-
mary of typical existing SRGMs based on NHPP framework.

However, practice shows that it’s a great challenge find-
ing the best or universal model for all the fault situations.
In other words, a certain model is only sensitive to specific
object(s), which limits the model’s adaptability and gen-
erality. Although exploring diversified failure MVF on the
basis of NHPP framework has become increasingly popular,
developing models with wide range of adaptability still face
great challenges in several aspects:

(i) Most of assumptions do not apply to all the situ-
ations. For example, the S-shaped models (i.e., inflection
S-shaped model [5], [11], delayed S-shaped model [7] and
connective type [16]) are the results of ‘‘learning’’ process
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which aims to improve the test efficiency dynamically. How-
ever, in actual test environments, the ‘‘learning’’ process has
rarely been triggered due to limited available resources and
non-operational profiles used for generating tests and busi-
ness models [17].

(ii)Some assumptions are lack of reasonable and effective
basis or authentic proof. Viewed from existing generalized
imperfect debugging models [9], [11], [12], the total number
of faults is almost assumed to be certain increasing functions
of time. In addition, the error introduction rate is gener-
ally considered to be related to fault modification. How to
describe such a relationship is still unclear.

(iii) Most of existing models are generally classified as
the finite-fault type. Although the number of inherent errors
hidden in software is limited due to finite codes, practice
shows that the process of modification will introduce new
errors in a certain probability [18]. Hence, it is possible that
finite errors will cause infinite faults under the influence of
modification. It’s desirable to develop such an effectivemodel
which is an infinite-fault model while targeting finite-fault
feature as well.

(iv) In NHPP framework, modeling failure MVF is the
most important task. However, in most cases, explicit solution
of failure MVF cannot be obtained except a small amount
of special cases. Such limitation will bring great difficulty
to estimate model’s parameters. Therefore, the importance of
exploring new model from which explicit solution of failure
MVF can be easily obtained can never be overestimated.

To address such challenges, in this study, by taking the
generalized imperfect debugging NHPP framework as the
basis, we propose a novel SRGM. First of all, we construct
typical constraint relation between error introduction rate and
change rate of generalized residual errors based on reasonable
assumptions which generally meet with error introduction
process. Meanwhile, we propose exponential decay func-
tion to denote fault detection rate per error. Furthermore,
we adopt error reduction factor to describe the effectiveness
of error modification. Then, we derive explicit expression of
failure MVF based on our proposed assumption. Moreover,
we provide extensive discussions on failure MVF and deduce
it to meet with traditional models under certain conditions.
Experiments demonstrate that our proposed model has better
performance in fault fitting and short-term prediction in cer-
tain range. Main contributions of this paper are summarized
as follows:

(i) Differing from existing models, we attempt to take error
reduction factor which is the form of exponential decay func-
tion of found error number as fault removal (modification)
efficiency in generalized imperfect debugging framework.

(ii) Considering the change rate of residual errors which
can be used for dynamically reflecting fault removal
efficiency and for inferring the possibility of error introduc-
tion, we propose a new viewpoint: the error introduction rate
is proportional to change rate of generalized residual errors.

(iii) Considering the fact that the fault detection efficiency
is likely to be lower and lower in real testing environments,

we take exponential decay function rather than traditional
S-shaped curve as fault detection rate per error.

The rest of this paper is organized as follows. Firstly,
NHPP framework and its related tasks are briefly introduced
in Section II. Then, our proposed model, which includes
presenting assumptions, making explanations and proving
how to get model’s result, is described in Section III. Next,
in Section IV, five cases are provided with test results and
discussions. In Section V, related work is reviewed and
advantages of our approach are demonstrated. On the basis of
verification, our findings are summarized and conclusions are
drawn in Section VI. Finally, further researches are sketched
in Section VII.

II. NHPP FRAMEWORK AND ITS RELATED TASKS
A. ANALYSIS OF FRAMEWORK BASED ON NHPP
As defined in Glossary, there are essential differences among
the software error, fault and failure. In fact, the relationship
among them is normally complex. For example, a single soft-
ware error may lead to different faults, and a same fault may
come from different errors, etc. In order to model a general
model, it is necessary to simplify modeling conditions. So,
in this paper, we assume each fault (or failure) corresponds to
a sole error, and there is a one-to-one corresponding relation
among them.

For a given software product, no matter whether it is in
testing/application phase or not, the occurrences of faults
related to inherent errors hidden in codes are random. Such
randomness depends on the running environment/profile of
software. Due to non-aftereffect property, Markov process
can be used for describing the number of found faults and
residual errors by time t . It is reasonable to assume the fault
process of softwaremainly depends on the number of residual
errors and operational profile [19].

Essentially speaking, the NHPP, which belongs to counting
process, is based on following 4 assumptions:

(i) Failure process has the characteristic of independent
increment, i.e., the number of found failures in time interval
(t, t + △t] solely depends on current time t and interval
length △t .

(ii) In time interval (t, t + △t], the occurrence probability
of one failure is λ(t)△t + o(△t), i.e., P{N (t + △t) − N (t) =

1} = λ(t)△t + o(△t).
(iii) In time interval (t, t + △t], the occurrence probability

of more than one failure is o(△t), i.e., P{N (t + △t)−N (t) ≥

2} = o(△t).
(iv) At time t = 0, no failure occurs, i.e.,P{N (0) = 0} = 1.
According to the Markov property, the probability of fail-

ure number by time t + △t is decided by the time interval
△t and the found failure number by time t , namely, P{N (t +
△t) = j|N (t) = i}. Above four assumptions are applied to
following full probability formula:

P{N (t + △t) = j} =

∞∑
i=1

Pi,j(t, △t) · P{N (t) = i}, (1)
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where, Pi,j(t, △t) denotes transfer function (i.e., conditional
probability: P{N (t + △t) = j|N (t) = i}). Then, a probability
equation with recurrence relation is generated as follow:

P{N (t + △t) = n}

= [1 − λ(t)△t] · P{N (t) = n}

+ [λ(t)△t] · P{N (t) = n− 1} + o(△t). (2)

After solving Eq. (2) by means of using mathematical
induction, the probability distribution of failure number by
time t can be proved to be as follow:

P{N (t) = n} =
[m(t)]n

n!
e−m(t), n = 0, 1, 2 . . . (3)

The distribution shown in Eq. (3) is exactly a NHPP
distribution. Due to the property of independent increment,
the reliability function of software can be derived from
Eq. (3). Therefore, the reliability of software by time t for
given mission time 1t can be simply expressed as follow:

R(△t|t) = e−[m(t+△t)−m(t)]. (4)

Eq. (4) produces a basic analysis framework for the occur-
rence of software failure. So long as the failure MVF m(t)
in this framework is obtained, some valuable information
such as software reliability by time t for certain mission time
t , number of residual errors by time 1t , necessary time t
to reach a certain number of failures, etc., can be derived.
Therefore, failureMVFm(t) plays an important role in NHPP
framework.

Generally, failure MVF m(t) contains many unknown
parameters. Hence, parameter estimation of failureMVFm(t)
is the primary task in software reliability analysis.

B. PARAMETER ESTIMATION BASED ON MLE
In statistics, MLEmethod has been widely used for parameter
estimation. It has several excellent properties such as consis-
tency, validation and asymptotic normality. For a given failure
MVFm(t) which satisfies NHPP, once enough failure data are
collected during the testing process, the unknown parameters
of m(t) can be obtained by solving Logarithmic Likelihood
Equation (LLE).

Suppose the cumulative number of failures detected in time
interval (0, ti] is yi, i = 1, 2, . . . , n, and ti satisfies a relation
of 0 < t1 < t2 < . . . < tn, then, by applying independent
incremental property to NHPP, the corresponding Logarith-
mic Likelihood Function (LLF) can be expressed as follow:

LLF =

n∑
i=1

(yi − yi−1) ln[m(ti) − m(ti−1)] − m(tn). (5)

Suppose θ denotes an arbitrary unknown parameter in fail-
ure MVF m(t), then, a typical form of likelihood equation
obtained from Eq. (5) can be described as follow:

n∑
i=1

∂
∂θ
m(ti) −

∂
∂θ
m(ti−1)

m(ti) − m(ti−1)
(yi − yi−1) −

∂

∂θ
m(tn) = 0. (6)

Generally speaking, the LLE set from Eq. (6) contains
complex non-linear equations, and their solutions can be
obtained by means of making numerical calculation.

III. A NOVEL SOFTWARE RELIABILITY GROWTH MODEL
In NHPP framework, deriving traditional failure MVF is
mainly based on four assumptions: (i) Each fault corresponds
to a sole error; (ii) The fault rate per error remains the same;
(iii) Once a fault is detected, modifying error immediately
occurs, and error will be immediately removed; (iv) The fault
detection rate is proportional to the number of residual errors
hidden in software, and the proportionality coefficient is a
constant. On the basis of these assumptions, the generalized
imperfect debugging NHPP model is further based on the
following three additional assumptions: (i) The above pro-
portionality coefficient for the fault detection per error is
generally considered as a function of time t , i.e. b(t); (ii)
Some new errors may be introduced in the process of modify-
ing object error, in other words, the total error number a(t) is
a function of time t; (iii) Modifying error is not complete.
It means each error detected by time t is modified with
a certain probability. The generalized imperfect debugging
NHPP model with error removal efficiency is denoted as
follow [18]:

m′(t) = b(t)[a(t) − Qm(t)], (7)

where, Q denotes error modification probability, and Qm(t)
denotes modified error number x(t). For the sake of gen-
erality, our proposed new SRGM is mainly derived from
following differential equation:

m′(t) = b(t)[a(t) − x(t)]. (8)

Specifically, we are aware that the modified error number
x(t) is related to error reduction factor [20]. According to (8),
we further model by means of developing new assumptions.

A. THREE IMPORTANT ASSUMPTIONS
1) EXPONENTIAL ERROR REDUCTION ASSUMPTION
In this assumption, we will use error reduction factor to
describe differential constraint relationship between detected
error (failure) number m(t) and modified error number x(t).
In actual debugging processes, modification efficiency

may decrease with increase of detected faults (errors). This
assumption is based on following three reasons, which result
from reduction of correlation information among errors,
mental inertia of current-task modification and instability
of modification team: (i) Modifying error may be more
and more difficult due to such possible situation: Error
may be related to a certain part of removed fault set, and
the remained parts with available information for modifi-
cation may become decreasingly less with time. (ii) The
inherent mental inertia of current-task modification may pre-
vent debugger from further thinking about the relationship
between errors. Such phenomena often lead debugger not to
locate and modify other relevant errors according to modi-
fied error. (iii) Debuggers’ mean modifying level and total
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experience may decrease for unpredictable reasons such as
transfer, replacement and so on. (In many modern software
companies, it is not unusual that experienced testers or debug-
gers are often transferred or replaced because of the need of
engineering task. If successors do not take part in software
design, their lack of experience may decrease the debugging
efficiency in the early stage of change, so, the instability
of modification team may make it less efficient on error
debugging).

Since the modification efficiency may decrease with
increase of detected errors, it is feasible that error reduction
factor has the form of decreasing exponential function of
m(t). According to the definition of error reduction factor,
the constraint relationship between detected error number
m(t) and modified error number x(t) can be described as
follow [20]:

x ′(t)
m′(t)

= qe−βm(t), (9)

where, the parameter q is initial error reduction factor which
denotes the ratio between initial error modification rate and
initial error detection rate, and the parameter β denotes
reduction parameter which determines the shape of declining
curve. Therefore, Equation (9) has good expressive capability
of error reduction. In this assumption, if t → 0,m(t) tends to
be 0 and x ′(t)

/
m′(t) tends to be q.

2) ERROR INTRODUCTION RATE
In this section, we attempt to generate a constraint rela-
tionship between total error number a(t) and modified error
number x(t), which is used for establishing an indirect con-
nection with detected fault number m(t).

Beyond all questions, the introduction of new error must
generate during the period of error modifying phase rather
than error detecting phase. Generally, no matter whether
modifications are succeed or not during the period of error
debugging, the more modification processes (note: for certain
error, several-times debugging process may occur till error
is completely modified), the larger the probability that new
errors are introduced. Since the introduction of new errors
is accompanied by error modification, it is reasonable that
the change rate of residual errors is described by means
of adopting dynamic process which contains introduction
of new error and modification of error. So, the change rate of
residual errors can’t be simply denoted with x ′(t), but with
[a(t)−x(t)]′(if the total error number is a constant, i.e. a(t) =

a0, then, x ′(t) and [a(t) − x(t)]′ essentially denote the same
mathematical and physical meaning). We call the expression
[a(t) − x(t)]′ as change rate of generalized residual errors,
which is related to error modification intensity.

Considering the number of residual errors is generally a
decreasing function of time t , we suppose the average ratio
between the error introduction rate and the change rate of
generalized residual errors is −p. The differential constraint
relationship between total error number a(t) and modified

error number x(t) can be shown as follow:

a′(t)
[a(t) − x(t)]′

= −p. (10)

Eq. (10) means the larger the generalized modification inten-
sity, the larger the possibility of error introduction rate.

3) FAULT DETECTION RATE PER ERROR
In this section, we present an assumption that the fault detec-
tion rate per error is the form of exponential decay function
of time t .

Strictly speaking, the fault detection rate of each resid-
ual error hidden in software is not the same. Like existing
assumption, we also consider all the faults related to residual
errors will be found with the same detection rate at a given
time. Meanwhile, we believe that the fault detection rate
per error may decrease with the time. The reasons can be
explained as follows:

(i) As mentioned in Section I, in actual industrial and test-
ing environments, so-called ‘‘learning’’ process seldom takes
place due to limited resources and non-operational profiles.

(ii) Due to finite detecting conditions andmethods together
with limited testing experience, residual errors hidden in
complex programs or abstract data structures are harder and
harder exposed with time.

(iii) Fault detection efficiency may become lower and
lower because long-term workload of recording, testing and
analyzing execution process of program may cause the relia-
bility of testers themselves to be lower and lower.

Considering the need of flexible expression, we assume
that the fault detection rate per error obeys exponential decay
function of time t , and the form of which is expressed as
follow:

b(t) = be−αt , (11)

where, the parameter b is initial fault detection rate per error,
and the parameter α denotes reduction parameter.

B. A NOVEL SOFTWARE RELIABILITY GROWTH MODEL
AND ITS FAILURE MVF
1) A NOVEL SOFTWARE RELIABILITY GROWTH MODEL
Based on the assumptions analyzed above, our proposed
SRGM can be summarized as follows:

(i) Each fault (or failure) corresponds to a sole error;
(ii) Fault (or failure) of software obeys NHPP;
(iii) Once a fault (or failure) occurs, debugging (or modifi-

cation) will be immediately executed;
(iv) Fault detection rate is proportional to the number of

generalized residual errors hidden in software, and the ratio
factor b(t)(i.e., fault detection rate per error) is an exponential
decay function of time t;
(v) Fault removal efficiency is described with error reduc-

tion factor with the form of exponential decay function of
detected fault number m(t);
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(vi) Error introduction rate is proportional to the change
rate of generalized residual errors hidden in software, and the
ratio factor is −p.

According to above assumptions, our proposed SRGM is
expressed as following four constraint relationships:

m′(t) = b(t)[a(t) − x(t)] < i >
x ′(t)
m′(t)

= qe−βm(t) < ii >

a′(t)
[a(t) − x(t)]′

= −p < iii >

b(t) = be−αt < iv > .

(12)

By jointly solving above four equations based on certain
initial conditions, their corresponding solution (i.e., failure
MVF m(t)) can be derived. Here, we give a Theorem to
describe explicit failure MVF. The proof process is shown in
Appendix.
Theorem 1: Suppose failure MVF, fault removal efficiency,

error introduction rate and fault detection rate per error
satisfy relationships shown as Eq. set (12), then, under the
initial conditions m(0) = 0, x(0) = 0 and a(0) = a0, the
failure MVF is derived as follow:

m(t) =
1
β
ln

[
βa0e[βa0−q(1−p)]·

b
α
(1−e−αt )

− q(1 − p)
βa0 − q(1 − p)

]
.

(13)

2) FURTHER DISCUSSIONS ABOUT FAILURE MVF
In this Section, we make further discussions about failure
MVF, and give some deductive results:

(i) In (13), once the time t goes to infinity, then
m(t) will converge to upper bound, i.e., lim

t→∞
m(t) =

1
β
ln

[
βa0e[βa0−q(1−p)]· bα −q(1−p)

βa0−q(1−p)

]
.

(ii) Under the assumed initial conditions m(0) = 0 and

x(0) = 0, an identity x(t) =
q
β
[1 − e−βm(t)] can be followed

by differentiation, directly from (12) < ii>. Substituting
Eq. (13) into followed identify, we can get the number of
modified errors shown in Eq.(14).

x(t) =
q
β

[
1 −

βa0 − q(1 − p)

βa0e[βa0−q(1−p)]·
b
α
(1−e−αt )

− q(1 − p)

]
.

(14)

(iii) Under the initial condition a(0) = a0, substituting
Eq. (14) into (12) <iii>, we can get the total error number:

a(t) = a0 + px(t) = a0

+
pq
β

[
1 −

βa0 − q(1 − p)

βa0e[βa0−q(1−p)]·
b
α
(1−e−αt )

− q(1 − p)

]
.

(15)

(iv) If α → 0(it means the fault detection rate per error
approximately equals to a constant), then, Eq. (13) can be

rewritten as:

m(t) =
1
β
ln

[
βa0e[βa0−q(1−p)]·bt − q(1 − p)

βa0 − q(1 − p)

]
. (16)

(v) In Eq. (16), if p → 0(it means error introduction rate is
also approximately close to 0), then, Eq. (16) can be rewritten
as:

m(t) =
1
β
ln

[
βa0e(βa0−q)·bt − q

βa0 − q

]
. (17)

(vi) Under the conditions of α → 0and p → 0, the limit
βa0 → q is satisfied based on (12) <ii >. So, in Eq. (17),
if b → 1, βa0 → q, we can obtain a general expression:

m(t) =
1
β
ln(1 + βa0t). (18)

Eq. (18) is just the Logarithmic Poisson Execution Time
Model (LPETM) [21]. In this sense, our proposed model
derived from Eq. set (12), which contains novel viewpoints,
can be considered as a generalized form of LPETM. Essen-
tially speaking, Eq. (18) is an infinite fault model. However,
by consideration of error introduction, error reduction fac-
tor and decrease of fault detection, the derived new model
Eq. (13), which combines concave model with infinite fault
model, has characteristic of infinite fault while converges to
an upper bound.

IV. TESTING AND DISCUSSION
Viewed from application, whether a model is good or not can
be generally determined by a variety of comparisons. In this
section, we will make test and make analysis based on some
typical evaluation criteria.

A. EVALUATION CRITERIA OF MODEL
For a model, the fitting capability and predictive power are
normally evaluated by comparing the values of some criteria.
As a typical statistical parameter, SSE criterion, used for
calculating the square sum of the errors of the correspond-
ing points between the fitting data and the original data,
is described as follow:

SSE =

k∑
j=1

n∑
i=1

[yij − m̂j(ti)]2, (19)

where, yij is the actual fault number of jth type of fault data by
time ti, and m̂j(ti) denotes the estimated total fault number of
jth type of fault data by time ti. Our proposed model contains
solely a type, hence, k = 1. The power of maximizing
likelihood function of model may be evaluated by using AIC
criterion shown as follow [22]:

AIC = −2 ln(LFmax) + 2N , (20)

where, LFmax denotes maximum of logarithmic likelihood
function, and N denotes the parameter number of model.
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With larger penalty term than that of AIC, another crite-
ria BIC, used for prevent model’s high complexity for high
precision of fitting, is defined as follow [23]:

BIC = −2 ln(LFmax) + N ln(n), (21)

where, n denotes the number of sample.
In addition, R-square [24], taken as a correlation index of

regression curve equation, is defined as follow:

R2
= 1 −

n∑
i=1

[m̂(ti) − mi]2/
n∑
i=1

(mi − mave)2, (22)

where, mi is the detected number of faults by time ti, m̂(ti)
is the estimated number of faults by time ti, and mave is the
average value ofmi.The value of R-square is limited in [0, 1].
Generally, for a given data set, the smaller the obtained

values of SSE and AIC are, the higher the fitting degree is.
The larger the value of R-square is, the better the model fits.

B. TEST RESULTS OF SEVERAL CASES
In this Section, we use five public data sets to illustrate
the effectiveness of our proposed model. Firstly, we select
the first part data from the data sets to fit model by using
MLE method. Secondly, taking generated model parameters
as basis, we use failure MVF to predict subsequent value.
Finally, on the basis of making comparisons of fitting, pre-
diction and reliability performance on each case, we assess
the quality of new model.

1) FAILURE DATA FROM THE SOFTWARE PRODUCT OF
TANDEM COMPUTER COMPANY (CASE 1)
We consider such a fault data set [25], which is from the
1st version of certain software product published by Tandem
Computer Company. In order to make results to be compa-
rable, we select the first 9 samples in data set to estimate
the parameters of model. Then, we use proposed model with
estimated parameters to predict expected number of residual
errors hidden in software at a specific timewhich corresponds
to an actual error number. Furthermore, we also give some
reliability predictions under several mission intervals and
make reliability comparison among several models under
specific mission time.

According to estimated parameters shown in TABLE 2,
we make some explanations: (i) Modifying (or Debugging) is
imperfect. The initial error reduction factor (i.e., q̂ = 0.9969)
means about 1 errors are not modified in every 100 detected
faults per hour, and as time goes on, the error reduction
factor decreases with reduction parameter 0.02271; (ii) Dur-
ing the period of modification, new errors are introduced.
Its corresponding ratio (i.e., p̂ = 0.08804) between the
error introduction rate and the change rate of generalized
residual errors means 9 or so errors are introduced in every
100modified residual errors (note: according deducedmodel,
the introduced error number, i.e., a(t)−a0, is equivalent to the
result of converted x(t) in a ratio p/(1 + p)); (iii) The initial
fault detection rate per error (i.e., b̂ = 1.9541× 10−4) means

TABLE 2. Mle solutions based on the first 9 samples in fault data set [25].

FIGURE 1. Fitting and predictive curves of several models based on the
first 9 fault data in fault data set [25].

about 2 faults are detected per hour in every 10000 residual
errors hidden in software. The fault detection rate per error
declines slowly with attenuation constant α̂ = 1.5099×10−4.

On the basis of estimated parameters listed in TABLE 2,
and by means of using Eq. (13), we give fitting and prediction
values of proposed model together with several existing mod-
els, which of them are listed in TABLE 3, and accordingly,
several fitting and prediction curves are shown in FIG.1

Viewed from the values of SSE and R listed in TABLE 3,
new model performs well in aspect of fitting and prediction
(Note: except being inferior to P-N-Z model in aspect of fit-
ting, new model has the best fitting and prediction capacity).
Though the P-N-Z model performs excellently in aspect of
fitting on the first segment of this data set, its predictive ability
in later period is obviously inferior to new model. The main
reason consists in such a fact that the fault number of P-N-Z
model is almost a linear growth function of time while new
model will converge gradually if enough time is considered.

Although the predictive value obtained from new model is
generally smaller than the real value, newmodel itself has bet-
ter work performance on this data set. Some analyses together
with conclusions are given as follows: (i) At the end of testing
phase, the final prediction value of newmodel is closest to the
actual value. (ii) New model has better predictive power in
the subsequent application phase. The expected error number
predicted from new model will be 100 by cumulative test-
ing time t = 11489 (CPU hours), and the expected error
number will eventually converge to 118.7883(i.e., 119 or so).
(iii) According to Eq. (15), the total error number will be
122.3708 (123 or so) by the end of test phase (i.e., t = 10000
CPU hours). This means 4 or so new errors are introduced
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TABLE 3. Fitting and predictive values obtained from several models based on fault data set [25].

during the debugging process. According to the records
of user operational phase, about 20 new errors were
detected [25]. This means the final expected error number
(i.e., 119 or so) predicted from new model meets well with
the real error number to a greater degree.

Viewed from FIG.1 and TABLE 3, the fitting abilities of
listed models are relatively close except model D-S, Y-R
and H-K-L. The exceptions show these three models have
certain feature of s-shape which makes their corresponding
models not strictly be reliability growth models, and such
conclusion can be further verified from angle of reliability
shown in FIG.2 (b). The prediction value of P-N-Z model is
obviously larger than actual value while that of other models
are opposite. Moreover, the prediction values of model D-S
and Y-R are much less in the case of underestimation. The
fitting and prediction capabilities of model I-S and H-K-L are
totally not good.

On the basis of Eq. (4), we show several reliability growth
curves in FIG. 2 (a) to make further analysis. Since theMTBF
is 500 (CPU hours), so, we select 50, 100, 200 and 500 as
mission time in turn. By comparing those curves, we can draw
following conclusions: (i) The reliability of current software
version increases gradually with test time. The development
trend of curves meets with the fact that the number of found
new faults in the test interval is generally getting less and less;
(ii) Given different mission time, the reliability at certain time
point is not the same. The longer the mission time, the lower
the corresponding reliability; (iii) Viewed from last data of
each curve, the reliability of current software version may not
be optimistic. The reason consists in such a fact: For the first

FIGURE 2. Reliability curves based on proposed model (a), and on several
models under mission time 1t=100 CPU hours (b).

curve (marked with asterisk), its reliability is comparatively
high in the later stage of test, but its mission time is shorter
than that of other cases. Although the mission time of last
curve (marked with square) is longer, its reliability in later
stage of test is not satisfactory. The number of new faults
found in user operational stage can verify this conclusion.

In FIG.2 (b), the reliability curves of model D-S, Y-R
and H-K-L decrease at the beginning of testing phase while
increase to 1 with different rate in late stages of testing
phase. In addition, the reliability growth curve of model
P-N-Z almost keeps a horizontal line. Viewed from those
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TABLE 4. Mle solutions based on the first 26 samples in fault data set [2].

TABLE 5. Comparison of goodness-of-fit and predictive power based on
fault data set [2].

inconceivable phenomena, it seems that the corresponding
modes with abnormal reliability are not suitable for this
failure data set. On the contrary, the reliability of new model
increases gradually from relatively small value. It means pro-
posed model tends to be conservative in reliability prediction.

2) FAILURE DATA FROM NTDS (CASE 2)
We select the Naval Tactical Data System (NTDS) [2] whose
lifecycle was divided into four phases, i.e., production phase
(26 data), testing phase (5 data), usage phase (1 data) and
follow-up testing phase (2 data) as research subjects.

Considering the integrity of data found in production
phase, we select the first 26 samples in data-set to fit new
model together with some existing models, and then predict
next 8 data. The estimated parameters are listed in TABLE 4
and the fitting and prediction results (viewed from SEE) in
TABLE 5.

Several fitting and prediction curves are shown in FIG. 3
(note: the last 8 values of each curve are the prediction values)
and reliability curves shown in FIG. 4.
Viewed from SSE, AIC (BIC) and R2 shown in TABLE 5,

it seems that the capability of proposed model in aspect of
fitting is not good. However, the short-term predictive capa-
bility of proposed model is better than that of other models
on this data set. Although the P-N-Z model shows excellent
fitting characteristic, it has poor prediction ability.

Obviously, this failure data set itself has s-shape feature
which can be used for checking a given model whether is an
s-shape model or not by means of fitting method. The model
D-S, I-S, Y-R and H-K-L has relatively good performance
in aspect of fitting. So, it shows that the mentioned above
4 models are s-shape models, and this conclusion matches
well with the conclusion drawn in case 1.

In FIG. 4(a), the reliability of this software starts growing
from time t = 116 or so, and its growth rate is relatively fast

FIGURE 3. Fitting and predictive curves of several models based on the
first 26 fault data in failure data set [2].

FIGURE 4. Reliability curves based on proposed model (a), and on several
models under mission time 1t=80 days (b).

from time t = 249 or so. At the end of testing phase (i.e.
t = 540), the reliability of this software is promising because
the reliability values for different mission time are all not too
low. In fact, the subsequent four curves (marked with dashed
line) which correspond to the last three data in data set get
closer and closer. At the last time point, the reliabilities of
four curves are all over 0.9. It’s not hard to conclude that this
software was better modified at last. Above conclusions can
be effectively verified from test records due to the fact that
the value of TBF in the later stage is generally longer than
that in the early stage.

In FIG.4 (b), new model is similar with G-O, H-D, Y-I-D1,
Y-I-D2 and Y-E model in aspect of reliability growth trend.
As in case 1, P-N-Z model performs poor reliability predic-
tion ability for its small and almost invariant results from time
t = 156 or so. On the contrary, the reliability prediction
values of D-S, I-S, Y-R and H-K-L model grow so fast that
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TABLE 6. Mle solutions based on the first 15 samples in fault data
set [29].

TABLE 7. Comparison of goodness-of-fit and predictive power on the
first 15 samples in data set [29].

FIGURE 5. Fitting and predictive curves of several models based on the
first 15 fault data in fault data set [29].

their values increase to 1 soon. Obviously, the reliability
performances of last five models mentioned above are far
from actual case.

3) FAILURE DATA FROM SYSTEM T AT AT & T (CASE 3)
In this section, we test the fitting and predictive capability
of new model on the released failure data from System T
at AT&T [29]. We select the first 15 of 22 found fault
data for fitting, then use subsequent 7 data for assess-
ing model’s predictive capability. Estimated parameters are
shown in TABLE 6, and fitting and prediction curves are
shown in FIG. 5.

TABLE 8. Running values of several physical quantities from new model
based on fault data set [29].

Several values of goodness-of-fit are listed in TABLE 7.
Viewed from AIC (BIC), SSE and R2, the fitting quality of
new model is in middle level while the prediction capability
of new model is superior to other models.

Taking estimated parameters as an example, we give some
information shown in TABLE 8. According to listed items
and their corresponding contents, we make analysis and
explanations: (i) The reason why error reduction factor (i.e.,
x ′(t)

/
m′(t) ) almost keep a relatively large value lies in such

a fact that it decreases from a not small initial value q̂ and
small attenuation parameter β̂; (ii) The fault detection rate
per error (i.e., b(t)) also drops slowly to keep a relatively
large value for its small attenuation parameter α̂; (iii) Final
fault number m̂(t) (i.e. 21 or so, which is rounded from 21.38)
and modified error number x̂(t) (i.e. 21, rounded from 21.16)
almost match with found fault number (i.e. 22); (iv) Almost
no new error is introduced due to small error introduction
ratio and too small number of unmodified errors in a short
test time. So, we further draw two conclusions: (i) Error mod-
ification on this software is satisfactory, which is based on a
common sense: the larger error reduction factor, the higher
error modification efficiency. After all, the error reduction
factor can be approximately expressed in another way, i.e.,
[1x(t)]

/
[1m(t)] within a certain time interval 1t . Hence,

the larger value of [1x(t)]
/
[1m(t)] means the increment

in number of modified errors accounts for a larger ratio of
the increment in number of found faults; (ii) The large error
reduction factor together with high fault detection rate per
error means reliability growth of this software is robust and
satisfactory.

Considering theMTBF is about 30.91 CPU units, we select
10, 30, 50 and 70 CPU units as mission time respectively
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FIGURE 6. Reliability curves based on proposed model (a), and on several
models under mission time 1t=70 CPU units (b).

to assess reliability quality of models. Several reliability
growth curves based on the estimated parameters from the
first 15 data are shown in FIG. 6(a). The result that the steady
growing curves get closer and closer and their final values are
all much high means the reliability growth of this software is
promising. Viewed from FIG. 6(b), new model together with
model G-O, H-D, Y-E, Y-I-D1 and Y-I-D2 shows excellent
quality of lasting steady-state growth in aspect of reliability
prediction. On the contrary, the reliabilities of model D-S,
Y-R, P-N-Z and H-K-L, similar to that in case 1 and 2, also
show abnormal behaviors (i.e., their values decrease to close
to 0 in early stage and then get to 1 with a sharp increase
rate in middle stage). Such phenomena show the mentioned
above four models have obvious s-shape features, so, these
modes do not fit well on this data set. Viewed from the results
(at least from angle of predictions) shown in TABLE 7, this
conclusion can be generally verified.

4) FAILURE DATA FROM IEEE STD 1633TM-2016 (CASE 4)
In this section, a typical fault data set from IEEE Std
1633TM-2016 [30] is applied to check the effectiveness of
new model’s fitting and predictive capability. In fault data
set, the fault time between failures is not known, and only
the number of faults and their test hours are given per day.
So, we fit cumulative fault numbers which correspond to
their cumulative test hours. In our verification, the first 21 of
29 fault data are used for fitting, and last 8 of 29 fault
data for prediction. Similarly, considering the TBF of fault
data set is 24.9524, we give several models’ reliability
levels, selecting several adjacent values of TBF to make
comparison.

The estimated model parameters based on the first 21 fault
data are shown in TABLE 9, and the fitting and predictive
curves and reliability levels are shown in FIG. 7 and FIG.8
respectively. Fitting and predictive values and corresponding
AIC (BIC), SSE and R2 are listed in TABLE 10.

TABLE 9. Mle solutions based on the first 21 samples in fault data
set [30].

FIGURE 7. Fitting and predictive curves of several models.

Viewed from TABLE 10, SSE (fitting) together with R2

index of new model is in middle level among that of all
models. New model has more parameters than other model
except H-K-L. It means new model’s weighted comprehen-
sive evaluation index (i.e., AIC or BIC) from fitting accuracy
and the number of parameters is not good on this group of
data. However, the SSE (prediction) together with predictive
values show new model has the best fault predictive capa-
bility. Meanwhile, the curves shown in FIG. 7 also make
intuitive description on performance of prediction.

The values of prediction can be divided into two types. The
model G-O and H-D overestimate the development of fault
trend while others underestimate the fault trend. With poor
expressive capability of fault trend, the former exactly have
relatively less parameters. Although the latter normally have
good prediction capability on the fault development trend
with relatively more parameters, the results have actually the
infinitely varied difference. It seems that the model D-S, I-S,
Y-R and H-K-L fall into over fitting to make their prediction
early convergence, especially, the model H-K-L, having same
number of parameters as newmodel, almost keeps unchanged
in the final stage of prediction. As analyzed before, these
four s-shape models normally perform well on s-shape fault
data in aspect of fitting. However, they perform not so well
in aspect of prediction. Viewed from scatter diagram, the
fault data set has s-shape feature in early and middle stage
while has apparent growth trend in late stage. Therefore,
the early convergence of above s-shaped models can make
explanations of the reason why their prediction capability are
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TABLE 10. Fitting and predictive values obtained from several models based on the first 21 samples in fault data set [30].

not so good on this data set. Accordingly, newmodel together
with model Y-E has concave feature which performs not so
well in aspect of fitting while performs better in aspect of
trend description on this s-shape data set.

The slowly increasing trend together with relatively small
value of reliability curves shown in FIG. 8 (a) indicates
the reliability of this software is not good on stage of col-
lecting fault date set. Viewed from FIG.8 (b), new model’s
reliability evaluation value is in the middle level, similarly
matching the values and trends to Y-E, Y-I-D1 and Y-I-D2.
G-O and H-D show relatively small values and slowly
increasing trend of reliability. At the other extreme, D-S, I-S,
Y-R and H-K-L show abnormal characteristic, i.e., the relia-
bility value increases to 1 dramatically in middle testing stage
while almost keeps unchanged in late testing stage. Similarly,
model H-K-L, P-N-Z, Y-R, I-S and D-S show exceptions—
declines of reliability on stage of early testing phase.

5) FAILURE DATA FROM SOURCEMONITOR
SOFTWARE (CASE 5)
In this section, we select an updating failure data set from
a freeware named as SourceMonitor to show the effective-
ness of new model. Several versions of the software have

FIGURE 8. Reliability curves based on proposed model (a), and on several
models under mission time 1t=25 usage hours (b).

been updated since the first version was released in 2000.
There were totally 276 faults shown on a sharing platform
provided by Campwood Software till on June 5, 2020 [31].
We select recent 134 fault data (i.e., from the fault time on
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TABLE 11. Pre-processed failure data based on selected fault data from
sourcemonitor software [31].

May 28, 2011 to the fault time on June 5, 2020), listed and
explained on platform, as research subjects. For convenience
to pre-process these fault data, we select the unlisted fault
time found on Apr. 2, 2011, which is close to the first data of
this failure data set, as a reference point. The pre-processed
fault data are shown in TABLE 11(note: the total fault number
is combined into 111 for the fact that some same faults
occurred on the same day).

Considering the 70th fault data which corresponds to the
CTBF 1404 is far away the 71th fault data which corresponds
to the CTBF 1770, so, we select the first 70 fault data in
TABLE 11 to fit parameters, then, the last 41 data are used to
assess models’ predictive power. The estimated parameters
of several existing models are shown in TABLE 12, and
corresponding fitting and prediction capabilities with AIC,
SSE and R2 are listed in TABLE 13. Several fitting and
prediction curves are shown in FIG.9, and reliability curves
are shown in FIG. 10 based on MTBF (i.e., 20.3478).

Observed from TABLE 12, the initial error number
achieved from new model is larger than found fault number
while that from others is close to or even smaller than found
number. According to current development trend of finding

TABLE 12. Mle solutions of several existing models based on the first
70 samples in TABLE 11.

TABLE 13. Comparison of goodness-of-fit and predictive capability.

fault data, it is a high probability event that the initial error
number is far larger than found fault number.

Compared with previous fault data sets, current fault data
set is relatively complex: (i) Current fault data has multi-
stage-growing feature. Furthermore, the first part(for fitting)
of current data set is with a concave trend although it is with
a bit of s-shape feature, so, having concave characteristic,
new model together with G-O, H-D and Y-E is apparently
superior to other models in aspect of fitting. (ii) All models
perform not so well in aspect of prediction. The essential
reason consists in too many data (for prediction) with variant
growing-rate andmodels’ inherent deficiency—only for short
prediction.

The SSE results listed in TABLE 13 exactly show new
model has best fitting and prediction capabilities although the
SSE (fitting) value of new model is almost equal to that of
G-O, H-D and Y-E model, and this superiority is also shown
in FIG. 9.
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FIGURE 9. Fitting and predictive curves of several existing models.

FIGURE 10. Reliability curves based on proposed model (a), and on
several models under mission time 1t=20 days (b).

In FIG. 10(b), the reliability curves of new model, G-O,
H-D, Y-E, Y-I-D1 and Y-I-D2 show steady-state growth trend
which reveals certain rationality of reliability growth. As for
assessing quality, similar to previous cases, somemodels such
as I-S, D-S, Y-R, P-N-Z, and H-K-L perform with abnormal
characteristics, i.e., high reliability in late testing stage and
decline in early testing stage.

C. MODEL EVALUATION
In this section, we give several comments from effectiveness
of fitting and prediction, capability, applicability, quality of
assumptions and simplicity to describe the characteristics of
new model together with other models.

1) EFFECTIVENESS OF FITTING AND PREDICTION
As illustrated by making comparisons with existing models,
It seems that the fitting capability of new model on case 2,
3 and 4 is not satisfying, but the prediction capability on

these cases is the best; Except PNZ model, new model has
the better fitting capability than other models, and has the best
prediction capability on case 1; As for case 5, new model has
the best fitting and prediction capability.

For fitting and/or prediction effectiveness, we attempt to
clarify some obvious bugs in existing literature. The SSE
(prediction) from Z-T-P model on case 1 is 495.98 [18].
However, this result is questionable because the real SSE
should be 686.82 due to the fact that the last two data are
larger than the corresponding results from P-N-Z model [12]
while the other values from those two models are almost the
same. In addition, some prediction values from G-O model
on case 1 [12] are also questionable. After all, G-O model
is an exponential growth model, and the phenomenon that
prediction values increases and then decreases (for example,
the partial prediction values are 129, 134 139 138 135 133)
should not take place.

2) CAPABILITY
Excessive pursuit of model’s fitting ability perhaps is not
necessarily a good thing because generalization ability of
over-fitting is normally unsatisfactory. The SSE values of
model I-S and P-N-Z on case 2 and 4 and model D-S on
case 3 meet such conclusion well.

As a matter of fact, new model, which has 6 parameters,
is more complex than some existing models. Viewed from
AIC (BIC) criterion, the degree of freedom is taken into
consideration by assigning model with more parameters a
larger penalty. Therefore, the more parameters, the larger
value of AIC (BIC) may be to a great extent. It seems that
multi-parameter model likely brings certain negative effect
to its likelihood capability. This is just the reason why new
model seems to be less fitting than some simple models
on certain data-sets based on AIC (BIC) criterion. How-
ever, multi-parameter model normally has better descriptive
power than other less-parameter model on fault development
trend. Generally speaking, a complexmodel, especially incor-
porated with imperfect debugging, fault detection rate per
error, error introduction rate, and so on, is probably effective
because it better explains actual running situation of software,
therefore, it generally has better capability of short-term pre-
diction than that of traditional models [32]. In this sense, new
model, a complex failure MVF with multiple parameters, has
robust descriptive capability in aspect of fault prediction.

Strictly speaking, model P-N-Z, D-S, Y-R and H-K-L are
not SRGMs in a certain extent, at least in early stages of soft-
ware failures. This judgment can be verified from the results
on case 1, 3, 4 and 5. Further research reveals the reliability
predictions of model P-N-Z and D-S on case 2 also show
short-term decline with time in early testing and modification
stage. In this way, new model, keeping steady-state reliability
growth trend, is a SRGM with good capability in reliability
growth.

In addition, compared with some simple model with less-
parameters, new model, if applied in a software product,
may cost more solving time while can get better failure
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development trend of software. More solving time almost
does not lead to more human costs while more effective
prediction trend of software failure can advance release time.
Viewed from this point, new model has positive impact of
amortized cost if it is approached practically.

On the whole, compared with some simple models, new
model generally has better descriptive capability in aspect
of fault prediction, reliability growth and positive impact of
amortized cost.

3) APPLICATION
Constrained by the complex factors such as construction,
function, scale, developing and running environments, test-
ing, collection method of fault data and so on, Actual fault
data sets are always with many different characteristics,
and there rarely exists same fault behavior and procedures.
Therefore, the essential significance of software reliability
modeling is to find a model to adapt the fault (failure) devel-
opment trend of different software product.

According to existing research result, there are two typ-
ical fault classes [25], i.e., concave and s-shaped models.
In addition, LPETM, a less-common class of model, mainly
focuses on infinite fault mode. Partial fault data (for fitting)
from case 1 and case 5 can be roughly classified as con-
cave models, and fault data (for fitting) from case 2, 3, and
4 as s-shaped models. Viewed from the results of fitting and
prediction, model I-S, D-S, Y-R and H-K-L have s-shape
characteristics while new model together with G-O, H-D,
Y-E, Y-I-D1 and Y-I-D2 model has concave characteristic.
So, the fitting capability of the former is normally superior
to the latter on case 2, 3 and 4. Correspondingly, the fitting
capability of the former is obviously inferior to the latter on
case 1 and 5. It’s worth noting that prediction capability of
the former is obviously inferior to the latter on case 2, 3 and
4 due to the fact that prediction of the former normally falls
into precocity to approximately keep constant. As for P-N-Z
model, it normally performs well in fitting while not so good
in prediction on many cases.

On the whole, new model has similar performance with
model G-O, H-D, Y-E, Y-I-D1 and Y-I-D2. However, the
superiority of new model consists in its best fitting and pre-
diction capability on case 1 and 5 and excellent prediction
capability on almost all cases. Such superiority means new
model has better application than other models in aspect of
certain-range prediction on certain software with different
development and usage environments.

4) QUALITY OF ASSUMPTIONS
In process of modeling, we put forward several assumptions
to form the basis of new model. Although those assump-
tions are normally different from traditionally opinions and
are difficult to be verified, the viewpoints meet with some
engineering experiences in certain degree. For example, the
reason why the error modification efficiency and fault detec-
tion rate per error are normally assumed as exponential decay
functions lies in such a phenomenon that the fault detection

and errormodification likely becomemore andmore difficult.
Although other reasons seem not always to be reasonable,
such phenomena that the detection and modification effi-
ciency decrease actually exist. In addition, the assumptions
we put forward have explicit mathematical meaning and
physical meaning as well. So, viewed from the engineering
experiences, logical consistency and model verification on
given cases, the reasonability of proposed assumptions should
not be unthinkingly denied.

5) SIMPLICITY
According to the basic indices of simplicity, we make com-
ment as follows: (i) Compared with traditional models, new
model has no special requirements in fault data collection.
(ii) In new model, detection and modification are fully con-
sidered by combining with fault detection rate per error, error
introduction rate and error modification efficiency. Although
new model seems to be abstract and complex, its concepts
and parameters are still easy to be understood and explained.
(iii) Compared with some existing models, new model with
more parameters is in a relatively inferior position in solving
accuracy and consuming time.

Of course, viewed from number of parameters, new model
with 6 parameters may not be normally taken as simplicity.
However, too simple model may easily mask some important
factors related to fault (failure), and likely weaken its capa-
bility of fault (failure) explanation.

V. RELATED WORK
A. INTRODUCTION AND REVIEW OF EXISTING TYPICAL
MODELS
Over the past decades, researches on SRGM have been
greatly conducted and developed, and a large number of
outstanding contributions on the theories and applications
have been made. So far, SRGM is one of the most active
and successful models in field of software reliability analysis,
prediction, application and management. The reason why it is
widely concerned is not only for its description and explana-
tion of reliability information (such as the reliability at any
time for given mission time, the number of residual error, the
cumulative number of detected fault and error modification,
etc.), but for its provision of important decision on cover
degree of testing resources, cost control, decision of optimal
release time [33], [34], [35].

There were two completely different mechanisms used
for modeling SRGMs. In traditional viewpoints, fault rate is
considered as a function of the number of residual errors, and
all the fault rates per error are the same. On the contrary,
another viewpoint, proposed by Littlewood [36], believed the
failure rate was a random variable. Such viewpoint contains
three typical assumptions: (i) The uncertainty of software
reliability growth is the result of execution profile rather than
the result of error modification. The error triggered with large
probability will be modified, and error modification will lead
to the decrease of fault rate; (ii) Each of faults (failures),
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considered to obey exponential distribution, will be solely
triggered by an error; (iii) The fault rate of each error obeys
Gamma distribution, then, the fault rate per error obeys Pareto
distribution based on Bayesian theory. Thus, the derived fault
rate of software decrease as time goes on.

Traditional SRGM, based on Markov theory, was origi-
nally derived from Musa’s basic time execution model and
G-Omodel. As a typical representative of existed exponential
models, G-O model was applied by Musa to analyze the
performance of real-time command and control system [4].
Considering the relationship between execution time and cal-
endar time, Musa et al. [37] used testing compression factor
divided by total fault number and MTTF to express fault
detection rate per error in testing phase. Ohba [9] presented
hyper-exponential growth model by summing MVF of mod-
ules which have different initial error number and fault rate.
Yamada and Osaki [10] expended to suppose the fault inten-
sity in different module is not the same, and the fault intensity
in same module remains the same. A V-tub-shaped function
proposed by Pham was taken as the fault detection rate [38].
Above models are based on NHPP framework whose total
error number is regarded as a constant and the error modifi-
cation is perfect.

Ohba and Yamada [5], Pham and Zhang [11], Pham et al.
[12], and Zhang et al. [18] applied inflection S-shaped fault
detection rate per error to their models. In these models, the
fault detection rate per error is taken as a non-decreasing func-
tion due to so-called ‘‘learning’’ phenomena. Asmentioned in
Introduction, ‘‘learning’’ process seldom takes place in actual
test environment. Furthermore, the phenomenon that finding
faults is increasingly difficult during the testing phase still
exists to certain extent.

Based on an assumption that new errors are likely intro-
duced when debugging the detected faults, Yamada et al. [7]
presented several imperfect debugging models to focus on
the variability of total error number which was generally
considered as an exponential or linear increasing function.
Pham et al. [12], Pham and Nordmann [14] constructed a
generalized imperfect debugging model to form a typical
frameworkwhichmainly contains total error number function
and fault detection rate function. On the basis of generalized
imperfect debugging model, Zhang et al. [18] further con-
sidered error modification efficiency. In their models, the
increasing rate of total error number and the error modifica-
tion rate are all proportional to the increasing rate of found
fault number.

On the basis of defining error reduction factor [20], which
has the form of decreasing exponential function of detected
error number, Musa and Okumoto [21] proposed an infinite
fault model(i.e., LPETM). Although it is impossible that any
software with finite codes has infinite errors, it is possible
that imperfect debugging together with the introduction of
new errors may lead to infinite faults in theory. Essentially
speaking, error reduction factor was defined to illustrate the
error modification efficiency.

With the development of software reliability research,
research on SRGM was gradually considered to involve sev-
eral factors such as Imperfect Debugging (ID), Testing-Effort
(TE) and Change Point (CP), and so on. The influence of
CP on SRGM is not only reflected in the description of
testing environment (i.e., fault detection rate per error which
has many forms of functions such as inflection S-shaped
function, multiple CP function [39]), but in the description of
testing-effort such as multiple CP of TE [40]. Besides logistic
type and some extensive types of Testing-Effort Function
(TEF) [15], [41], [42], some s-shaped TEF models were
adopted to describe cumulated testing-consumption amount
with a flexible varying trend [24], [43]. Huang et al. [44]
introduced TE described with multiple CP and ID into
SRGM, and the ID, described as the change rate of total error
function, is proportional to the fault detection rate. In these
models, the total error number is either regarded as a constant
or as a function which is proportional to TEF or detected fault
number. Considering the result of learning effect on testing
resources and efforts, Huang et al [35] proposed an imperfect
debugging SRGM by means of introducing fault detection
rate per error with form of CP, cyclical error fluctuation rate
and fault detection rate, which of last two physical quantities,
taken as product factors, decide the change rate of total error
number.

Establishing a relatively uniform framework of SRGM to
cover multiple models is an interesting research field of soft-
ware reliability fitting and prediction. Considering the impact
of various factors, Zhang et al. [45] proposed a framework
covering various SRGMs. Such unified framework describes
a blueprint for modeling of software reliability. However,
there is a long road to go because of too many uncertain
factors which inevitably increase the complexity of interpre-
tation, solution and analysis.

With the developing of software reliability research level,
modeling SGRM gradually aims to explore the quantita-
tive relationship between reliability and internal mechanism
from fault detection to fault (error) removal. Roy et al. [46]
combined s-shaped fault detection rate with improved test-
ing learning process under imperfect debugging model.
Pham [47] adopted loglog fault detection rate together with
testing coverage for software reliability modeling. Lo [48]
proposed a unified software reliability modeling method
including fault detection and removal based on imperfect
debugging. The general characteristic of these models is to
concern the number of detected faults till found faults (error)
are removed completely.

Many scholars focused on instability of test environment
to take actual random factors into account. Li and Pham [49]
adopted a random time-independent variable tomake descrip-
tion of uncertain affection of fault detection rate. Considering
the fluctuation and irregularity of intensity failure and colli-
sion level function, Yamada [50] made research of stochastic
differential equation model with Wiener process to describe
actual fault detection on open source solution, considering the
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fluctuation and irregularity of intensity failure and collision
level function. Furthermore, under belief reliability theory,
Liu et al. [51] proposed a software belief SRGM to deal
with epistemic uncertainty based on uncertain differential
equation, by considering the affection of irregular fluctuation
and Liu Process [52] on testing processing. Differing from
traditional viewpoint that fault detection rate per error is
considered as a defined function under software testing and
field operation environments, Teng and Pham [53] considered
random effects on fault detection rate bymeans of introducing
a random-distributed variable to cover both the testing phase
and the operating phase in the software development cycle.
Taking into account uncertainty of field environment and
external input, Li et al. [54] established a reliability model
described as Open Stochastic System (OSS), adopting a load
of gamma distribution together with interference with white
noise on fault detection rate and description of input with
Gaussian distribution.

In general, service for fault detection or error modification
is more or less delayed. Considering arrival of detected faults
with a certain rate to enter waiting queue according to a cer-
tain priority, Lin and Huang [55] adopted single queue theory
to model software debugging behavior of multi-channel sys-
tem. Lin et al. [56] proposed a preemptive priority queuing
model, considering the faults assigned higher priority would
be able to preemptively acquire resources already occupied
by lower priority faults. Furthermore, instead of adopting
model-based approaches, Lin and Huang [57] proposed a
queuing-based simulation strategy to investigate the fault cor-
rection process and provide system performance information
based on staffing level, average response time and average
waiting time.

Besides traditional numerical methods, evolutionary
search methods such as genetic algorithm [58], swarm
intelligence optimization algorithm [43], etc., appeared
for making parameter estimation. By means of adopting
affine-combination mutation and uniform crossover scheme,
Yaghoobi et al. [59] proposed a modified differential evo-
lution algorithm for making solutions of MLE. Combining
the quick-converge advantage of PSO(Particle Swarm Opti-
mization) with the advantage of high solving accuracy,
good stability and strong robustness of SSA(Sparrow Search
Algorithm), Yang et al. [60], proposed a hybrid SSA-PSO
algorithm to improve the solution accuracy and convergence
speed of parameter estimation by means of adopting two-
stage strategy. However, no matter what type of optimization
methods is adopted, making solutions of non-linear equation
sets derived from MVF m(t) always faces some challenges
such as selection of initial value, application of technique
to improve convergence speed and solution accuracy and
adoption of strategy to get satisfactory global solutions, etc.

In most software reliability growth studies, pursuit of
model optimization based on some typical criteria always
is the fundamental motivation. For the purpose of finding
optimal model and the best overall ranking, a hybrid approach
(i.e., model selection strategy), named as CODAS-E

(Entropy-Combinative Distance-Based Assessment), used
for getting order preference by similarity to ideal solution
and analytic hierarchy process, was proposed to select and
rank SRGMs based on multiple performance indexes [61].
On the contrary, Taken as one of the representatives of
early empirical software engineering research, a so-called
u-plot technique together with prequential likelihoodmethod,
adopted to allow a user to decide upon the most appro-
priate model for each application, was presented to stress
the accuracy of model predictions rather than attempting to
decide which model is generally best [62]. Although mod-
eling theory, method and technology determine the quality
of model, the characteristics of collected data also affect the
results of model. Applied as an empirical judgment strategy
based on making statistical analysis to identify the NHPP
feature of fault data-set, a two-phase method, within which
goodness-of-fit to Poisson distribution, existence testing of
serial dependency and stability testing base on Laplace trend
checking are the important operation processes, was proposed
to examine whether the failure data fits NHPP-based SRGM
or not [63].

Viewed form implementation, selection of optimal model,
model decision and characteristic analysis on data-set, which
of them play an important role in software reliability
engineering, are with practical significance and great devel-
opment potential.

B. FEATURES AND TRENDS OF EXISTING RESEARCH
According to above analysis, some research directions with
respect to SRGM can be briefly outlined as follows:

(i) Model structures of SRGMs evolved from simple forms
to complex ones. Scholars tried to establish a unified frame-
work of SRGM, the core of which consisted in making
construction of a definitive relationship among the fault (fail-
ure) number, fault (failure) detection rate per error, total error
number, modified error number, under the conditions of ID,
TE and CP. This unified framework makes a description
of behavior and impact factors on fault (failure) detection,
modification and error introduction.

(ii) Taken as an important research direction with terminal
goal, modeling of SRGM begin to focus on describing inter-
nal failure mechanism and process of reliability growth from
fault detection to fault (error) removal.

(iii) Statistical distributions (including queuing theory),
used for making description of the randomness of fault (fail-
ure) detection, error modification, uncertain impact of input
environment (or execution profile), testing cost, software
release, evenmanagement strategy, are comprehensively con-
sidered in modeling of SRGM.

(iv) Intelligent optimization methods, taken as a sort of
solution strategies bymeans of searching population and indi-
vidual iteration optimization, has been applied to parameter
estimation so as to improve the solving efficiency.

(v) Selection of optimal model or decision together with
characteristic analysis on fault data-set based on special
method, strategy and technology is a noteworthy field.
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VI. SUMMARY AND CONCLUSION
A. MOLDING THREAD OF NEW MODEL
In this paper, being lighten by the first two research directions
generalized above and taking NHPP generalized imperfect
debugging framework as a basis, we carry out a serial of
researches for modeling a failure MVF, forming the core of
novel SRGM.

Viewed from research process, the main threads of our
work are shown as follows:

NHPP framework → basic (or public) assumption (i.e.,
Eq.(8)) → new assumptions(i.e., Eq.(9),(10) and (11)) →

new model(i.e., Eq.(12)) → failure MVF m(t)(proof and
discussion) → parameter estimation(from public fault data
sets) → test and verification(fitting, predicting and getting
reliability) → analysis, comparisons and conclusions.

B. FEATURES OF NEW MODEL
In respect to modeling methods, we mainly focus on making
of new assumptions, explanations and formation of quantita-
tive constraint relations to form new failure MVF based on
NHPP generalized imperfect debugging framework. In new
model, the viewpoints, in which the fault detection rate per
error, total error number, modified error number and their cor-
responding constraint relations are normally different from
existing viewpoints, are shown as follows:

(i) Differing from existing models whose error modifi-
cation probabilities are generally considered as a constant
between 0 and 1, we take error reduction factor as error
modification efficiency to denote the relationship between
detected fault number and modified error number.

(ii) Making full consideration of the dynamic process
which contains new error introduction of and error modifi-
cation, we take [a(t) − x(t)]′ rather than x ′(t) to describe the
error modification intensity. On the basis of the fact that the
error modification process may be accompanied with intro-
duction of new errors, and of the positive correlation between
error modification and error introduction, we presented a new
viewpoint that the total error introduction rate is proportional
to the change rate of generalized residual errors to make
description of error introduction. In existing models, either
the total error function is a deterministic function of time or
the change rate of total error is only proportional to the change
rate of modified errors (i.e., x ′(t)). This is the fundamental
difference between new model and traditional models.

(iii) Differing from existing models whose fault detection
rate per error is either a non-decreasing function (such as
inflection s-shape function of time) or CP function, we adopt
exponential decay function of time as fault detection rate
per error based on making consideration of existing phe-
nomena such as seldom ‘‘learning’’ of detection, difficulty in
finding residual errors and reliability degradation of testers
themselves.

C. CONLCUSION
According to novel modeling viewpoints, method, structural
analysis, parameter interpretation, performance verification

and comparison in context of this research, several conclu-
sions can be drawn as follows:

(i) Different from traditional generalized imperfect debug-
gingNHPPmodel and LPETM, newmodel can be considered
as a generalized LPETM which has infinite fault characteris-
tics while can converge to an upper bound.

(ii) The derived failure MVF not only shows robust ability
of fitting fault data to a certain range and degree, but also
performs better than some existingmodels on short-term fault
prediction on certain data sets.

(iii) New model is a relatively effective SRGM. Prediction
on each case normally meets with actual running trend of
software.

In general, based on above modeling contents, the SRGM
we derived enhances the diversity of existing models.

VII. FURTHER WORK
In fact, it is impossible that software reliability model under
assumptions always meets with actual running mode. In most
cases, operational processes (such as fault detection, error
modification and error introduction, etc.) on software, has
obvious characteristics of stochastic process. In our research,
the proportionality coefficient (i.e., −p) between the error
introduction rate and the change rate of generalized residual
errors is lack of flexible expression. Inspired by the ideas
of preemptive priority queuing model [56], queuing-based
simulation strategy [57] in aspect of error modification and
learning effect on testing resources and efforts for total error
introduction rate decided by instantaneous error fluctuation
rate and fault detection rate per error [35], we will make
supplement for current work to explore more rational error
introduction rate per modified error.

It is meaningful to check how the errors (defects) are
introduced and/or fixed (modified), whether the ‘‘learning
effect’’ takes place or not, and how this process impact the
debugging time, debuggers’ skills, testing, even debugger,
the ‘‘differences’’ among faults in terms of easiness of being
detected and debugged, the non-linear relation between test-
ing effort and testing time, and so on. This work, with great
challenge and relative dependence, will be done in our next
research phase.

Moreover, the parameters obtained from MLE are only
called as point estimation parameters. People usually expect
to get interval estimation through which the truth-value will
be in certain interval with given confidence. Under the
condition of enough samples, MLE has a feature of asymp-
totic normality (i.e., the estimated parameter approximately
obeys normal distribution) which can be used for interval
estimation. In general, the interval estimation of multiple
parameters can be indirectly obtained from calculating Fisher
information matrix [64]. However, for small or moderate
samples, it’s not suitable for directly applying such method
to interval estimation because these samples seldom meet the
condition of normal distribution.

We will go on to research interval estimation of param-
eter to increase the integrality of our current research.
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To achieve this goal, making variable transformation or
selecting approximation method based on likelihood ration
may be a reasonable method. There are several problems
should be solved well: (i) How to distinguish and decide the
scale of samples (i.e., How many samples can be regarded
as small, moderate or large samples)? (ii) Under the small
or moderate samples, how to find proper variables to transfer
estimated parameters into new statistics which approximately
obey normal distribution? As an approximate alternative
solution, likelihood ration, defined as −2 ln(θk

/
θ̂k )(k =

0, 1, · · · , n), obeys chi-square distribution with n+1 degrees
of freedom. (iii) For any parameter θ̂k , how to get its 100(1−

α) percent confidence interval? All these problems, involved
in lots of theoretical and practical research frommathematical
statistics, may be meaningful.

In addition, viewed from the fitting and predictive results,
there are two cases, i.e., either underestimation or overestima-
tion. It naturally points to a decision problem. Only according
to static evaluation criteria such as AIC (BIC), SSE, R2, and
so on, is the selected model really convincing? Furthermore,
is selected data-set really suitable for modeling SRGM based
on NHPP framework? Inspired by the u-plot approach [62],
best overall ranking to get optimal model [61] together with
data type judgment [63], we plan to further combine more
software engineering experiences with data analysis, model
selection, accuracy concern and applicability judgment to
make decisions that fit actual situation in modeling of soft-
ware reliability.

APPENDIX
DERIVATION FOR FAILURE MVF
According to the discussion given in Section III, the proof
process is based on following typical constraint relationships
and initial conditions.

m′(t) = b(t)[a(t) − x(t)] < i >
x ′(t)
m′(t)

= qe−βm(t) < ii >

a′(t)
[a(t) − x(t)]′

= −p < iii >

b(t) = be−αt < iv > .

m(0) = 0; x(0) = 0; a(0) = a0 (A-1)

The 3th expression in Eq. set (A-1) can be rewritten as
following form of equivalent form:

a′(t) − x ′(t) = (p− 1)x ′(t). (A-2)

By substituting the 2nd expression in Eq. set (A-1) into right
side of Eq. (A-2), a differential equation can be gotten as
follow:

a′(t) − x ′(t) = (p− 1)qe−βm(t)m′(t). (A-3)

Through integrating two sides of Eq. (A-3) from 0 to t with
initial conditions m(0) = 0, x(0) = 0 and a(0) = a0, the

solution of Eq. (A-3) can be obtained as follow:

a(t) − x(t) = a0 −
q(1 − p)

β
[1 − e−βm(t)]. (A-4)

By substituting Eq. (A-4) into the 1st expression of Eq. set
(A-1), a differential equation about MVF m(t) is obtained as
follow:

m′(t) = b(t)
{
a0 −

q(1 − p)
β

[1 − e−βm(t)]
}

. (A-5)

By using separation of variables, Eq. (A-5) can be solved
through sequential steps shown as follow:

d[m(t)]

a0 −
q(1−p)

β
[1 − e−βm(t)]

= b(t)dt. (A-6)

Operating integral substitution method on Eq. (A-6), we can
further transform it into following form:

d[eβm(t)]
q(1 − p) + [βa0 − q(1 − p)] eβm(t)

= b(t)dt. (A-7)

Suppose k = q(1− p), z = βa0 − q(1− p), Eq. (A-7) can be
transformed into a simple form shown as follow:

d[k + zeβm(t)]
k + zeβm(t)

= zb(t)dt. (A-8)

Integrate both sides of Eq. (A-8) from 0 to t , we can get a
result shown as follow:

ln
[
k + zeβm(t)

βa0

]
= z

∫ t

0
b(τ )dτ . (A-9)

Transform and simplify Eq. (A-9), a result can be gotten as
follow:

m(t) =
1
β
ln

[
βa0ez

∫ t
0 b(τ )dτ

− k
z

]
. (A-10)

Substitute k and z for corresponding expression q(1− p) and
βa0 − q(1 − p) into Eq. (A-10) respectively, we can get an
expression as follow:

m(t) =
1
β
ln

[
βa0e[βa0−q(1−p)]

∫ t
0 b(τ )dτ

− q(1 − p)
βa0 − q(1 − p)

]
.

(A-11)

Substitute b(t) for expression be−αt and calculate integration,
the final result of Eq. (A-11) can be derived as follow:

m(t) =
1
β
ln

[
βa0e[βa0−q(1−p)]·

b
α
(1−e−αt )

− q(1 − p)
βa0 − q(1 − p)

]
.

(A-12)
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