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ABSTRACT COVID-19 has developed into a global public health emergency and has led to restrictions in
numerous nations. Thousands of deaths have resulted from the infection of millions of individuals globally.
Additionally, COVID-19 has had a significant impact on social and economic activity around the world.
The elderly and those with existing medical issues, however, are particularly vulnerable to the effects
of COVID-19. Pneumonia, acute respiratory distress syndrome, organ failure, death, etc. are all possible
outcomes in severe cases. . .Traditional prediction approaches like the ARIMA model and multiple linear
regression model to handle the linear prediction problem because the new crown virus is in the process
of continual mutation. Deep learning models that can take into account nonlinear elements include BP
neural network prediction and LSTM neural network prediction. To combine the benefits of traditional
and deep learning predictive models and create superior predictive models, we can blend traditional and
deep learning predictive models. When the MSE, RMSE, and MAE of these three combined models, PSO-
LSTM-ARIMA, MLR-LSTM-ARIMA, and BPNN-LSTM-ARIMA, are compared. We discovered that the
third model, which included MSE, RMSE, and MAE, had the best prediction accuracy. The LSTM model
and the ARIMA model were selected for this investigation. To begin, it employed a single model to forecast
pandemic data in Germany. The BP neural network, particle swarm method, and multiple linear regression
were then utilized to merge it. To corroborate this finding, we re-predicted the epidemic data from Japan and
retrieved theMSE, RMSE, andMAE values of the BPNN-LSTM-ARIMAmodel, which were 6141895.956,
2478.285 and 1249.832. The most accurate model is still this integrated model. The BP neural network
coupled LSTM model and ARIMA model offers the highest accurate prediction effect, according to our
research. Combinatorial models anticipate outbreak data through our study, which can aid governments and
public health authorities in improving their responses and educating the public about pandemic trends and
potential future directions. As a result, industries and enterprisesmaymake better risk-management decisions
to protect the health and safety of their operations and personnel. It also helps healthcare facilities better
prepare and deploy medical resources to better meet the demands from the pandemic.

INDEX TERMS COVID-19 prediction, ARIMA, LSTM, BPNN, MLR, PSO.

I. INTRODUCTION
The global epidemic, which has more than 762 million
confirmed cases worldwide, is currently coming to an end.

The associate editor coordinating the review of this manuscript and

approving it for publication was Jiajie Fan .

Reports state that the latest coronavirus is now to blame
for 6.89 million fatalities [1]. The virus’s ongoing muta-
tion prevents us from letting up on our vigilance, so the
research presented in this paper on the accuracy of the epi-
demic trend prediction model can increase the precision and
accuracy of COVID-19 prediction and provide a theoretical
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framework for epidemic prevention and control in various
nations.

Researchers from several countries have forecasted and
looked more closely at the COVID-19 trend since the
COVID-19 epidemic. The three primary research approaches
for the transmission and forecasting of epidemics are the
infectious disease dynamics model, time series model, and
machine learning model [2].

However, there is a dearth of research on the accuracy and
error of epidemic transmission and prediction models. Some
researchers use multiplicative trend exponential smoothing
and LSTM forecast time series to predict COVID-19 cases
[3], while others use a single ARIMA model to predict epi-
demic data [4], but these models are difficult to fully account
for the epidemic’s linear and nonlinear factors. In response
to the aforementioned issues, our team has implemented the
following changes: first, we utilize the ARIMAmodel and the
LSTM model to more thoroughly evaluate linear and nonlin-
ear components, and then we use the model to combine the
prediction results of the two to produce more accurate results.
When it comes to complex epidemic transmission, the com-
plete use of models is essential, and our team’s research can
offer a more precise model for containing the epidemic. Our
data came from Hopkins University (https://www.jhu.edu/)
and we chose two nations, Japan and Germany, to repre-
sent the two countries between April 1, 2020 and March 9,
2023. We employed tools to pre-process the data after getting
it, and the data was legitimate and dependable. We first
selected the LSTM deep learning model to forecast the pan-
demic data in Germany. A recurrent neural network (RNN)
called LSTM (Long Short-Term Memory) is frequently used
to analyze sequence data [5]. LSTMs have more powerful
memory and long-term dependent processing capacity than
regular RNNs [6]. We then used the ARIMAmodel to predict
the outbreak data in Germany. Based on observation and
examination of past time series data, the ARIMA model
uses autoregressive and moving average (ARMA) method-
ologies to forecast future values. Based on observation and
examination of past time series data, the ARIMA model
uses autoregressive and moving average (ARMA) method-
ologies to forecast future values. When dealing with linear
issues, it performs better [7], [8], [9], [10]. We use the fol-
lowing three models to combine the LSTM model and the
ARIMA model. The first is the multiple linear regression
model. A typical statistical technique for creating models
that explain the relationship between two or more depen-
dent variables (or predictors) is multiple linear regression.
The least squares method is frequently used to fit the data
in multiple linear regression models because there are now
numerous predictors instead of just one. This approach is
centered on reducing the gap between the model’s actual
predicted values and actual observed values in order to reduce
model error [11], [12], [13], [14], [15]. The second is the
particle swarm model. Particle Swarm Optimization (PSO) is
an optimization technique based on swarm intelligence that

tracks the population’s and each individual’s best solutions in
order to find the objective function’s optimal solution [16].
Finally, there is the BP neural network model. The backprop-
agation neural network model is a neural network model that
is based on this approach [17]. In order to achieve the goal
of prediction, it connects input data to output data through
the connections between input layer, hidden layer, and output
layer connections [18]. The benefits of BP neural network
models include their ability to handle nonlinear relationships,
adapt to different data types [19], and have a high level of
flexibility and robustness [20].Next, we combined the results
of particle swarm fitting multiple linear function, multiple
linear regression, and BP neural networks to obtain three
combination models. By comparing the difference between
the predicted and actual epidemic data, we found that the
combination model of BP neural networks and LSTM and
ARIMAmodels is the best combination model. Then, to con-
firm our findings, we used three combined models to predict
the Japanese epidemic data. By comparing the predicted data
to the actual values, we found that the combined model of the
BP neural network and the LSTM and ARIMA models still
had the highest prediction accuracy, supporting our findings.
This more accurate combined model accounts for both lin-
ear and nonlinear elements affecting the pandemic. Finally,
we project Japan for 60 days following March 9, 2023, using
the combinatorial model. We intend to help the pandemic end
sooner by using our portfolio approach.

A. RESEARCH IDEAS
We first train the BP neural network on the obtained two
prediction data, particle swarmfittingmultiple linear function
and multiple linear regression, obtain the predicted value of
the three combined models, obtain the predicted value [21]
of the predicted value with the real value, and draw a time
series graph. Finally, we compare the predicted value with
the real value and draw a time series graph. By contrasting a
single model withMSE, andMAE of the true value, as well as
the combined model with the MSE, RMSE, and MAE of the
genuine value, we may assess the model’s correctness. After
finding the most correct model, we chose the Japanese data
for confirmation and repeated the method above to find the
MSE, RMSE, andMAEmodels. We did this to make sure the
conclusions were consistent with those in Germany. Finally,
we choose the best model to forecast the epidemic data in
Japan for a period of 60 days in the past and create a map of
the time series. The overall technical roadmap of the article
is shown in figure 1:

II. MODEL SELECTION
A. LSTM MODEL
The long short memory neural network (LSTM) (RNN) is
a special kind of recurrent neural network. The original
RNN frequently experiences the gradient explosion or van-
ishing problem during training, which makes it challenging
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FIGURE 1. Technology roadmap.

FIGURE 2. LSTM structural diagram.

to understand longer sequence data and, as a result, makes
it impossible to extract information from long-distance data.
The RNN is the LSTM’s ancestor. The LSTM [22] model
addresses the short-term memory problem of RNN by incor-
porating gates on its foundation, allowing the cyclic neural
network to effectively and fully employ long-distance time
data. Three logic control units from LSTM, Input Gate, Out-
put Gate, and Forget Gate [23], are now a part of the RNN
infrastructure. Each of these units is tied to a multiplication
element. You can regulate the input and output of the infor-
mation flow as well as the state of the cell by modifying
the weight value at the edge of the link between the neural
network’s memory unit and other components.

The LSTM structural diagram is shown in figure 2:
Input Gate: The input gate, also known as, regulates the

flow of information into the memory cell [24].

it = sigmoid(Wi · [H t−1, xt ] + bi) (1)

The Forget Gate, denoted by the symbol, controls whether
data from the previous memory cell [25] is added to the

current memory cell.

ft = sigmoid(Wf · [Ht−1, xt] + bf) (2)

c̃t = tan h( Wc · [Ht−1, xt] + bc) (3)

Whether the data currently stored in the memory cell flows
into the current hidden state is determined by the output gate,
also known as Ot

ot = sigmoid(Wo · [Ht−1, xt] + bo) (4)

Long-distance historical data can be stored, retrieved, reset,
and updated by LSTM units thanks to the Cell: Memory
unit, which simulates the memory of neuronal states. Short
memory is indicated by and long memory is indicated by Ht

ct = ft × ct−1 + it ∗ c̃t (5)

ht = ot × tanh(C t ) (6)

The recursive connection weights of their associated thresh-
olds are represented if is the input variable at time t, is the
previous hidden state, is the future hidden state, and is the
offset term. where the sigmoid and tanh activation functions
are located.
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FIGURE 3. ARIMA operation flowchart.

Any integer between 0 and 1 can be converted to a binary
classification using the sigmoid function. It is both differen-
tiable and a smooth step function. The formula is as follows:

F(X ) =
1(

1 + e−x
) (7)

The derivative value range for the tanh function is 0 to 1,
and its output range is [−1, 1]. It is akin to an increasing
amplitude sigmoid. The sigmoid ’s 0 to 1/4 range helps to
slightly reduce the issue of gradient vanishing. The formula
is as follows [26]:

H (X ) =
ex − e−x

ex + e−x
(8)

B. ARIMA(P,D,Q) MODEL

A(B)∇dy(t) = C(B)e(t) (9)

A (B) = 1 − a1B− a2B2 − . . . − apBp (10)

C (B) = 1 − c1B− c2B2 − . . . − cpBp (11)

where {y(t)} and {e(t)} respectively represent the original
sequence and the white noise sequence, andB is the backward
operator, which satisfies the expressionBny(t) = y(t−n), n =

1, 2, . . ., ∇d
= (1 − B)d is d difference, d = 1, carry out

a differential processing, namely that, z1 (t) = ∇y (t) =

y (t) − y(t − 1); d = 2, perform two differential processes,
z2 (t) = ∇

2y (t) = ∇z1 (t) = z1 (t) − z1(t − 1), and
so on [27], [28] The ARIMA operation flowchart is shown
in figure 3:

C. MULTIPLE LINEAR REGRESSION MODELS
Explanatory variable and the other multiple explanatory fac-
tors are provided by amultiple linear regressionmodel, which
is a linear regression model with multiple explanatory vari-
ables. Modeling it mathematically is

y = β0 + β1x1 + β2x2 + . . . + βpxp + ε (12)

It is clear that there are p-explanatory variables in the
aforementioned equation, which indicates a p-element linear
regression model. The change in the explanatory variable y
may have two components: the first component is the linear
change in y brought on by the change in the p explanatory

variables x:

β0 + β1x1 + β2x2 + . . . + βpxp (13)

The second part explains the portion of the change in y that
is due to the random variable. This portion can be replaced
by a portion that can be referred to as random error. The
parameters in the formula are all the unknowns in the equation
and can be expressed as partial regression constants and
regression constants. So, a multiple linear regression model’s
regression equation is:

E(y) = β0 + β1x1 + β2x2 + . . . + βpxp (14)

D. PARTICLE SWARM MODEL
An evolutionary computing method is particle swarm opti-
mization. derived from research on the predation behavior
of bird flocks. The fundamental goal of particle swarm opti-
mization algorithms is to discover the best solution through
group cooperation and information exchange. Only two
characteristics of particles exist: position and speed, where
position denotes the direction of motion and velocity the
speed of the movement. Each particle performs a separate
search for the ideal solution in the search space, records it
as the current individual extreme, shares the value of the
individual extreme with all of the other particles in the parti-
cle swarm, and discovers the ideal individual extreme value
as the current global optimal solution of the entire particle
swarm. and every particle in the particle swarm modifies its
speed and position in accordance with the most recent global
optimal solution discovered by the entire particle swarm. The
algorithm uses six crucial parameters.

If there are N particles, each of which represents a solution,
in the D-dimensional [29] search space, then:

The ith particle’s location is:

Xid = (xi1, xi2, · · · , xiD) (15)

The velocity of the ith particle (the distance and direction in
which the particle moves) is:

Vid = (vi1, vi2, · · · , viD) (16)

The optimal position searched for by the ith particle is:

Pid,pbest = (pi1, pi2, · · · , piD) (17)

The optimal position (group optimal solution) for group
search is:

Pd,gbest =
(
p1,gbest , p2,gbest , · · · , pD,gbest

)
(18)

The adaptation value of the optimal position searched for
by the ith particle is: fp
The adaptation values for the optimal position searched by

the population are: fg
Speed update formula [30]:
The expression is called velocity, which is actually the

distance and direction of the next iteration of the particle, that
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is, a position vector:

vk+1
id = ωvkid + c1r1

(
pkid, pbest − xkid

)
+ c2r2

(
pkd, gbest − xkid

)
(19)

Thereinto:
N: particle swarm size, i: particle number, i =

1, 2, 3, . . . ,N
D: particle dimension, d: particle dimension serial number,

i = 1, 2, 3, . . . ,N
K: Number of iterations: weight of inertia
r1r2 :A random number in the interval [0,1] to increase the

randomness of the search
vkid : The velocity vector of particle i in dimension d, in the

kth iteration
xkid : The position vector of particle i in the d-dimension in

the kth iteration
pkid,pbest : The historical optimal position of particle i in the

d-dimensional in the kth iteration, that is, the optimal solution
obtained by the ith particle (individual) search after the kth

iteration
pkd,gbest : The historical optimal position of the population

in the d-dimension in the kth iteration, that is, the optimal
solution in the entire particle population after the kth iteration.
Particle swarm algorithm flowchart is shown in figure 4:

FIGURE 4. Particle swarm algorithm flowchart.

E. BP NEURAL NETWORK
The BP neural network [18] is a type of multi-layer feedfor-
ward network that was trained using error backpropagation
(also known as error back transmission). Its algorithm is
referred to as the BP algorithm, and its fundamental idea is
to use gradient descent and gradient search technology to

FIGURE 5. Diagram of a multi-layer neural network.

minimize the mean square error between the network’s actual
and expected output values.

A forward calculation process and an inverse calculation
process make up P neural network’s calculation process.
A neuron’s state only influences the state of the layer of
neurons after it in the forward propagation process, which
processes the input mode layer by layer from the input layer
through the hidden layer and onto the output layer. The
error signal is returned along the original connection path in
reverse propagation if the desired output cannot be produced
in the output layer. The error signal is minimized by adjusting
the weight of each neuron. Diagram of a multi-layer neural
network is shown in figure 5.
Input layer input vector

X = (x1, x2, . . . , xi, . . . , xm) (20)

L-layer implied layer vector

H l
=

(
hl1, h

l
2, . . . , h

l
j,

)
× (l = 2, 3, . . . ,L − 1, j = 1, 2, . . . , jl) ; (21)

Output layer output vector

Y = (y1, y2, . . . , yk , . . . , yn) (22)

Set the bias of the jth neuron in layer L and the connection
weight between the ith and jth neurons in layer L-1 to obtain:

hlj = f
(
net lj

)
(23)

net lj =

si−1∑
j=1

wlij + blj (24)

where is the activation function, which is the same as the
activation function of the LSTMmodel, of the jth neuron input
of the L layer.

III. MODEL EVALUATION METRICS
To assess the model’s accuracy, it is crucial to employ a vari-
ety of performance evaluation criteria because the model may
perform well for one metric but poorly for another. To assess
our model, we used the three measures shown below.
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1) Average absolute error (MAE): The mean defines the
variation in the data collection, and the MAE of the dataset is
the average distance between each data value. The excellent
accuracy of the model is seen if the MAE is close to zero.

MAE =
1
m

m∑
i=1

|yi − f (xi)| (25)

2) The MSE, or mean squared error, is the square of the true
value and the predicted value interpolated values, which are
then added together and averaged.

MSE =
1
m

m∑
i=1

(yi− f (xi))2 (26)

3) RMSE root mean square error: The root mean square error
is the ratio of the number of observations n to the square root
of the square of the deviation of the predicted value from the
true value.

RMSE =

√√√√ 1
N

n∑
i=1

(Yi − f (xi))2 (27)

IV. DATASET SELECTION
The data were obtained from the Hopkins University web-
site (https://www.jhu.edu/), and a total of infected data from
Japan andGermany fromApril 1, 2020 toMarch 9, 2023were
chosen since these two nations had more severe epidemics,
were geographically far from one another, and were typical.
The boxplot, outliers are removed, missing values are linearly
imputed, and the data set is preprocessed by SPSS software
before it is given to the model for training. This produces
pretty smooth data.

V. MODEL APPLICATION
A. LSTM MODEL
The LSTM model is developed in this wok using data avail-
able in Germany from April 1, 2020, to March 9, 2023, and
the following parameters are chosen in Table 1:

TABLE 1. LSTM model parameter.

We created the LSTM model using the software, chose
70% of the data for the training set and 30% for the test set,
got the predicted value, and will compare the predicted value
to the actual value to create a time series diagram in figure 6.

The value of the evaluation index is determined by com-
parison with the true value, as indicated in Table 2:

FIGURE 6. LSTM predictive effect in Germany.

TABLE 2. LSTM model evaluation index.

B. ARIMA TIME SERIES MODEL
The ARIMA model is developed for the model in this study
using data from April 1, 2020 to March 9, 2023 in Germany.
The final model is ARIMA (0,1,9), the R side of the model
reaches 0.95, and the anticipated time series diagram is
obtained in figure 7:

FIGURE 7. ARIMA predictive effect in Germany.

By comparing with the real value, we derive the evaluation
index of the ARIMA model in Table 3:

TABLE 3. ARIMA evaluation indicators.

C. COMBINED MODELS
1) PARTICLE SWARM FITTING MULTIVARIATE
LINEAR FUNCTIO [31]
In this study, we use the predicted values of ARIMA and
LSTM to fit the particle swarm algorithm, allowing our
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combinatorial model to take into account both linear and
nonlinear factors. We then use software to implement the
particle swarm algorithm, setting the objective function as:

RMSE =

√√√√ 1
N

n∑
i=1

(Yi − f (xi))2 (28)

Our particle swarm technique, which sets nvars = 2, and
two variables, K1, K2, as the coefficients in front of the
LSTM model and the ARIMA model, aims to minimize the
RMSE of the model. We ultimately arrive at K1 = 0.2518 and
K2 = 0.7127 through calculations.

Thus, the linear equation that is fitted is:

ŷ1 = 0.2518 xLSTM + 0.7127 xARIMA (29)

2) THE TIME SERIES PLOT IS MADE IN FIGURE 8
Following the computation of the evaluation index of the
PSO-LSTM-ARIMA combined model, we can already see
from the time series diagram that the combined model’s
prediction accuracy has increased in comparison to the single
model in Table 4.

FIGURE 8. Time series plots of combined models.

TABLE 4. PSO-LSTM-ARIMA evaluation index.

D. BP NEURAL NETWORK FITTING
We train the model using 70% of the training data, 15% of the
verification data, and 15% of the test data in order to fit the
predicted values of the LSTM and ARIMA mdels [32], [33].
The fitting effect is then obtained in figure 9:
The value of R2 reaches 0.97254, and the model’s fitting

effect is better, as can be seen from the above image. The
BPNN-LSTM-ARIMA combination mode’s predicted value
is obtained by combining the prediction data from the LSTM
with the prediction data from the ARIMA model. The time
series diagram is then drawn in figure 10:

We calculate the evaluation index of the BPNN-LSTM-
ARIMA combination model in Table 5:

FIGURE 9. The BPNN model tests the fitting effect of the set.

FIGURE 10. Time series plot of BPNN.

TABLE 5. BPNN-LSTM-ARIMA model evaluation index.

E. MULTIPLE LINEAR REGRESSION
COMBINATORIAL MODEL
We choose the third combinatorial model as the multiple
linear regression-LSTM-ARIMA model, and let the model
equation be as follows:

ŷ2 = M1xLSTM +M2xARIMA (30)

We use software to perform multiple linear regression on the
prediction data, and obtain the parameters of the model in
Table 6:

The R2 of themodel reaches 0.96, as seen in the above table,
and the P value is near to 0, indicating that our model fits the
data better and that the regression coefficients are significant.
The following is the regression equation that results:

ŷ2 = 0.25069xLSTM + 0.71196xARIMA+267.62 (31)

We put the predicted data into the regression equation to get
the time series diagram in figure 11
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TABLE 6. Multiple linear regression parameters.

FIGURE 11. Time series plot for multiple linear regression combinatorial
models.

We calculate the evaluation index of the combinatorial
model multiple linear regression-LSTM-ARIMA model in
Table 7:

TABLE 7. Multiple linear regression-LSTM-ARIMA model evaluation index.

VI. COMPARISON OF COMBINED MODELS
The BPNN-LSTM-ARIMA model has the best prediction
accuracy, followed by the MLR-LSTM-ARMA model and
PSO-LSTM-ARIMA model [34]. In the previous article,
we calculated the prediction accuracy of the three combined
models, and then we compared the accuracy of the three
models. In order to confirm our conclusion, we will use the
aforementioned method to make a prediction on the epidemic
data in Japan.

VII. MODEL VALIDATION
After determining that the ARIMA model is ARIMA (0,19),
the model, we set the LSTMmodel parameters to match those
used to predict Germany, and we then drew the time series
diagram as follows:

First, we use the LSTM model and the ARIMA model to
draw the sequence diagram in figure and figure 12:

FIGURE 12. Time series plot of the LSTM and ARIMA model.

Next, we calculate the particle swarm fit multivariate linear
function, and the multiple linear regression equation is as
follows:

Particle swarm multivariate linear fitting

ŷ3 = 0.3506xLSTM + 0.6218xARIMA (32)

Multiple linear regression equation:

ŷ4 = 0.35433xLSTM + 0.62192xARIMA − 168.9 (33)

R2 is 0.982 in the multiple linear regression equation. Our
regression coefficient is significant and the model fits well
because the p-value is zero.

A. BPNN-LSTM-ARIMA MODEL VALIDATION
The number of hidden layers is set to 10 in the training
parameters of the BP neural network in the data used to
predict Japan, and the other parameters are compatible with
the prior values. The following is how the model training
effect is obtained in figure 13:
The number of hidden layers is set to 10 in the training

parameters of the BP neural network in the data used to
predict Japan, and the other parameters are compatible with
the prior values. The following is how the model training
effect is obtained in figure 14:

VIII. MODEL COMPARISON
We calculate the MSE, RMSE, MAE of the five models, and
get the results in Table 8:

We visualize the comparison results as shown in figure 15:
The BPGN-LSTM-ARIMA model’s indicators, as seen

in the aforementioned image, are lower than those of other
models, supporting the earlier conclusion that it is the most
accurate prediction model.
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FIGURE 13. Fitting of the BPNN test set.

FIGURE 14. Line chart of three models that make predictions on
Japanese data.

IX. ANALYSIS OF SEASONAL FACTORS FOR THE MODEL
In order to show that our model is more thorough, we looked
at seasonal factors. We chose 92 days of data from Japan’s
June 1 to August 31 as summer data, and then we chose
the epidemic data from the following year’s November 1 to
January 31 as winter data. We first used the ARIMAmodel to
predict the data, and it does a good job of accounting for sea-
sonal factors. Then, we are making predictions with our best
forecasting model, LSTM-ARIMA-BPNN, and comparing
MSE, RMSE, and MAE. Through the soft armor implemen-
tation, we obtain the comparative data as shown in Table 9, 10
below:

TABLE 8. Five model evaluation indicators.

TABLE 9. Summer data model comparison.

TABLE 10. Winter data model comparison.

According to our experimental data, the best model gener-
ated by us has greatly better prediction accuracy compared
to the ARIMA model in the two usual seasons of winter
and summer, and our model also predicts seasonal infectious
illnesses well.

X. SUDDEN DATA CHANGE FORECASTS
We discovered through the time series chart that the epidemic
data in Japan changed abruptly from November 2021 to
March 2022, and we used the LSTM model and the best
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FIGURE 15. Evaluation indicators of three combined models.

prediction model obtained by our experimental research to
predict this part of the data, comparing the MSE, RMSE, and
MAE of the two. The resulting comparative data are shown
in Table 11 below:

According to our experimental results, the model LSTM-
ARIMA-BBNN model still works effectively in the face of
abrupt data changes, and its accuracy is much higher than that
of the single model LSTM.

XI. EPIDEMIC FORECAST IN JAPAN
To anticipate the epidemic data in Japan 60 days in advance,
we choose the most precise prediction model, BPGN-LSTM-
ARIMA, and obtain the prediction time series in figure 16:

TABLE 11. Sudden change data forecast-indicator comparison.

FIGURE 16. Time series plots that forecast Japanese data.

The prediction model developed in this paper can, as can
be seen from the aforementioned figure, achieve a good
prediction effect on the number of new cases in the future.
When compared to the actual value, it is discovered that it
essentially matches the real trend of the number of confirmed
cases and can, to a certain extent, predict the development of
the number of epidemic cases in a given area.

XII. CONCLUSION
A. RESULTS AND DISCUSSIONS
We created three combination models MLR-LSTM-ARIMA,
PSO-LSTM-ARIMA, and BPNN-LSTM-ARIMA—using
data from the COVID-19 outbreak that affected Germany and
Japan. The MSE, RMSE, and MAE values for the prediction
of epidemic data in Japan are 6141895.956, 2478.28, and
1249.83, respectively. These values significantly increase the
prediction accuracy. The value of MAE is 118411334.292,
10881.697, and 5687.514. In the combined BPNN-LSTM-
ARIMA model, the LSTM model and the ARIMA model
can both effectively take into account the linear and nonlinear
factors of the epidemic data. After receiving the results of the
two, we then use the BP neural network to fit, in order to more
thoroughly synthesize the benefits of the two single models.
Then, using the BPNN-LSTM-ARIMA combination model
to forecast the number of confirmed cases in Japan during
the course of the following 60 days (up until May 8, 2023),
we found that the pace of the epidemic has slowed down.

B. CONCLUSION AND SUGGESTIONS
The accuracy of epidemic prediction can be greatly increased
by using combinatorial models, which combine the benefits
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of deep learning LSTM model and conventional prediction
model ARIMA model. We cannot only consider linear fac-
tors and non-linear factors when predicting an epidemic;
the best solution should be to combine the two for compre-
hensive analysis. According to our research, various factors
frequently contribute to disease outbreaks, so in order to
anticipate COVID-19, we must be more adaptable in how we
employ models.

Governments from all across the world must collaborate
in order to create sensible anti-epidemic laws and maximize
protection for people’s lives if we are to successfully combat
the epidemic.
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