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ABSTRACT With the world transitioning to an online reality and a surge in social media users, detecting
online harassment and threats has become more pressing than ever. Gendered cyber-hate causes women sig-
nificant social, psychological, reputational, economic, and political harm. To tackle this problem, we develop
a dataset and propose a transformer-based model to classify tweets into threats or non-threats that are either
sexist or non-sexist. We have developed a model to identify sexist and non-sexist threats from a collection of
sexist, non-sexist tweets. BREE-HD performs extraordinarily well with an accuracy of 97% when trained on
the dataset we developed to detect threats from a collection of derogatory tweets. To provide insight into how
BREE-HD makes classifications, we apply explainable A.I. (XAI) concepts to provide a detailed qualitative
analysis of our proposed methodology. As an extension of our work, BREE-HD could be used as a part of a
system that could detect threats targeting people specifically tailored to classify them in real-time adequately.

INDEX TERMS Explainable AI, hate speech detection, sexism detection, threat detection, transformers.

I. INTRODUCTION
Cyberspace is gradually becoming one of the most crowded
places in the world. For example, the number of Twitter
users went from 54 million in 2010 to 396.5 million in
2022.1 It is estimated that 31.5% users of Twitter identify
as female [1], meaning that around 112 million women use
Twitter as of 2022. One of the increasing concerns of women
on social media platforms like Twitter is the online harass-
ment they face daily. According to a survey by Amnesty
International [2], close to two-thirds of women journalists
report experiencing threats, sexist abuse, intimidation, and
harassment while working. The same survey polled women
across eight countries and found that they associate being
harassed online with stress, anxiety, panic attacks, powerless-
ness, and self-confidence loss.

Further, an 11 year analysis of online harassment cases
found that women made up 72% of victims [3]. It is also
noteworthy that some of these victims incurred physical harm
because the online threats made toward them were neglected.

The associate editor coordinating the review of this manuscript and

approving it for publication was Arianna Dulizia .
1https://backlinko.com/twitter-users

A recent survey found that over 50% of online threats man-
ifest into the physical world.2 Significant progress has been
made in automating the detection of hate speech, offensive
language, and cyberbullying [4], [5], [6], [7]. In this paper,
we develop a dataset and build a model to detect threats in
English and classify them accurately. Threats are frequently
labeled inaccurately due to the offensive and derogatory lan-
guage the tweets often utilize [8]. Categorizing threats would
help provide adequate assistance in dire situations of need.
It has already been established that there is a direct correlation
between online harassment and offline violence [9], [10].
There have been many instances where cyberbullying, hate
speech, and online harassment (which are all phenomena
that take place online and frequently result in threats) have
resulted in suicide attempts,3 murder and death.4

2https://www.ericsson.com/en/reports-and-papers/consumerlab/
reports/online-threats-go-offline

3https://www.ctvnews.ca/canada/eight-years-after-his-cyberbullied-
daughter-s-death-this-dad-is-haunted-by-her-message-of-forgiveness-
1.5436223

4https://abc13.com/brandon-curtis-houston-social-media-beef-shooting-
students-killed-dad-humble/10016392/
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We use Natural Language Processing (NLP) and Machine
Learning (ML) to make Cyberspace safer through our work.
To this end, we define two objectives that comprise our
problem statement. Firstly, we aspire to develop a dataset
that can be expanded and improved. Secondly, we aim to
build a model capable of accurately classifying tweets to
ensure efficient and immediate responses concerning online
altercations. Our model identifies words that are inherently
sexist or threatening in a given input and aims to classify
them under one of four categories: Sexist Threat, Sexist
Non-Threat, Non-Sexist Threat, and Non-Sexist Non-Threat.
We utilize state-of-the-art pre-trained transformer-based clas-
sifiers, which can perform well without a large dataset.
Our model combines work performed on sexism detection
and threat detection to provide a means to classify threats.
We make our dataset available on request [11] with proper
agreement licensing and propose a mechanism for Twitter
users to contribute to its growth over time [12]. To help end-
users understand how our proposedmethodology,BREE-HD
(Bert inspiRed MachinE LEarning Model for Automatic
THreat Detection) works, we employ explainable A.I. (XAI)
concepts to conduct a detailed qualitative analysis. Thus,
an in-depth quantitative and qualitative analysis of our model
presents the case for our proposed methodology. The main
contributions of this paper are as follows:

1) A publicly available dataset (BRET-HD) consisting
of tweets annotated as ‘‘Sexist Threat,’’ ‘‘Non-Sexist
Threat,’’ or ‘‘Sexist Non-Threat’’ or ‘‘Non-Sexist Non-
Threat’’ and a proposed method to keep the dataset
growing.

2) A Transformer based Model (BREE-HD) that can
detect and effectively classify threats from a collection
of tweets.

The rest of the paper is organized as follows. Section II
reviews the related work and provides a detailed analysis
of terms commonly used in this paper. Section III describes
the dataset collection process. Section IV explains the exper-
imental setup. Section V illustrates the results obtained,
followed by the discussion in Section VI. Section VII con-
cludes this paper.

II. RESEARCH BACKGROUND
A. THEORETICAL BACKGROUND
The following terms have been used throughout the paper and
defined below to ensure everything is clear. All definitions are
standard and taken from the Oxford Dictionary.

• Hate speech: Abusive or threatening speech or writing
expressing prejudice based on ethnicity, religion, sexual
orientation, or similar grounds. Hate speech is usually
against a particular community. For example, saying,
‘‘Women are stupid, and that is why they belong in the
kitchen,’’ falls under hate speech because it is abusive
and expresses prejudice against the female community.

• Sexism: Prejudice, stereotyping, or discrimination based
on sex. It may be targeting the entire community or

specific individuals. For instance, saying, ‘‘She has to
focus on her body, not on football because she is a girl.’’
is sexist because it expresses a stereotype while focusing
on a specific individual.

• Racism: Prejudice, discrimination, or antagonism by an
individual, community, or institution against a person
or people based on their membership of a particular
racial or ethnic group, typically one that is a minority
or marginalized. An example of a racist comment is,
‘‘Asians are ready towork even at lowwages. They come
here and steal our jobs.’’

• Threat: A statement of an intention to inflict pain,
injury, damage, or other hostile action on someone,
usually in retribution for something done or not done.
An example of a threat is ‘‘I will find you and kill you.’’

• Abusive language: The use of remarks intended to be
demeaning, humiliating, mocking, insulting, or belit-
tling. For instance, the statement, ‘‘She dresses like a
whore and then expects to be treated like a princess,’’
is abusive.

• harassment: The act of systematic or continued
unwanted actions of one party or a group, including
threats and demands. Harassment is usually specific to
an individual. As defined above, continuously making
threats or abusive comments would be categorized as
harassment.

• Cyberbullying: The use of electronic communication
to bully a person, typically by sending messages of
an intimidating or threatening nature. While this is the
standard definition of Cyberbullying, it could also be
defined as harassment that occurs via a digital platform.

Based on the definitions above, we define a Sexist Threat
as a sexist statement of an intention to inflict pain, injury,
damage, or other hostile action on a woman. There is an
inherent need to precisely define and identify sexist threats
because these are potentially more psychologically harm-
ful than other sexist remarks. We also define a Non-Sexist
Threat as a statement of an intention to inflict pain, injury,
damage, or other hostile action on a person independent of
the person’s gender or orientation.

B. RELATED WORK
Due to a surge in interest in detecting abusive language, hate
speech, cyberbullying, and threats, an abundance of literature
is available for each topic. We have grouped the literature
relevant to our work into various subsections as follows:

1) REPERCUSSIONS OF ONLINE SEXISM
The repercussions of online sexism have been a topic of inter-
est in gendered studies, computer science, and psychology for
many years [13], [14].

Fox et al. [15] conducted a study revealing that participants
responsible for sexist tweets reported hostile sexism and
ranked female job candidates as less competent than those
who retweeted. Their experiments examined whether the
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anonymity and interactivity with sexist hashtags on Twitter
influenced offline behavior and sexist attitudes. They found
that anonymous participants reported more sexist interactions
than identifiable ones, implying anonymity contributes to
online sexism. The authors also report that higher interac-
tivity with sexism online led to more sexist behavior offline.
It further proves that individuals’ interactions on social media
impact their lives negatively, regardless of their role as vic-
tims or perpetrators. Thus, it is essential to detect threatsmade
online.

Beltran et al. [16] used machine learning to determine
whether citizens address male and female politicians dif-
ferently on social media. They analyzed tweets written by
citizens and discovered evidence of gender-specific insults,
physical appearance, abusive language, and insults directed
towards female politicians more than their male counterparts.
They also find that politicians conform to gender stereotypes.
It highlights the need for the automated detection of sexism
on social media platforms.

O’Connor et al. [17] analyzed how socio-political factors
affected perceptions of sexual harassment/ assault claims
made in the famous #MeToo Movement. They investigated
the impact factors like gender, age, and ideological beliefs
like sexism have on respondents’ assessments of incidents.
They found that these factors tend to affect the harshness of
judgments of the perpetrator and the victims. It proves that
the impact of online interactions extends well beyond the
internet and warrants a need for identifying various social
media interactions that could prove harmful, including but not
limited to threats and hate-driven comments made publicly on
platforms like Twitter.

2) HATE SPEECH DETECTION SYSTEMS
Over the past few years, there has been significant progress
in developing systems capable of detecting abusive language,
hate speech, cyber-bullying, and trolling [18], [19], [20]. Con-
sequently, the number of domains in which hate speech detec-
tion is applicable has also increased [21]. While automating
hate speech detection, much work relies on Twitter data [22].
It is mainly because Twitter, a social media platform, allows
open communication and makes it easy to collect data.

Today, there are automated systems that can detect gender-
based hate speech [23], race [24], religion [25], [26],
sexual orientation [27], disability [21] and political con-
flict [28], [29]. Waseem et al. [23] proposed a dataset of
tweets annotated for Racism and sexism. They used lexical
modeling and bootstrap methods to develop a model that
detects sexist and racist tweets, with an F1 score of 0.69.
Zimmerman et al. [30] evaluated a deep learning ensemble
on the same data. They were able to outperform existing
state-of-the-art single deep learning classifiers trained for
the same task, attaining an accuracy of 94%. It proves that
deep learning has helped display the high accuracy of hate
speech detection systems and provides the rationale behind
our decision to use deep learning for our problem statement.

Recently, the spread of COVID-19 has incited hatred
through anti-Asian Racism and xenophobia [31], which has
been indicated on social media platforms. Researchers have
successfully built models to detect hate speech in this form,
too [13], [32]. While [32] used a BERT attention-driven
approach to classify tweets as hate or non-hate. It provides the
basis for exploring BERT and other transformer-based mod-
els for our specific task. The deep learning-heavy approach
to detecting hate speech is rooted in the success of these
models. It further inspired us to look at similar models for
threat detection.

The spike in the need for hate speech detection systems
has also led to the development of multilingual mod-
els [33], [34], [35], [36]. Alshalan et al. [33] trained a
convolutional neural network on the arCOV dataset to detect
Arabic COVID-19-related hate speech. Aluru et al. [34] used
a BERT-based approach to develop amodel capable of detect-
ing hate speech in multiple languages. Corazza et al. [36]
provides an in-depth analysis of hate-speech detection sys-
tems in English, German, and French. They reported that
hate speech detection systems, in general, tend to rely on
the linguistic and semantic structure of the dataset they are
trained on. It implies the need for a system like ours, explicitly
trained to identify and classify threats from a collection of
tweets. While our current model is trained only on English
tweets, it would be interesting to investigate whether this
methodology could prove helpful in classifying threatening
tweets in other languages as well.

3) NEED FOR THREAT DETECTION SYSTEMS
The problem of online threats and cyberbullying faced by
women and children is prevalent and challenging to solve.
Ojanen et al. [37] found that there can be a correlation of up
to 0.95 between online and offline violence among youth.
Wihbey and Kille [38] did interdisciplinary research to study
the effects of online threats targeting women and looked
at possible legal solutions. The Speech Project [39] is a
platform dedicated to conducting research, promoting media
attention, and raising public awareness about the harassment
of women online. One of their surveys found that while
feminine usernames can generate up to 25× the incidence
of targeted, gendered abuse, 57% of the people who report
online harassment in the USA are women.

They also report that 90% of reported ‘‘revenge porn’’
targets are women. Alarmingly, 60% of those who threaten
non-consensually share pornography carry out their threats,
often made public via social media platforms. We have man-
aged to gather such threats as a part of our dataset. We aim to
develop a model that can capture such threats and categorize
them separately from other less detrimental remarks that do
not directly indicate an intention to cause physical harm.
These threats do not just exist on the internet; they exist
in reality, placing the threat anywhere due to this missing
information on whether the threat exists online or may also
exist in one’s physical world. This feeling of not knowing
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is pervasive and can drastically change how an individual
engages in society. Hence, it is necessary to develop a system
capable of detecting threats directed and targeting sections
of society and adequately classifying them, primarily if these
threats would have otherwise been categorized as hate speech
or sexism.

Although much effort has been directed toward detecting
hate speech in Racism and sexism on Twitter, efforts made to
detect threats directed are relatively scarce. Spitters et al. [40]
developed a system to detect Dutch death threats against indi-
viduals. However, unlike ours, this system could not detect
rape threats, which, as discussed above, is common. Further,
researchers from the University of Vermont [41] investigated
the effect of corpus linguistics on the potential detection of
threats. They found that false positives are a primary cause
of concern in threat detection systems, which we address in
our work. An attempt has yet to be made to develop a system
that can detect and classify threats. Hence, through our work,
we develop a dataset consisting of threatening tweets with
four levels of annotation - sexist threat, sexist non-threat, non-
sexist threat, and non-sexist non-threat. We train a model to
automatically identify sexist and threatening tweets and non-
sexist and threatening tweets, which would otherwise likely
be categorized as sexism or hate speech.

Our work most closely resembles that of [42], who devel-
oped a system to detect online threats. However, our work
also categorizes the threats detected by effectively labeling
the data.

III. DATASET
This section describes the challenges faced during collecting
the dataset and the methods we used to overcome them.
We also describe our corpus in detail and explain how the
dataset has been divided for experimentation.

A. CHALLENGES
The primary problem with developing a dataset and training
a model to classify threatening tweets is obtaining enough
to develop a valuable dataset. While collecting sexist tweets
is relatively easy, platforms like Twitter have strict policies
against tweets containing violent threats [43]. Thus, users
that make these threats may delete these tweets after they are
reported. If not, the tweets are usually taken down after they
are reported.

However, this process is manual, time-taking, and some-
times needs to be revised. The amount of data generated on
Twitter makes it difficult to identify, verify, and take down
tweets. Further, despite Twitter’s guidelines about hateful and
threatening content, unintentional personal bias may become
a factor here since tweets currently have to be manually
reviewed and deleted. It is only complicated by the fact that
threats are only sometimes direct. Pawar et al. [44] describe
the challenges hate speech detection systems face in detail.
Consider the tweet, ‘‘This bitch will get what is coming
soon.’’ A tweet like this will be marked as sexist, but due to
a lack of concrete verbs that indicate abuse, it may not be

marked as a threat. However, the victim may indeed construe
this as a threat. These reasons are enough to cause significant
psychological harm to the receiver of the threat, as discussed
above. We plan to automate this process with our work.
Deploying our model in real-time could automatically detect
tweets that are threatening in nature.

Due to the above reasons, the dataset had to be developed
based on victims who took screenshots of their threats and
publicly shared them as part of their experiences. It accounts
for why our final dataset comprises limited threat tweets.

B. CORPUS
This section describes the process followed to obtain the
data required for our experiments and the guidelines for
manual annotation. Our experiment comprises two parts of
the dataset for sexist and non-sexist threats and tweets.
The dataset we have developed includes those queried from
the dataset developed by [23] and those developed from
screenshots of tweets from victims posting online about their
ordeal.

Our dataset consists of tweets labeled as ‘‘sexist threat’’,
‘‘non-sexist threat,’’ ‘‘sexist non-threat,’’ and ‘‘non-sexist
non-threat.’’ We use the tweets labeled as ‘‘sexist’’ in the pub-
licly available dataset to obtain sexist tweets. The guidelines
for annotating a tweet as sexist are available in Waseem and
Hovy’s [23] paper. As seen through the annotation process,
even the tweets we manually annotate as threatening could
be classified as sexist. Our definition of threat is based on the
definition of the noun in the Oxford Dictionary. As already
stated in Section I, we define a threat as a statement of an
intention to inflict pain, injury, or damage.

Since the only stable source of publicly available data
to gather threat tweets is the screenshots taken and posted
on social media by victims, the data collection process was
somewhat tedious and unstructured. We took the following
steps to search for threat tweets:

1) Conduction of Google searches with keywords like
‘‘Threat tweets on Twitter’’, ‘‘Threats on Social
Media,’’ ‘‘Harassment on Twitter,’’ and ‘‘Death threats
on Twitter.’’ These terms were decided based on the
suggestions given by the Google search algorithm.

2) Searches on Twitter for Hashtags such as ‘‘#itsno-
tokay’’, ‘‘#keepyourwomendown,’’ ‘‘#ihatewomen-
who,’’ ‘‘#showthembitches,’’ ‘‘#shehaditcoming.’’
These hashtags were collected based on hashtags asso-
ciated with tweets obtained from the previous step.

3) Scouring the comments section of Twitter profiles of
politicians, actors, or journalists. These profiles were
chosen if they publicly discussed this problem via news
channels or social media.

4) Browsing through blog sites to see if people who
have spoken up about this issue shared some proof of
online harassment. Again, due to the issue’s sensitivity,
we scoured the internet for blogs written by victims
who have previously shared their problems via media.
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FIGURE 1. This diagram visually represents the process we propose to
keep our publicly available dataset growing over time.

While all these searches resulted in some valuable data,
some searches contributed to the final dataset more than
others. The primary sources of our data were:

1) Twitter account Dataracer5

2) A blog post shared by Feminist Frequency [45]
3) Screenshots shared as a part of the survey conducted by

Amnesty 6

4) Twitter profile of American gun rights activist Kaitlin
Bennett,7 and

5) Twitter profile of politician Diane Abbot [46].

We have chosen individual profiles (4 and 5) because
these figures are active feminists who incite hatred due to
their professions. While Kaitlin Bennett is an American gun
rights activist, Diane Abbot was chosen because she is an
African-American female politician who receives an incred-
ibly disproportionate amount of abuse. Further, the type of
abuse she receives often focuses on her gender and race and
includes threats of sexual violence.8

C. DESCRIPTION
We describe the contents of both components of our dataset
below. Table1 provides a comprehensive summary of our
dataset.

Our dataset consists of 5888 samples. Out of these sam-
ples, 1000 is labeled as ‘‘sexist threat,’’ 1193 is labeled
‘‘non-sexist threats,’’ 2263 are labeled ‘‘sexist non-threats,’’
and 1432 are labeled ‘‘non-sexist non-threats.’’ The ‘‘threat’’
label is assigned if a remark indicates the intention to cause
harm. This dataset is publicly available at [11], and this
website [12] allows users who find sexist/threatening tweets
to report the tweet URL, thereby contributing to the growth
of this currently limited dataset. To assist the growth of this
dataset, we have built a cleaner module using NLP. This
module extracts the tweet from the given link and cleans it
by performing the following steps:

5https://twitter.com/Dataracer117
6https://www.amnesty.org.uk/online-violence-women-mps
7https://twitter.com/KaitMarieox
8https://www.amnesty.org.uk/online-violence-women-mps

TABLE 1. A comprehensive summary of our dataset.

1) It removes any URLs within the tweets and replaces
them with the title of the webpage that the URL leads
to avoid any loss of information

2) It converts all text to lowercase and removes numbers
that are in their numeric form

3) It performs tokenization and lemmatization

Thus, once the user enters a tweet link, the returned object
is a preprocessed tweet directly added to the existing dataset.
This process is depicted in Fig.1. We hope that this growing
dataset will be helpful to the academic community.

The threats in our dataset have been manually annotated by
the definitions described in sectionII with a Cohen Kappa’s
score of 91%. A tweet has been marked as a sexist threat if it
is sexist and explicitly indicates an indication to cause harm
or damage.

IV. EXPERIMENTAL SETUP
We split our dataset into train and test sets, with our test
set containing 1178 samples (20% of our dataset). Out of
these 1178 samples, 209 are labeled as ‘‘sexist threat,’’
241 are labeled ‘‘non-sexist threats,’’ 447 are labeled ‘‘sexist
non-threats,’’ and 274 are labeled ‘‘non-sexist non-threats.’’
Further, we observe that the training set consists of 791 tweets
labeled as ‘‘sexist threat,’’ 952 tweets labeled as ‘‘non-sexist
threat,’’ 1777 tweets labeled as ‘‘sexist non-threats,’’ and
1158 tweets labeled ‘‘non-sexist non-threats.’’

BREE-HD is our proposed transformer-based model,
which uses a multi-class classifier to categorize tweets effec-
tively. It is described in detail in section IV-A. To evaluate
BREE-HDs’ performance, we tested and built similar trans-
former models and evaluated methodologies against one
another. As explored in Section I, this examines whether our
model can offer an accurate and competent measure while
remaining computationally efficient.

While there has been some discussion around comparing
machine learning and deep learning for hate speech detection
tasks, [47], [48], most hate speech classificationmodels make
use of deep learning [49], [50], [51], [52]. Detecting and
building hate speech classification models is a complex task.
The blurred lines between the classification of tweets as sexist
and non-sexist make the task excruciating, even from a human
perspective. In addition to the above-stated reasons, the need
to gain insights from a stream of unstructured data makes
a case for our approach to rely on deep learning models.
Furthermore, our task is similar to [53], which further solid-
ifies the efficacy of transformers in performing trait-based
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FIGURE 2. Block diagram depicting the proposed methodology.

analysis. The block diagram depicting the entiremethodology
is shown in Fig.2.

A. TRANSFORMER BASED MODEL
Transformer is a novel architecture that aims to solve
sequence-to-sequence tasks while handling long-range
dependencies with ease. The transformer is the first trans-
duction model relying entirely on self-attention to compute
representations of its input and output without using
sequence-aligned RNNs or convolution [54]. Transduction
refers to the conversion of input sequences into output
sequences. The idea behind the transformer is to handle the
dependencies between input and output with attention and
recurrence completely.

BERT stands for Bidirectional Encoder Representations
from Transformers. It is designed to pre-train deep bidi-
rectional representations from the unlabeled text by joint
conditioning on both the left and right contexts. As a result,
the pre-trained BERT model can be fine-tuned with just one
additional output layer to create state-of-the-art models for
a wide range of NLP tasks. BERT’s model architecture is
a multi-layer bidirectional transformer with many hidden
layers [55]. Due to its ability to read text bi-directionally,
it has a deeper understanding of semantic relations between
text, making it suitable for many text classification problems.
We utilized the pre-trainedBERT, RoBERTa, andDistilBERT
models while modifying parameters for our specific task and
dataset. We used Adam optimizer for the model and the
recommended learning rate for each model from huggingface
(i.e., 5e-05 for Bert) and batch size 64. The model was trained
over five epochs, additionally employing Early Stopping

FIGURE 3. Working of BREE-HD: This diagram illustrates how our
proposed model works when given a preprocessed text as input. In this
example, the text is classified as a sexist threat based on a higher
percentage of the text showing a sexist threat characteristic.

based on the validation loss criteria to prevent overfitting.
It ensured that the model stopped training after three epochs.

B. TRAINING ON OUR DATASET
We begin by training using several well-tested and highly
recommended transformer-based models to find the best-
performing model. The models are trained on our dataset
to classify tweets as either ‘‘sexist,’’ ‘‘non-sexist threats,’’
‘‘sexist non-threat,’’ or ‘‘non-sexist non-threat.’’ We identify
the best-performingmodels for this task. In an attempt to seek
better predictive performance and accuracy, we make use of
deep learning.
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TABLE 2. Comparison of different model performances when trained on
our dataset. Standard errors are reported after 4 trials.

TABLE 3. Classification performance of BERT(BREE-HD) on our dataset:
Class 0 corresponds to sexist threats, Class 1 corresponds to non-sexist
threat tweets, Class 2 to sexist tweets, and Class 3 to non-sexist tweets.

TABLE 4. Classification performance of DistilBERT on our dataset.

In this case, our proposed problem is identifying and
accurately classifying threatening tweets from a collection
of derogatory tweets. Our model also provides a probability
percentage for each category while labeling a tweet. It can
be utilized for effective error handling and provides detailed
insight into how our model analyzes tweets. To summarize,
BREE-HD comprises a transformer model to accurately
identify and categorize derogatory tweets under accurate
labels. Figure3 illustrates the working of BREE-HD con-
cisely and clearly.

BREE-HD is evaluated across four accuracy metrics: accu-
racy, F1-score, precision, and recall. The results are given in
section V.

V. RESULTS
This section describes the results obtained from the exper-
iments conducted in section IV in sequential order. The
performance of different transformer models is given in
Table 2.We find that the BERTmodel helps BREE-HD attain
a higher accuracy than the other models. The performance of
BREE-HD’s model to specifically classify tweets into differ-
ent categories is explored in Table3. We conduct extensive
quantitative and qualitative analysis to understand better how
BREE-HD works.

TABLE 5. Classification performance of RoBERTa on our dataset.

FIGURE 4. Confusion matrix for our chosen BERT-based model.

FIGURE 5. Confusion matrix for the DistilBERT model.

A. QUANTITATIVE ANALYSIS
BREE-HD is evaluated across four metrics, as mentioned in
section IV. When trained to distinguish and classify threats,
we find that BREE-HD attains an accuracy of 97% on our
dataset. While Table 2 depicts its performance scores across
various metrics, Table 3 showcases the classification report
obtained for this task. The report shows the main classifica-
tion metrics- precision, recall, and F1-score per class. The
metrics are calculated using true and false positives and true
and false negatives. The classification metrics for our BERT-
based model are depicted in Table 3. The other significant
alternatives explored and their corresponding performances
are illustrated in Table 4 and Table 5.
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FIGURE 6. Confusion matrix for the RoBERTa model.

TABLE 6. Comparing our model performance on an established dataset.

We depict the confusion matrix of our chosen BERT-based
model in Fig 6. The confusion matrices of the various models
further make a case for our chosen BERT-based model.

We compare our model’s performance on an established
dataset to provide a solid foundation for ourmodel.We utilize
the data provided by [56] and notice that our model performs
similarly in all aspects and displays slightly higher metrics %
as shown in Table 6.

B. QUALITATIVE ANALYSIS
As the presence of artificially intelligent systems continues
to grow in every facet of life, there is a need for these
systems to be transparent about the reasoning they use for
their classifications or predictions. Providing explainability
to another wise ‘‘black-box’’ system increases trust, clarity,
and understanding of the system and its applications. Explain-
able A.I. (XAI) provides insights into the data, variables,
and decision points an artificially intelligent system uses to
make predictions. Making systems explainable also increases
their appeal to potential and existing stakeholders [57]. Thus,
there has been a surge in the number of libraries and frame-
works available to provide explainability to various A.I.
systems [58], [59], [60].

To decide which framework to use to explain BREE-HD’s
classifications, we examined the differences between four
popular XAI frameworks, namely, LIME [60], ELI5 [58],
SHAP [59], and Transformers-Interpret [61].

LIME stands for Local Interpretable Model-agnostic
Explanations. It is a visualization technique that helps explain
individual predictions. Model agnostic models, including
LIME, can be applied to any supervised model. LIME
assumes that every complex model is linear on a local scale.
It tries to fit a simple model around a single observation that
will mimic how the global model behaves at that locality. The

simple model can then be used to explain the predictions of
the more complexmodel locally. Thus, LIME can explain any
black-box classifier.

ELI5 stands for ‘‘explain like I am 5.’’ This model aims to
explain the prediction of any model simplistically. ELI5 is a
Python tool for visualizing and debugging various machine-
learning models using a unified API. It can support sci-kit
learn models and has built-in support for numerous ML
frameworks. Like LIME, ELI5 can also be used to explain
both black and white-box models.

SHAP is different from both ELI5 and LIME. It is a game
theoretic approach to explain the output of any machine
learning model. It connects optimal credit allocation with
local explanations using the classic Shapley values from
game theory and their related extensions. SHAP assumes that
predicting the decision of a particular model is a game. In this
game, the model’s features become the players, and SHAP
tries to determine the importance of each player (feature).

1) TRANSFORMERS-INTERPRET
Built on top of Captum and taking inspiration from the design
philosophy behind the Hugging Faces Transformers package,
transformers interpret was designed with ease of use at the
forefront. It is opinionated in its selection of attribution meth-
ods and how it summarizes attributions. It allows end users
to get detailed word attributions and visualizations for their
model’s output.

On an extensive comparison of these four frameworks,
we found that while SHAP has a solid theoretical background
in game theory, it is computationally slow compared to ELI5.
The latter shows similar metrics, but Transformers-Interpret
provides a more detailed and graphical interpretation than
SHAP and ELI5. Thus, we use Transformers-Interpret to
provide insight into BREE-HD’s decision-making process.
Our observations are given in Table7.

Table7 shows that BREE-HD’s reasoning closely resem-
bles the human reasoning process. It classifies threats by
paying attention to verbs like ‘rape,’ ‘drown,’ and ‘hide’ and
identifies sexism through abusive words that usually connote
sexist beliefs. Similarly, tweets classified as threats that do not
contain words with sexist connotations are labeled Non-sexist
threats. If this task were to be done manually, the guidelines
developed manually would be very similar to this. To provide
some more context to the depth of the reasoning capabilities
of BREE-HD, consider the examples in Table 7.

C. ERROR ANALYSIS
A few variables in our dataset confuse BREE-HD and result
in erroneous classifications. Some examples of such classifi-
cations are illustrated below:

1) Ambiguous interpretation of intent: BREE-HD cannot
always distinguish between intent and ill will. Thus,
tweets like ‘‘bitch, I hope you die’’ are classified as
threatening. Similarly, tweets that abound with words
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TABLE 7. Explaining the intuition behind BREE-HD’s predictions: Using Transformers-Interpret, we provide insight into how BREE-HD makes its
classifications. Key features are highlighted. These features represent the variables BREE-HD considers most important while classifying.

like kill, murder, death, etc., are occasionally misclas-
sified as threatening.

2) Sarcasm: BREE-HD fails to account for sarcasm in
tweets that sometimes seem sexist. Thus, the tweet ‘‘Oh
yeah, I’m a slut because you can see my bra strap,
sure.’’ is treated as sexist.

3) Unknown Context: BREE-HD cannot understand the
context of some tweets due to spelling errors or very
little text. For instance, the tweet ‘‘these my lovely
bitches’’ is classified as sexist.

When the model fails at classifying a particular tweet, one
of the above reasons has likely caused the misclassification.
To prevent this misclassification, we can develop the model
further by collecting data specifically on sarcasm. Unknown
context and ambiguous interpretation can be tackled by devel-
oping a larger dataset. These endeavors are necessary and
make a case for interesting future work.

VI. DISCUSSION
When evaluating BREE-HDs’ performance, we observe that
BREE-HD’s classification process closely resembles the
manual annotation process. Referring to Table 7, note that
verbs that imply harmful actions (rape, drown) and actions
that imply precautionary measures (hide kids) are associated
with threats. On the other hand, offensive and derogatory
terms like ‘‘bitch,’’ ‘‘whore,’’ and ‘‘ugly ass’’ are rightly
connected with sexism. We also note that BREE-HD does
not account for terms like ‘‘fuck you’’ in their verb form; it
considers them abusive terms. It may be due to using such
terms in their abusive form, primarily in both our and hate-
speech datasets.

Through these experiments, we make a few noteworthy
observations. Firstly, we find that even a limited dataset is
instrumental in training a model to detect threats from a col-
lection of tweets. Table 2 shows that BREE-HD outperforms
other methods. Secondly, we note that hate speech detection
models can attain high accuracy even without large datasets.
However, we speculate that this specific task could benefit
from more data, specifically in overcoming the limitations
mentioned in section V-C. That is why we propose a method
to keep the dataset growing over time, as shown in Fig.1.
Further, our observation is that in the presence of structured
datasets, we can save time in model training without compro-
mising evaluation metrics.

Finally, deploying BREE-HD in real-time can help detect
offensive/threatening tweets, making social media platforms
safer for the entire community.

VII. CONCLUSION
We develop a dataset (BRET-HD) and propose a BREE-
HD model that uses a BERT-based transformer model to
identify threat tweets from a collection of derogatory tweets.
We find that the model provides incredible performance met-
rics despite a limited dataset. We also propose a method
to keep this dataset growing over time. Further, we note
that BREE-HD’s BERT-based model performs better when
compared to other state-of-the-art transformer models used
for similar tasks. Deployed in real-time, BREE-HD can detect
offensive tweets and threats directed towards people and
adequately classify them in real-time, making social media
platforms safer for the community. It can provide a means for
appropriate and adequate action by the concerned authorities
to detect threats. The high accuracy attained by BREE-HD
and its potential real-world impact raises a question as to
whether this study can be done on a multilingual dataset.
While data collection for this process would prove even more
challenging if the dataset were multilingual, this question still
needs to be answered.
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