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ABSTRACT Post-stroke neuroimaging is the key to the treatment of brain stroke. Typically, segmenting
lesions manually is not only time-consuming, but limited by the varying morphology of lesions and the
similarity of tissue intensity distribution. In recent years, with the rapidly and widely applying of deep
learning technology in medical imaging, it becomes the one of the hot-spots. However, most stroke seg-
mentation techniques could not utilize the structural symmetry information efficiently. Moreover, there are
several problems, such as diverse lesions location, large changes of scale and unclear boundaries of lesions.
To address these shortcomings, this paper presents a novel stroke segmentation model, called BSSNet.
Firstly, the standard convolution of U-Net is replaced by the Depth-Wise Separable Convolution(DWSC)
and the residual connection operation is used to reduce the loss of feature information in the encoder
and decoder. Secondly, between the encoder and decoder, this paper introduces the Multi-Scale Channel
Attention(MSCA) module to effectively improve the segmentation performance. Finally, the Attention-
Guided Connection(AGC) module takes place of the original connection operation, which can select more
context information from features with low-level guided by the features with high-level. To demonstrate the
advantages of the proposed BSSNet, the comparison experiments are conducted on the open Anatomical
Tracings of Lesions After Stroke(ATLAS) datasets. Experiment results shows that our model outperforms
the state-of-the-art segmentation methods both in the quantitative metrics and visual effects.

INDEX TERMS Stroke lesion segmentation, ATLAS datasets, depth-wise separable convolution, multi-scale
channel attention, attention-guided connection.

I. INTRODUCTION heavily on subjective perception [3]. There are urgent clinical

Stroke is one of the most common cerebrovascular diseases
causing death and disability worldwide [1]. Moreover, the
disease has many characteristics, such as high mortality,
high incidence, high recurrence, high disability rate and high
prevalence [2]. Current neuroimaging analysis for stroke
rehabilitation mainly uses manual segmentation slice-by-
slice by the radiologists, which is time-consuming and relies
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practice needs for automated computer-aided segmentation
methods [4].

In recent years, early stroke segmentation methods extract
the features manually from the stroke images and exploit
statistical analysis approaches [5], [6], [7], [8], [9]. In addi-
tion, these methods have several shortcomings [10]. First,
the shape and scale of lesions appear similar. Second, the
size and location are different from each other, which limit
the accuracy of automated segmentation. Third, some bound-
aries of stroke lesions confuse the confidential between the
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stroke and non-stroke regions. Various approaches have been
proposed for stroke lesion segmentation, such as feature
extraction based on texture features, random forest, support
vector machine [11], [12], [13], [14], [15], [16]. However,
these methods may still have insufficient feature representa-
tion capacity because they depend on hand-crafted features.

Deep learning techniques have been applied in the field of
medical image analysis due to representational capabilities
of the convolutional neural networks (CNNs), especially the
automated brain stroke segmentation methods, which have
achieved great success [4]. Among these approaches, the
recent success of U-Net [17] facilitates effective stroke seg-
mentation tasks. Therefore, research on U-net has become
one of the most popular areas [18], [19], [20], [21], [22], [23],
[24], [25]. Kadry et al. [24] used VGG-UNet to study the
segmentation of ischemic stroke. Yang et al. [19] proposed
a multi-directional RNN that encodes spatially and blurry
boundary problem and achieves a for significant refinement.
Chen et al. [25] presented a novel segmentation model based
on Atrous convolution to preserve context features with dif-
ferent sizes. However, these methods could not capture the
non-local relationships. Furthermore, without the non-local
relationships, it is difficult to achieve the lesions with differ-
ent sizes and locations segmentation tasks.

To address these issues, this paper develops a novel seg-
mentation model that introduces the multi-scale channel
attention fusion module and the attention-guided concatena-
tion block based on the backbone of the U-Net architecture
[17]. Furthermore, to reduce the number of trainable param-
eters, we replace the convolutional layers with the depth
wise convolution operation (DWSC). Due to the effective
use of multi-scale channel attention fusion module and the
attention-guided concatenation block, we are able to use
local feature information to achieve the detection of subtle
but critical stroke lesions. Our main contributions are as
follows:

(1) We develop a novel deep neural network for stroke
segmentation, called BSSNet, which uses special designs,
such as AGC module, MSCA module and DWSC block to
obtain detailed segmentation labels for stroke lesions.

(2) We employ an AGC module to adaptively extract
more contextual features from low-level to high-level spatial
attention.

(3) To better find dense contextual information and extract
features with inconsistent semantics and scales, we propose a
multi-scale channel attention fusion(MSCA) module as the
functional block, which could further facilitate the perfor-
mance of stroke segmentation.

(4) This paper replaces the original convolution layer with
as the DWSC operation. With DWSC, we could reduce the
size of trainable parameters.

(5) We evaluate the proposed network on the open-source
datasets Anatomical Tracings of Lesions After Stroke
(ATLAS) datasets. The superiority of our method is demon-
strated in comparison with state-of-the-art approaches.
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Table 1 describes the symbols and abbreviations used in
this paper.

TABLE 1. Description of the abbreviations used in the paper.

NO Symbol Description
01 BSSNet Brain stroke segmentation network
02 DWSC Depth-wise separable convolution
03 MSCA Multi-scale channel attention module
04 AGC Attention-guided connection
05 ATLAS Anatomical tracings of lesions after stroke
06 DWSC(-)  The Depth-wise separable convolution operation
07  Hyp() The Up-sampling block operation
08  Fgjt1 The output of previous stage operation
09 SAB() The spatial attention block operation
10 Covi(-) The convolution layer operation

11 Concat(-) The concatenation operation

12 PWConv(-) The point-wise convolution operation

13 g() The global average pooling operation

14 Lpc(v) The dice coefficient loss function operation

15 Lce(v) The cross-entropy loss function operation

16 f/ The generated by transposed convolution layer operation
17 f The refined low-level features

18 F; The DWSC block of the next stage operation

19 F Z,. The feature obtained by the max-pooling layer

20 fi The high-level features

21 fi The low-level features

22 B The batch normalization operation

23 4§ The ReLU activation function operation

Il. RELATED WORK

A. DEEP LEARNING-BASED SEGMENTATION MODELS
Deep learning-based segmentation models can address the
shortcomings of the traditional machine learning models, and
have achieved a great success while showing a great potential
in medical image analysis [26]. In particular, segmentation
approaches using the encoder-decoder architecture [17], [27],
[28],[29], [30], [31] is one of the research hotspots in the field
of medical segmentation.

In recent years, deep learning-based methods have been
widely used in the field of image analysis [32]. To use the con-
textual features of spatial information effectively, Olaf et.al
[17] presented the skip connection into the encoder-decoder
based on the original U-Net and improved the segmentation
performance. Later researchers found that the residual units
could facilitate the propagation of spatial information and
make the training stage easier. As a result, the ResUNet
became one of the most popular networks [33]. Next, in order
to improve the segmentation accuracy, the extended U-Net
model are improved by introducing the densely connected
convolutional operation [34]. Because of up-sampling stages
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in the decoder for features with low-resolution, there is
no need to introduce the up-sampling operation in learning
process. Besides, to effectively use global context features,
the pyramid scene parsing network (PSPNet) was pro-
posed, which could solve the problem of scene parsing [35].
Kamnitsas et al. [32] proposed a novel DeepMedic architec-
ture to integrate local and context information and introduced
a fully-connected conditional random field (CRF) in the post-
processing stage.

With the rapid development of CNN techniques, many
researchers utilized CNN model to achieve the task of brain
stroke segmentation [4]. Clerigues et al. [36] proposed a 3D
asymmetric encoder-decoder architecture, which consists of
local and global residual connections. Liu et al. [37] presented
two subnetworks based on the U-Net model and replaced
the convolutional layer with a dense block. Kadry et al. [24]
improved the performance of VGG-Net for the task of stroke
lesions segmentation. Wang et al. [38] proposed a novel
network called consistent perception generative adversarial
network(CPGAN) to facilitate the semi-supervised stroke
lesion segmentation. Hao et al. [19] proposed a cross-level
fusion and context inference network(CLCI-Net) to automat-
ically segment the chronic stroke lesion from T1-weighted
MR images. Zhou et al. [39] proposed a novel segmentation
model, called D-UNet, which combines the advantages of 2D
and 3D CNN modules. In addition, they designed the novel
loss function, called enhanced mixing loss(EML). The X-Net
was proposed to better achieve segmentation for brain stroke
lesion [40]. Hui et al. [21] introduced a novel method with
the partitioning-stacking prediction fusion(PSPF) techniques,
who achieved precise segmentation for 3D stroke. Zhang et al.
[23] combined multiple inputs from the gray white matter
and lateral ventricles. Furthermore, they achieved a better
segmentation performance. Unfortunately, the above brain
segmentation methods generally ignore the important non-
local relationship. And without the non-local relationship,
it is difficult to segment lesions with different scales and
locations.

B. SEGMENTATION BASED ON ATTENTION MECHANISMS
Since the attention mechanism has the strong capability of
selecting multiple channel features, it has been widely used
in the field of image segmentation [41], [42], [43], [44],
[45]. Zhang et al. [41] proposed a coding model with global
contextual information and introduced the channel attention
into the segmentation mechanism. Zhang et al. [42] pre-
sented the progressive attention guided recurrent network
for salient object detection. Schlempera et al. [43] proposed
the additional attention gate in the network to analyses the
medical image and obtain the attention maps with coarser
resolution. Taghanaki et al. [46] improved the skip connection
layer to extract most discriminative channel features. Zhao
et al. [47] incorporated the high-level and low-level features
by presenting a pyramid feature attention network. A novel
channel mechanism was proposed by Fu et al. [48], which
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achieved better use of contextual features for segmentation.
However, almost only a small number of researches have been
focusing on the stroke segmentation by using the attention
mechanisms.

In summary, unlike the above approaches, this paper
effectively exploits and captures the long-range spatial con-
text information from the inputs. Moreover, we exploit the
high-level features by up-sampling to improve the features
with low-level and easily preserve more stroke features.

Iil. METHODOLOGY

In this part, the general architecture of our proposed BSSNet
model is described in Section III-A. Next, the implementation
details of each module are described in Section III-B-III-D.

A. BSSNet ARCHITECTURE

As mentioned in previous methods [49], the long-range
dependencies could be captured by the attention module and
the features with multi-channels have been simulated. There-
fore, we introduce the attention module in our network to
achieve reliable stroke segmentation. In fact, the features with
high-level and low-level include the semantic information
and detailed information separately. However, most seg-
mentation networks directly connect features with different
scales. Meanwhile they do not consider the complementary
relationships. Moreover, irrelevant features can easily lead to
degraded segmentation performance or even incorrect seg-
mentation results. We take advantage of an attention-guided
concatenation(AGC) module and multi-scale channel atten-
tion(MSCA) module based on the original U-Net network
[17]. Our improved model is called BSSNet, whose architec-
ture is shown in Fig.1.

We take the original brain MR image as input, represented
as I. M denotes the corresponding ground-truth segmenta-
tion results. The encoder part introduces the depth separable
convolution block to achieve the feature extraction and the
reduction of trainable parameters at the same time. At the
beginning of our encoder, we use five cascaded DWSC-
block(see III B) with different scale to enhance the deep
feature and the capability of extracting features. We denote
the different stages of the operation as i (i = 0, 1, 2, 3, 4).

Fe,i—i—l» Fen,li - DWSCi(Fe,i) (1)

where DWSC(-) represents the DWSC block operation and
F, ; is used as inputs to the DWSC block of the next stage
operation. Taking the raw inputs as an example, F"; indicates
the feature obtained by the max-pooling layer. The output of
DWSC block is Fo it1.

The lowest resolution feature maps Fy o is located at
the first stage operation, which are concatenated with the
highest resolution feature maps F, 4 by AGC module (see
Section III-C). Here, the AGC operation could be denoted as
the function AGC and we refine the input features of decoders
Fq 0 as:

Fg,0 = MSCA(AGC(Fe 4, Fin0)) @)
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FIGURE 1. The schematic image of our BSSNet architecture to segment stroke lesion. The backbone network (based on U-Net
module) consists of three parts. The encoder parts utilize the DWSC-block, including three cascaded depth convolutional layers
to take the place of original convolutional layers to achieve the feature extraction and the reduction of trainable parameters at
the same time. The MSCA module is employed to capture long-range dependencies and better integrate features with
inconsistent semantics and scales. Furthermore, the concatenation operation allowed the extracted features to be better
transferred to the decoder part. The decoder parts also employ the DWSC-block to simply the network as much as possible. The
input is the original image and the corresponding output is the predicted segmentation results.

where AGC(-) denotes AGC feature concatenation, MSCA(-)
is the MSCA module(see Section III-D).

To enlarge the receptive field and improve the capability
of feature representation, we introduce the MSCA block to
further improve the performance of stroke segmentation. Due
to the symmetry of the U-Net structure, the decoder part also
consists of five stage operations. For each stage, we exploit
the Up-sampling block to reconstruct the original features.
Next, the DWSC and AGC modules are employed to con-
catenate the fusion features generated by the encoder with the
up-sampled features. The decoder procedure can be shown as:

Fyjy1 = ACGIDWSC(Hyp(Fa j)), Fin,j) 3

Here, the value of parameter j is token from 0 to 4. Hy;,(-)
indicates the Up-sampling block, and Fj ;i1 denotes the
output of previous stage operation. Finally, we use a 1 x 1 con-
volutional layer to achieve the prediction of the brain stroke
lesions. Table 2 shows the architecture details configuration
of the proposed BSSNet.

TABLE 2. The proposed architecture details of BSSNet.

Instruction Layer name Number of Kernel size Size of fea-
channels ture map
Input Input - - 224x192
Stage-1 32 3x3 11296
Encoding phase Stage-2 64 3x3 5648
Stage-3 128 3x3 28x24
Stage-4 256 3x3 14x12
Stage-1 256 3x3 28x24
Decoding phase Stage-2 128 3x3 56x48
Stage-3 64 3x3 112x96
Stage-4 32 3x3 224x192
Output Output 1 1x1 224x192

B. DEPTH-WISE SEPARABLE CONVOLUTION BLOCK
U-Net uses standard convolution for feature extraction.
However, the standard convolution requires many trainable
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parameters and the accuracy needs to be improved. The main
function of the Depth-Wise Separable Convolution (DWSC)
block is to improve the segmentation performance and reduce
the number of trainable parameters. Compared to the com-
mon convolution operation, DWSC focuses on the spatial and
channel directions independently. The details of DWSC block
are indicated in Fig2. There are two cascade DWSC layers,
with the shape of 3 x 3 in the DWSC block. For convenience,
we set the shape of the convolution layer in the residual
connection as 1 x 1. After each convolution layer, we add
the batch normalization block by using the ReLU activation.
The input of the DWSC block is the feature map, marked as
X(Xe RA*WxCy and with the DWSC, feature map could be
separated into some channels. Here, H represents height; W
is the width of feature map and C represents the number of
channels. Next, we utilize a 3 x 3 convolution operation. Then
we double the number of output channel with 1 x 1 convo-
lution. After this, we could obtain the feature map, marked
as X(Xe R*WxCo) Specifically, Cy is equal to 2C. We use
DWSC to perform the convolution in spatial direction on the
created feature map. After this, we can obtain the feature map
marked as Y(Ye RH*WxC) To add X and Y, we utilize a
1 x 1 convolution to compact the feature dimensions. After
each convolution layer in the DWSC-block, we utilize batch
normalization and ReLU.

C. ATTENTION-GUIDED CONCATENATION MODULE

As we all know, the semantic information is always included
in the high-level features while the detail information is pre-
served in the low-level features. Since the structure of stroke
information is always unformed and irregular, it is critical
that both using the high-level features and low-level features
when achieving accurate stroke prediction. Unfortunately,
most of the existing UNet-based methods don’t consider the
complementary relationship of the features with different
scales. In addition, irrelevant features can lead to performance
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FIGURE 2. The detailed structure of the depth-wise separable convolution (DWSC) block.

degradation or even incorrect segmentation. In order to
highlight valuable features, the AGC module is introduced
to connect the refined low-level features and the corre-
sponding high-level features. Specifically, due to the dif-
ferent characteristics of the features with different levels,
we exploit the spatial attention to select effective informa-
tion from the low-level features guided by the high-level
features. The motivation for applying spatial attention only to
low-level features is to focus on selecting more useful details
(e.g., stroke edges).

We use the fj, to denote high-level features and f; to denote
low-level features. Illustrated in Fig, the input to the AGC
module is fj, and f, and the output ﬁ indicated the concate-
nated feature. In particular, we first employ a transposed
convolution layer to up-sample f;,. By up-sampling, the atten-
tion map A is generated:

A = SAB(f)) @)

Here, the spatial attention block is denoted as SAB(-). The
feature f; is generated by transposed convolution layer with
the f;,. The transposed convolution outperforms the bilinear
interpolation in up-sampling ability. For ease of calculation,
we set the scale of A to be the same as and normalize it and
the values in A are in the range [0,1]. Then we could achieve
the feature extraction from the feature f;:

ff=A®f ®)

where fl’ indicates the refined low-level features. ® denotes
the point-wise multiplication operation. Different from the
common methods, the refined low-level features are stacked.
In addition, we up-sample the high-level features at the
encoder stage. Next, with a convolution layer, we could obtain
the output features fi:

fi = Covy(Concat(f;, f)) (6)

where Covi(-) represents the convolution layer, whose ker-
nel size is 1 x 1. The Concat(-) function indicates the
concatenation.
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The purpose of using low-level features in encoder is to
enrich the boundary information of the stroke lesion. How-
ever, not all features can be used to enrich stroke effectively
while our expectation is to focus on the areas where the
high-level features details are easily missed. Therefore, the
spatial attention block is exploited to preserve the low-level
features as many as possible. That is to say, at each spatial
location, the spatial attention block enlarges the capability
of automatically learning adaptive features selection. The
bottom of Fig.3 shows our spatial attention block. We exploit
the DWSC block and a 1 x 1 convolution layer and fol-
lowed the convolution layer, there is a batch normalized and
ReLU activation. The sigmoid operation refines the feature
map.

D. MULTI-SCALE CHANNEL ATTENTION MODULE

During the medical image segmentation, the dependency
between pixels is an important basis for judging whether they
belong to the same class or not. Target areas, e.g., lesion
regions, tissue regions, have irregular shape and location. The
convolution layers of the neural network are limited by the
fixed size of the kernel and receptive field. It will easily lead
to the convolution operation not covering the whole target
areas. The current implementation of the network model is
mainly a simple summation or cascade, but not the best
choice. This paper improves the network based on non-local
means theory [50], [51]. In particular, we propose a multiscale
channel attention model to capture long-range dependencies
and scaling features, as shown in Fig.4.

First, in order to fuse the different scale features in tar-
get regions, especially in small target regions, we need
introduce the feature map Y(Ye RP*W*C) into the atten-
tion module with multi-scale as the input, shown in Fig.4.
Our proposed module utilizes two branches with different
scales to extract weights of attention channels. One of the
branches takes advantage of global average pooling operation
to extract global attention features. The other one uses the
point-wise convolution operation to extract local features
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FIGURE 3. (a) The detailed structure of the AGC module, which adaptively selects useful contextual features based on spatial
attention and low-level features guided by high-level features. (b) The structure of spatial attention block. The block contains
one DWSC block, one convolution layer and one sigmoid operation. The attention map focused on the region that prompts

the stroke prediction.
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FIGURE 4. The schematic diagram of the structure of our MSCA module.

of attention channels.

G(Z) = BOW28(BOV1 (3Z))) ™
1 H W
8D = ; ;x[z,i,ﬂ ®)

where G(Z)(G(Z)e R©) represents the global feature and
global average pooling(GAP) operation is denoted as g(Z).
B and o represent the batch normalization operation and
ReLU activity function, respectively. The size of W; and
W, are g x C and C x %, respectively. r represents the channel
reduction ratio.

Second, the core idea of multi-scale attention mechanism
is to extract features of multi-scale attention channel by
changing the size of the spatial pooling. In order to keep the
model lightweight and save as many parameters as possible,
we just present the local contextual clues into the global
features within the attention module. At each spatial loca-
tion, the point-wise convolution (PWConv) is used as the
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local channel context aggregator. Then we could utilize a
bottleneck structure to calculate the local channel context
L(X)(L(X)e RE*H*W):

L(Z) = B(PWConv,(8(B(PWConv\(Z))))) ©)

where the size of PWConv| and PWConv; is % xCx1x1and
C x % x 1 x 1, respectively. If G(Z) and L(Z) are given,
we could obtain the refined feature as follows:

7' =7ZQMZ)=7ZQc(G(Z & L(Z))) (10)

where o indicates the sigmoid function and M(Z) rep-
resents the attention weights generated by the proposed
module. & and ® represent the broadcasting addition and
element-wise multiplication operations, separately.

IV. IMPLEMENTATION

A. IMPLEMENTATION DETAILS

We implemented our model using the PyTorch framework.
We trained our proposed BSSNet with the preprocessed
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results and ground truth segmentation labels. Throughout the
experiments, we set the r of Equ.(7) to 16. Based on our
experimental experience, we set the momentum to 0.9, the
weight decay to 0.0005, the initial learning rate is set to 10~*
and the batch size to 16. And use SGD(stochastic gradient
descent) method to optimize the whole network. All models
were trained using 150 epchs to optimize the performance of
each model. The details of our experimental configurations
are shown in Table 3.

TABLE 3. Experimental environment settings.

Configuration Configuration Model
CPU Intel(R) Xeon(R) CPU E5-2678 v3 @ 2.50GHz
GPU NVIDIA GeForce RTX 2080s Tix4
Operating System Ubuntu 18.04
Memory 128 GB
Development language Python 3.6

Development Framework PyTorch 1.6.0

B. EVALUATION METRICS

In order to evaluate the performance of the segmentation
method proposed in this paper, dice coefficient (Dice), inter-
section over union (IoU), precision and recall are used for
segmentation accuracy evaluation.

The dice coefficient (Dice) describes the pixel similarity
between the predicted segmentation labels and the corre-
sponding ground truth labels, which could be calculated as:

) 2TP
Dice = ————— (11)
2TP + FN + FP

Intersection over union (IoU) computes the ratio of inter-
sections and unions between the predicted value and ground
truth. The calculation formula of IoU is defined as:

TP
IoU = ———— (12)
TP + FP + FN
Precision could be calculated as follows:
.. 1P
Precision = —— (13)
TP 4+ FP
The definition of Recall is as:
TP
Recall = —— (14)
TP 4+ FN

In above equations, TP, TN, FP and FN denote the cases
number of true positives, true negatives, false positives and
false negatives, respectively. Here, it is notable that the larger
Dice, Recall, Precision and IoU, the better segmentation
results.

C. LOSS FUNCTION
During the stroke segmentation, due to the impact of the
imbalanced data between the positive and negative samples,
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here this paper combines the dice coefficient (DC) loss func-
tion and the cross-entropy (CE)loss function [52]. The detail
of the loss function are as follows:

Liptat = Lpc + Lck (15)
25 vip:
Lpe=1- 220t (16)
Vit 2 Vite
N

1 « -
Lee=—+ > (ilogdi + (1 —ylog(1 —5))  (17)

i=1

where N denotes the pixel number and y; represents the
ground label. And y; is the prediction probability of pixels as
the positive samples, € denotes the minimum constant in order
to prevent the divisor from being zero. Based on experimental
experience, we set € to 1.

D. DATASETS AND PRE-PROCESSING

In this paper, we conduct our experiments on the public
Anatomical Tracings of Lesion After Stroke (ATLAS, http://
fcon_1000.projects.nitrc.org/indi/retro/atlas.html)  dataset,
which includes 229 chronic stroke cases with T1-weighted
normalized MR images from 11 cohorts worldwide. The
radiologists manually segmented ground truth stroke regions
with MRIcron and there is at least one identified stroke lesion
region in each MRI. The voxel spacing of the dataset is at
0.9 x 0.9%x3.0 mm. All the cases consist of 189 slices and the
size is uniformly set to 233 x 197. That is to say, the ATLAS
dataset includes totally 43281 2D slices.

Inspired by the previous idea [4], before training, we use
two steps pre-process operation to the dataset. First, 229 sub-
jects(contains of 149 training examples, 34 validation exam-
ples and 46 testing examples) are randomly selected. Then,
the input images are crop uniformly into a resolution of
224 x 192. As can be seen from the cropped results, there
is only a small angular deviation in part images and these can
be negligible.

V. RESULTS AND DISCUSSION

A. COMPARISON WITH STATE-OF-THE-ART METHODS ON
ATLAS

Here, we conduct the comparison experiments between ours
and other state-of-the-art stroke segmentation methods, such
as U-Net [17], 3D+2D CNN [53], MI-UNet [23], e-UNet
[54] and AGMR-Net [55]. We quantitatively demonstrate the
superiority of our BSSNet with the metrics Dice, Recall,
Precision and IoU. The experimental results are shown in
Table 4.

As Table.4 shows, BSSNet has the best overall results. Our
evaluation score is 0.653(Dice), 0.621(Recall), 0.783(Pre-
cision) and 0.525(IoU), separately. Compared with other
segmentation methods, our method shows the superior. Our
BSSNet achieves better quantitative results than those of
U-Net. MI-UNet and e-UNet both have good performance,
although no prior is used. Since the more complex structure,
the higher model capability, the AGMR-Net method is able to
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improve the segmentation performance, which applies lots of
prior knowledge of brain parcellation information. However,
the more complex the network model, the more difficult the
training process. The intuitive idea of proposed BSSNet is
that a quick and easy, which is to look for feature information.
In addition, the feature information is included in the dataset
itself and no additional auxiliary information is required. To
demonstrate the stability and show the distribution, we have
drawn the sample distribution schematic diagram and box
plot of the Dice score shown as Fig.5 and Fig.6. As previously
suggested [19], Fig.5 and Fig.6 show the Dice statistical
distribution plots for different models. Our final evaluation
results are calculated according to the denser distribution.
In other words, the higher Dice values, the more superior
the segmentation performace of models. Seen from the Fig.5
and Fig.6, our method has a denser distribution at high Dice
values than other state-of-the-art models. It is illustrated that
our method has superior segmenation performance on the
overall data, not limited to individual samples. Furthermore,
seen from the Fig.6, we set the lower edge as O for all methods
since the ATLAS dataset has many small lesion areas. From
the upper edge and median line, the proposed BSSNet obtains
the best results compared with other approaches.
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FIGURE 5. The results of the sample distribution schematic Dice score
comparison between the proposed BSSNet and other state-of-the-art
methods.

Fig.7 is the visual schematic of the brain segmentation on
the ATLAS dataset. Shown in figure, there are still some
problems, like loss of details, blurred boundaries, in the
results of other state-of-the-art approaches. Note that it is
important for timely treatment that the subtle lesions need
to be precise detected. On the other hand, it can be inferred
from the visual schematics that the proposed BSSNet could
achieve better segmentation of stroke lesions in T1-weighted
MRI. Experiments results further illustrate that our BSSNet
outperforms other state-of-the-art methods.
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FIGURE 6. The corresponding box plot Dice score comparison results
between the proposed BSSNet and other state-of-the-art methods.

TABLE 4. Quantitative comparison results between the proposed network
and other state-of-the-art segmentation approaches for brain stroke.

Methods Dice Recall Precision IoU
UNet 0.497 0.456 0.625 0.362
3D+2D CNN 0.563 0.510 0.629 -
MI-UNet 0.567 0.594 0.655 -
e-UNet 0.592 0.523 0.777 0.455
AGMR-Net 0.594 0.579 0.713 0.468
BSSNet(Ours) 0.653 0.621 0.783 0.525

B. ABLATION STUDIES OF LOSS FUNCTION

In order to verify the effectiveness of loss functions, which
makes the proposed BSSNet model converge faster and more
efficiently. In this paper, three loss functions are applied for
ablation experiments. As shown in the Table 5, it can be
seen that the Lpc loss function obtains the highest values of
0.655 and 0.624 in Dice and Recall, respectively, while the
Lpc + Lck loss function used in this paper is slightly lower
than the Lpc, but during the experiments, this paper considers
it to be within an acceptable range value. Moreover, in terms
of accuracy metrics, the Lpc + Lcg has the highest Precision
value (0.783), while the Lpc has the lowest Precision value
(0.629). Therefore, it indicates that the proposed BSSNet
model using the Lpc + Lcg loss function can effectively
reduce the false positive results and competitive with the Lpc,
Lck loss function in terms of segmentation performance.

C. ABLATION STUDIES OF DIFFERENT MODULES

We perform ablation experiments to demonstrate the effec-
tiveness of the main components of our BSSNet on the
ATLAS dataset. Here, we set up the definition of Base-
line, B+DWSC, B4+AGC, B+MSCA, B+AGC+MSCA,
B+DWSC+AGC, B+DWSC+ MSCA, B+DWSC+AGC+
MSCA(BSSNet) are as follows:
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AGMR-Net

e-UNet MI-UNet

3D+2D CNN U-Net

FIGURE 7. The Visual schematic of the brain stroke segmentation on the ATLAS dataset. As shown in figure, we select four stroke
segmentation cases with different scale. The first columns indicate the ground truth results. The segmentation results of our
proposed BSSNet, AGMR-Net, e-UNet, MI-UNet, 3D + 2D CNN and U-Net are list from the second to the sixth column, separately.

TABLE 5. Ablation analysis of three loss functions on BSSNet model.

Loss Function Dice Recall Precision TIoU
Lpc 0.655 0.624 0.629 0.510
Lce 0.584 0.554 0.633 0.486
Lpc + Lce 0.653 0.621 0.783 0.525

network BSSNet obtained better 0.653 (Dice), 0.621 (Recall),
0.783 (Precision) and 0.525 (IoU). The specific analysis is as
follows:

TABLE 6. Ablation analysis for MSCA, AGC and DWSC on the Baseline.

e Baseline: B denotes the U-Net [17] baseline model.

e B+DWSC: Indicates that the standard convolution in the
U-Net baseline model is replaced by the DWSC module.

o B+AGC: Indicates that the long skip connection used in
the baseline model is replaced by the AGC module.

e B4+MSCA: The baseline model U-Net architecture with
the MSCA module added.

e B+AGC+MSCA: Indicates that the long skip connec-
tion used in the baseline model is replaced by the AGC
module, and the MSCA module is added.

e B+DWSCH+AGC: Indicates that the long skip connec-
tion used in the B4+DWSC network is replaced by the AGC
module.

e B+DWSC+MSCA: Indicates that the MSCA module
has been added to the B+DWSC network.

e B+DWSC+AGC+MSCA: The BSSNet model pro-
posed in this paper.

The comparative results of the ablation experiments are
shown in Table 6. As shown in the table, our proposed
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Serial number Methods Dice Recall Precision IoU
Net-1 Baseline 0497 0.456 0.625 0.362
Net-2 B+DWSC 0.606  0.537 0.588 0.436
Net-3 B+AGC 0.592  0.547 0.589 0.430
Net-4 B+MSCA 0.611  0.556 0.591 0.443
Net-5 B+DWSC+AGC  0.623 0.573 0.642 0.452
Net-6 B+DWSC+MSCA 0.648 0.591 0.744 0.498
Net-7 B+AGC+MSCA  0.641 0.564 0.741 0.481
Ours BSSNet 0.653 0.621 0.783 0.525

1) COMPONENT ANALYSIS OF THE MSCA MODULE

For stroke segmentation, accurately predicting stroke lesions
of different scales is a challenge. Based on the different infor-
mation, we believe that fusing multi-scale attention features
can be more effective for enhancing feature representation
and stroke segmentation. As shown in Table 6, the proposed
MSCA module can improve the segmentation performance of
the model. For example, Net-1 vs Net-4, the latter obtained
better Dice (0.611), Recall (0.556), Precision (0.591) and
IoU (0.443) than the former in terms of evaluation metric
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Ground Truth BSSNet(Ours)

B+AGC+MSCA B+MSCA Baseline

FIGURE 8. Visual comparison results: input images, ground-truths, BSSNet, B +AGC+MSCA, B+MSCA and Baseline.

values. Net-2 vs Net-6, the latter obtained better Dice (0.648),
Recall (0.591), Precision (0.744) and IoU (0.498) and Net-3
vs Net-7 who obtained better Dice (0.641), Recall (0.564),
Precision (0.741) and IoU (0.481). It suggests that MSCA
module is better at preserving and transferring spatial fea-
tures efficiently to improve segmentation performance. That
is because MSCA module can extract both the low-level
and high-level feature information with the different scale
convolution operation.

2) COMPONENT ANALYSIS OF THE AGC MODULE

AGC block is designed to refine the low-level feature rep-
resentation guided by high-level features. The low-level
features are critical to the high-level features when capturing
more detail information. As shown in Table 6, Net-1 vs
Net-3, where the latter obtained better Dice (0.592), Recall
(0.547), Precision (0.589) and IoU (0.430) than the former in
terms of evaluation metric values, Net-2 vs Net-5, where the
latter obtained better Dice (0.623), Recall (0.573), Precision
(0.642) and IoU (0.452), and Net-4 vs Net-7, where the
latter obtained better Dice (0.641), Recall (0.564), Precision
(0.741) and IoU (0.481). These results show that the AGC
modules has the advantages in prompting the segmentation
performance.

3) COMPONENT ANALYSIS OF THE DWSC BLOCK

For brain stroke segmentation, there are two challenging
problems. One is to achieve the precise labeling the stroke
regions of different scales. The other is to ensure the effi-
ciency of segmentation as much as possible. As the previous
conclusion [56], DWSC operation is necessary to ensure both
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better segmentation results and less trainable parameters.
The experimental results are provided in Table 6. Net-1 vs
Net-2, where the latter obtained better Dice (0.606), Recall
(0.537), Precision (0.588) and IoU (0.436) than the former
in terms of evaluation metric values. Net-3 vs Net-5, where
the latter obtained better Dice (0.623), Recall (0.573), Preci-
sion (0.642) and IoU (0.452) and Net-4 vs Net-6, where the
latter obtained better Dice (0.648), Recall (0.591), Precision
(0.744) and IoU (0.498). These results show that the DWSC
blocks could efficiently fuse and transfer features mappings
to improve segmentation performance.

0.8

0.6

Dice

0.4

0.2

0.0

Net-1 Net-2 Net-3 Net-4 Net-5 Net-6 Net-7 Ours

FIGURE 9. Box line diagram of different models.

Besides, we selected the Net-1(Baseline), Net-4(B +
MSCA), Net-7(B + MSCA + AGC) to be compared with
our proposed BSSNet model. And the visual comparsion
results can be seen in Fig.8.Seen from the figure, we can
see that the segmentation results of the model in this paper
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have better performance than the combined model. Specifi-
cally, Baseline, B+ MSCA-+AGC and B+MSCA incorrectly
identified normal tissues as stroke lesion regions, while our
model predicted more accurate results. For small stroke lesion
regions, our model showed greater ability in identifying and
segmenting them. For large stroke lesion regions, our model
can obtain more detailed edge information. Also, we visual-
ize the box-line diagram of the above model. As shown in
Fig.9, the excellent segmentation performance of our model
is confirmed from the box-line plots.

In summary, we compared our proposed method with dif-
ferent networks, which consists of different modules. From
the experimental results, we achieved the best results, which
demonstrates the effectiveness of all components.

D. DISCUSSION

In this paper, we propose a BSSNet network to achieve
automatically segmenting chronic stroke lesions from
TI-weighted MR images. The effectiveness of our proposed
BSSNet is further demonstrated by the analysis results of
ablation experiments in Table 5, Table 6, Fig.8 and Fig.9.
Seen from Table 4, Fig.5, Fig.6 and Fig.7, the advantages of
our BSSNet model is demonstrated. Compared with the state-
of-the-art methods (U-Net, 3D+2D CNN, MI-UNet, e-UNet
and AGMR-Net), BSSNet model in this paper outperforms
in terms of evaluation metrics ((Dice) 0.653, Recall (0.621),
Precision (0.783) and IoU (0.525)). Meanwhile, the results
are visualized in this paper shown in Fig.5, Fig.6 and Fig.7.
It is clearly suggested that our method shows superiority
compared to other segmentation methods.

Seen from Table 5, the Lpc loss function obtains the high-
est value in Dice and Recall, respectively, and the LDC +Lcg
loss function used in this paper is slightly lower than the Lpc,
which is considered to be within an acceptable range of values
during the experiments. Although the Lp¢ obtained the high-
est value in Dice and Recall, respectively, its Precision value
was the lowest, while the Precision value in this paper was
the highest. Therefore, it indicates that the LDC + Lcg loss
function used in the proposed BSSNet model can effectively
reduce the false positive results.

From Table 6, Fig.8 and Fig.9, various different ablation
studies as well as visualizations of DWSC, AGC and MSCA
modules are performed in this paper to verify the effective-
ness of DWSC, AGC and MSCA modules on our BSSNet
model. The results of the ablation experiments of Net-1 vs
Net-4, Net-2 vs Net-6 and Net-3 vs Net-7 show that MSCA
module is better at preserving and transferring spatial features
efficiently to improve segmentation performance. That is
because MSCA module can extract both the low-level and
high-level feature information with the different Second, the
results of the ablation experiments of Net-1 vs Net-3, Net-
2 vs Net-5 and Net-4 vs Net-7 show that the AGC module
can select useful content from low-level features guided by
high-level features and has an advantage in prompting seg-
mentation performance. Finally, the results of the ablation
experiments with Net-1 vs Net-2, Net-3 vs Net-5 and Net-4
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vs Net-6 show that the DWSC module can reduce the loss of
feature information in the encoding and decoding stages and
can effectively fuse and transfer feature mappings to improve
the segmentation performance.

VI. CONCLUSION

In this paper, we propose a novel stroke lesion segmentation
neural network, called as BSSNet. With the systematically
and thoroughly studies, we better exploit the comprehensive
prior knowledge to prompt stroke detection. We utilize a
series of techniques to extract the major characteristics of
stroke lesions and reduce the trainable parameters. First, the
original images are fed into an encoder network with DWSC
block. The DWSC block is used to highlight the deep feature
information and facilitate the feature learning capability of
network. Next, the MSCA module is used to further preserve
more necessary feature information. Then, we replace the
original concatenation of U-Net with the AGC block, which
could adaptively select more contextual clues and comple-
mentary features from the low-level feature maps. From the
results of our extensive experiments, our proposed BSSNet
has the superiority over other state-of-the-art methods. It
is desirable that our main idea will be extended to other
application of medical image segmentation in the future.
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