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ABSTRACT With the popularity of online transactions, credit card fraud incidents are occurring more and
more frequently, and adaptive enhancement (Adaboost) models are most often used in credit card fraud
detection, so how to improve the robustness of the traditional Adaboost algorithm has become a hot issue.
A large part of the reason for the poor robustness of the traditional Adaboost algorithm is that the base
classifier is selected in a way that is uniquely oriented to the error rate. Therefore, this paper uses an adaptive
hybrid weighted self-paced learning method to improve the objective function of the Adaboost algorithm,
thus changing the strategy of base learner selection in the Adaboost algorithm, while the self-paced learning
selected in this paper The self-adaptive threshold finding algorithm selected in this paper canwell mitigate the
influence of human experience on model training. This paper also selects a double-fault measure to calculate
the degree of diversity among base categories from the perspective of generalization error, adds the influence
coefficient of diversity to the weight calculation of weak learners, and gives the optimal range of influence
coefficients through experiments. Finally, the proposed improved algorithm is applied to credit card fraud
scenario, and the experiments are compared with several effective Adaboost improvement algorithms, which
show that the combined performance of the proposed improved algorithm is better than other algorithms in
terms of AUC value and F1 value.

INDEX TERMS Credit card fraud detection, adaboost, loss function, self-paced learning, diversity.

I. INTRODUCTION
With the advent of the big data era, people are increasingly
using the internet to facilitate their daily lives, especially
using credit cards for transactions. However, as the amount
and frequency of credit card transactions increase, so do
incidents of credit card fraud. Due to the severe data imbal-
ance and noise in large datasets, as well as the high data
dimensionality, traditional methods are unable to achieve
higher accuracy. Therefore, how to better detect credit card
fraud remains a hot issue in the era of big data. Nowa-
days, credit card online payment systems typically establish
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a predictive model to distinguish between fraudulent and
non-fraudulent transactions [1]. In recent years, many effec-
tive predictive models have been proposed by experts and
scholars: Chen et al. [2] proposed a financial fraud detec-
tion solution based on deep convolutional neural networks
(DCNN) using deep learning algorithms. When dealing with
large amounts of data, this technique can improve detection
accuracy. Taha et al. [3] proposed an intelligent method for
detecting credit card transaction fraud using an optimized
gradient boosting machine (OLightGBM). By integrating
a Bayesian-based hyperparameter optimization algorithm to
adjust the parameters of LightGBM. Ileberi et al [4]. proposed
a credit card fraud detection engine based on machine learn-
ing (ML) using a genetic algorithm (GA) for feature selection.
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Through experimental verification, this approach was shown
to be superior to conventional detection algorithms. This
research mainly focuses on the processing of imbalanced
data, using undersampling techniques and different machine
learning algorithms to obtainmore accurate and better results.
Ahmad et al. [5] proposed a data set classification framework
based on fuzzy C-means clustering to address the severe data
imbalance issue in credit card fraud. The framework selects
similar fraudulent behaviors and normal instances with the
same characteristics to ensure the integrity of data features.
Recently, some scholars have pointed out that the Adaboost
improved algorithm can better meet practical business needs
in the credit card fraud scenario compared to traditional
classification algorithms [6], [7], [8].

As early as the proposal of the traditional Adaboost
algorithm by Freund et al. [9], Adaboost has been widely
applied in various fields, especially in transaction fraud detec-
tion [10], [11]. However, the traditional Adaboost algorithm
suffers from problems such as overfitting and poor robust-
ness. Therefore, when applying Adaboost to credit card fraud
detection, it usually requires improvement. Wang et al. [12]
proposed an AWTAdaboost algorithm that introduces a
penalty factor to alleviate the problem of excessive training
time for traditional Adaboost algorithm on massive trans-
action data. Ileberi et al. [13] combined Adaboost algorithm
with some traditional machine learning algorithms using
SMOTE sampling technique and applied it to credit card
fraud detection. Mo et al. [14] proposed a new classification
method for two-class imbalanced datasets in credit card fraud,
called GAN-Adaboost-DT algorithm, which addresses the
serious class imbalance problem in credit card fraud data.
However, these improvements do not fundamentally solve the
problem of overfitting in Adaboost algorithm. Therefore, this
paper proposes a new Adaboost improvement method by uti-
lizing self-paced learning (SPL) to reconstruct the objective
function of Adaboost, aiming to improve the generalization
performance of traditional Adaboost in credit card fraud
detection. The main contributions of this paper are as follows:

1) In this paper, a new SPL regular term with adaptive
hybrid weights is selected to embed into the objective
function of Adaboost, which changes the traditional
weak classifier selection strategy of Adaboost with the
error rate as the only guide, and a generalized SPLAd-
aboost algorithm framework is proposed.

2) In updating the weak classifier weights, considering
the generalization effect of diversity among base clas-
sifications on the final integrated model, this paper
introduces the double-fault to measure the diversity
among weak classifiers, reconstructs the weight calcu-
lation formula of base classifiers, and gives the range
of values of diversity influence coefficients through
experiments.

The rest of the paper is organized as follows: Chapter 2 briefly
reviews the research results of SPL regular terms in recent
years and focuses on an adaptive hybrid weight self-step

learning that will be used in this paper. Chapter 3 intro-
duces the optimization algorithm proposed in this paper,
D-AMWSPLAdaboost. Chapter 4 compares the performance
of the optimization algorithm proposed in this paper with the
more effective Adaboost improvement algorithm in recent
years under credit card fraud dataset as well as other datasets
through experiments. And the conclusions of this paper are
summarized in Chapter 5.

II. RELATED WORK
Inspired by the learning process of humans and ani-
mals, which generally starts with learning simple tasks
before gradually progressing to relatively difficult ones,
Kumar et al. [15] proposed self-paced learning (SPL), whose
core is to optimize the objective function using regularization
terms. Numerous studies have also shown that using SPL to
optimize models can improve their robustness, enhance their
ability to resist overfitting, and reduce the impact of noisy
data in the training set [16], [17]. The typical form of SPL
includes incorporating various forms of regularization terms
into the learning objective, and has a gradually increasing
step parameter.Let D = {(x1, y1), (x2, y2) . . . . . . ..(xn, yn)}
denote the training set, and the objective function (1) consists
of two parts: the weighted sample loss value and the self-
step regularization term, where V = [v1, v2 . . . . . . ..vn] is the
introduced sample weight parameter to indicate the difficulty
of the training sample;w is the model parameter; λ is the
parameter of the SPL regularization term f (V ; λ ) to control
the step size of learning. L(yi, g(xi,w)) represents the loss
value between the sample label yi and the model prediction
g(xi,w). The goal of SPL is to obtain the optimal parameters
by optimizing the objective function (1) training w,V

min
w,V

E(w,V ; λ ) =

∑
i=1n

viL(yi, g(xi,w)) + f (V ; λ ) (1)

In recent years, the improvement of self-step learning is
mainly reflected in the proposal of different forms of self-step
regular terms, which have different effects on the perfor-
mance of the whole Self-paced Learning model.As shown in
(2), (3).

f (V ; λ ) = λ

∑n

i=1
vi (2)

vi =


1,Li ≤ λ2
ε

Li
−

ε

λ1
, λ2 < Li < λ1

0,Li ≥ λ1

(3)

And then more effective SPL regular terms were pro-
posed: mixed-weight SPL regular terms (MWSPL), which
are expressed in the form shown in (4), (5), where ε =

λ1λ2
λ1−λ2

f m(V ; λ ) = −ε
∑n

i=1
log(vi +

1
λi

ε) (4)

vi =


1,Li ≤ λ2
ε

Li
−

ε

λ1
, λ2 < Li < λ1

0,Li ≥ λ1

(5)
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Compared to the traditional self-paced regularization term,
MWSPL is more biased towards samples with smaller loss
values, which makes it more reasonable. Gong et al. [18] pro-
posed the MOSPLAdaboost algorithm using this self-paced
regularization, while this paper only compares the improve-
ment of the regularization term on the Adaboost algorithm.
Therefore, we refer to the improved algorithm that only uses
MWSPL to reconstruct the objective function of Adaboost as
MWSPLAdaboost.

Adjustable polynomial soft weighted SPL regular term
(PSWSPL), which is constructed in the form shown
in (6), (7).

f p(V ; λ ) = λ (
1
t
||v||t2 −

∑n

i=1
vi) (6)

vi =

 (1 −
Li
λ
)

1
t−1 Li < λ

0 Li ≥ λ

(7)

Meanwhile, Wang et al. [19] incorporated PSWSPL into
Adaboost and demonstrated that this improvement method
performs better than other popular SPLBoost methods when
dealing with training data with outliers. We will refer to the
improved algorithm that only uses PSWSPL to reconstruct
the objective function of Adaboost as PSWSPLAdaboost.

Li et al. [20] proposed an adaptive mixture weight self-
paced learning (AMWSPL) method, which has the following
form:

f a(V ; λ ) =

∑n

i=1
(
λ1 − λ2

t
vti − λ1vi) (8)

vi =


1,Li ≤ λ2

(
λ1 − Li
λ1 − λ2

)
1
t−1 , λ2 < Li < λ1

0,Li ≥ λ1

(9)

Meanwhile, since the values of parameters such as learning
rate in SPL often depend on human experience to set, Li et
al. used an iterative threshold adaptive parameter finding
algorithm to determine the parameters t, λ1, λ2, and the gen-
eral flow of this iterative threshold adaptive parameter finding
algorithm is shown in Algorithm 1.

And each round of training calls the λ generated by
Algorithm 1 to computationally generate the remaining
3 parameters used to update V

λ
m
1 =

 Iteration_threshold(L0) m = 0

λ
m−1
1 +

average(Lm) ∗ r
m

m > 0
(10)

λ
m
2 = Iteration_threshold(Lm

λ
m
1
) (11)

t = tan((1 −

len(Lm
λ
m
1
)

2 ∗ len(Lm) + 1
) ∗

π

2
) (12)

where Iteration_threshold denotes Algorithm 1, average(Lm)
denotes the mean of the sample loss distribution under the
roundm,Lλ denotes the new distribution consisting of sample
losses with loss values less than λ , and r denotes the learning
rate of the regulated self-paced learning process. The method

Algorithm 1 Iterative Threshold Adaptive Parameter Finding
Algorithm
Input: sample loss value sequence L; maximum number of
iterations M
Output: Parameter λ

1. Find the maximum, minimum loss values in lmax, lmin.
And let the initial threshold value be l0 =

lmax+lmin
2

2. for k=0 to M:
3. Divide L into two parts greater than lk and less than lk

according to the threshold lk

4. Calculate the quantity of loss value less than lk and
greater than lk in L respectively: numless, numgreater ,
and find the average grayscale value of these two com-
ponents.

ld =

∑
L(i)<lk L(i)

numless

lu =

∑
L(i)>lk L(i)

numgreater

5. Update the threshold for the next round

lk+1
=
ld + lu

2
6. End for
7. Get the final threshold value λ = lM+1

proposed by Li et al. [20], an adaptive mixture-weighted self-
paced learningmethod (AMWSPL), is formulated as follows.
This approach extends the mixture weight to a more general
form by introducing a polynomial mixture-weighted regu-
larization term. Additionally, the adaptive parameter-solving
framework alleviates the importance of human experience in
determining parameters. To differentiate it from the improved
algorithm proposed in this paper, we will refer to the
algorithm that only utilizes AMWSPL to reconstruct the
objective function as AMWSPLAdaboost.

III. THE METHOD PROPOSED IN THIS PAPER
A. SPLADABOOST
In this chapter, we will use the AMWSPL introduced in
the previous chapter to optimize the objective function of
the traditional Adaboost algorithm, and propose a general
SPLAdaboost algorithm framework. Before that, we will first
analyze the training principle of traditional Adaboost.

The traditional Adaboost classification algorithm uses an
exponential loss function to approximate the 0/1 loss function
instead.And the objective function for finding the best weak
classifier G∗

m in the round m and for calculating the corre-
sponding weak classifier weights α∗

m is shown in (13),(14).

{α∗
m,G∗

m} = argmin
α,G

∑N

i=1
wmi exp(−yiαmGm(xi)) (13)
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where wmi = exp(−yifm−1(xi)) denotes the weight of the
ith sample in the mth round, and fm−1 denotes the strong
classifier integrated from theweak classifiers generated under
the previous m-1 rounds at the round m.

Solving this objective equation yields: the selection strat-
egy of the optimal weak classifier G∗

m for the round m is

G∗
m = argmin

G

∑
i=1N

wmiI (yi ̸= Gm(xi)) (14)

I (yi ̸= Gm(xi))

{
0 yi = Gm(xi)
1 yi ̸= Gm(xi)

(15)

And the corresponding weak classifier weights α∗
m are

calculated as

α∗
m =

1
2
ln

1 − em
em

(16)

em =

∑N
i=1 wmiI (yi ̸= Gm(xi))∑N

i=1 wmi
(17)

where em denotes the error rate. Upon observing the Eqs (16)
and (17) above, it can be noticed that the traditional Adaboost
algorithm is a direct algorithm guided by the error rate.
In each round, the best weak classifier is selected based on the
lowest error rate, and the weight of the weak classifiers in the
final ensemble is only related to the classification error rate.
Adaboost also assigns larger weights to samples with larger
loss values, which may be outliers. Assigning larger weights
to these outlier samples may cause the subsequent weak
classifiers to be biased towards these outliers and ignore the
normal samples, leading to poor learning performance of the
trained model on normal samples. To reduce the occurrence
of this overfitting phenomenon and improve the robustness
of the model, many researchers have made improvements
from the perspective of the objective function, sample update
method, weak learner selection strategy, etc. In this paper,
we will optimize the traditional Adaboost objective func-
tion by incorporating AMWSPL. After introducing sample
weights V and self-paced regularization term, the original
objective (13) becomes:

{α∗
m,G∗

m} = arg min
α,G,V

[
∑

i=1N
viwmi exp(−yiαmGm(xi))

+

∑N

i=1
(
λ1 − λ2

t
vit − λ1vi )] (18)

From (9), V can be directly used as a constant when solving
for. α,G

G∗
m = argmin

G

∑
i=1N

viwmi exp(−yiαmGm(xi )) (19)

Here we approximate the expansion to the second order
using Taylor expansions [20], and since considering yi ∈

(−1, 1),Gm ∈ (−1, 1) the final weak classifier selection
strategy for AMWSPLAdaboost becomes

G∗
m ≈ argmin

G

∑N

i=1
viwmi(1 − yiαmfm−1(xi)+

α2
mfm−1(xi)2

2
)

= argmin
G

∑N

i=1
viwmi(yi − αmfm−1(xi))2 (20)

The following solution is available at α∗
m.

α∗
m = argmin

α

∑N

i=1
viwmi exp(−yiαmGm(xi))

= argmin
α

∑N

yi=Gm(xi)
viwmie−α

+

∑N

yi ̸=Gm(xi)
viwmieα

= argmin
α

[
∑N

yi=Gm(xi)
viwmie−α

+

∑N

yi ̸=Gm(xi)
viwmie−α

−

∑N

yi ̸=Gm(xi)
viwmie−α

+

∑N

yi ̸=Gm(xi)
viwmieα]

= argmin
α

∑N

i=1
viwmie−α

+ (eα − e−α)

×

∑N

i=1
viwmiI (yi ̸= Gm(xi)) (21)

The derivative of α is given by making the derivative
function 0 and dividing both sides by

∑N
i=1 viwmi, and (21)

is rewritten as

(eα + e−α)eam = e−α

(e2α + 1)eam = 1

α =
1
2
ln

1 − eam
eam

(22)

where at this point eam is the error rate of AMWSPLAdaboost

eam =

∑N
i=1 viwmiI (yi ̸= Gm(xi))∑N

i=1 viwmi
(23)

Since (21) is a convex function, the local minimum found
after taking the derivative of α is the global minimum, i.e.,
α obtained from (22) satisfies α = α∗

m. By comparing the
traditional Adaboost algorithm, it is easy to see that AMWS-
PLAdaboost is no longer guided solely by the error rate.At the
same time, considering the above SPL methods, the general
core is to change the construction of V. Therefore, after using
these SPLs to optimize the Adaboost, the weight calculation
of the weak learner and the decision are the same.For this
reason, the SPLAdaboost algorithm framework is unified in
this paper, as shown in Algorithm 2

B. D-AMWSPLADABOOST ALGORITHM
In the credit card fraud detection problem, the number of
sample categories is extremely imbalanced. As the model’s
precision is greatly affected by the ratio of positive and
negative samples, we attach more importance to the model’s
generalization performance rather than its precision in the
credit card fraud detection scenario [21]. In ensemble learn-
ing, the final model’s generalization performance is not only
related to the accuracy of weak classifiers but also to the
diversity between the weak classifiers participating in the
ensemble. Krogh et al. [22] proposed the following formula
to illustrate the relationship between the diversity and accu-
racy of weak classifiers on the final ensemble accuracy.

E = Ē − Ā (24)

where Ē denotes the weighted mean of the generalization
error of the weak learners and Ā denotes the weighted mean
of the diversity among the weak learners. The equation
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Algorithm 2 SPLAdaboost Algorithm Framework
Input: training set D = {(x1, y1), (x2, y2) . . . . . . ..(xn, yn)},
maximum number of cycles T.
Output: Strong classifier H(x)

1. Sample weights initialization:

D = {d(1), d(2), . . . ..d(N )},

V = {v(1), v(2), . . . .v(N )},

d1(i) =
1
N

, v1(i) = 1, i = 1, . . . . . .N

2. for m = 1 to T do:
3. Training on the training set to obtain the weak classifier

Gm
4. Calculate the error rate eam of Gm on the training set

according to (23)
5. Calculate the weights αm of Gm according to (22)
6. The best base classifier G∗

m for this round is selected
according to (20)

7. Integration of weak classifiers according to weighted
voting G∗

m

fm = fm−1 + αmG∗
m

8. Update the sample weight distribution

Dm+1(i) =


Dm(i)
Zm

e−αmGm(xi) = yi
Dm(i)
Zm

eαmGm(xi) ̸= yi

=
Dm(i) exp(−αmyiGm(xi))

Zm

(where zm is the normalization factor)
9. Integrate using G∗

m to calculate loss values for each
sample and generate sample loss sequences Lm

10. Update the sample weights Vm+1 using the specified
update method for the chosen SPL

11. end for
12. The final strong classifier is obtained. H (x) = sign(fT )

states that the higher the accuracy of the weak learner
and the greater the diversity, the better the final integration
will be. For this reason, the final integration result may
not be good if we pursue high accuracy of weak learners
and ignore the effect of diversity. And there is no unified
standard about the measure of learner diversity, the most
common ones nowadays are:in pairwise metric:Q-statistic
in pairwise diversity measures, correlation coefficient, Dis-
agreement measure,Double-Fault measure (DF) etc. [23]

Among them, Jiang Zheng et al [24] showed experimen-
tally that the Pearson correlation coefficient between the DF

TABLE 1. Classifier prediction matrix.

and the test error is the largest, indicating that the DF has the
highest correlation with the test error, so the DF is chosen
in this paper to calculate the diversity among classifiers.The
prediction of two different classifiers is shown in Table 1.

And satisfies n11 + n10 + n01 + n00 = m, where the DF is
given by (20),DF ∈ [0, 1], and a smaller DF indicates greater
diversity between the two base classifiers

DF =
n00
m

(25)

In this paper, in order to improve the final integra-
tion, the training process of AMWSPLAdaboost will be
improved i.e. the optimization algorithm proposed in this
paper: D-AMWSPLAdaboost, which is mainly reflected in
the optimization of (15) as

α = sign(α)∗[|α| + λ
∗(1 − DF)] (26)

In this paper, we hope that the composition of the weights
of the new weak classifier will remain with the original
weight formula as the main body, and only secondarily
supplemented with diversity considerations. Because of the
excessive change in the nature of (21), errors may occur in
selecting the best weak classifier for each round, and the
classifier that minimizes the generalization error cannot be
selected, and the speed of model convergence may decrease,
and may even lead to a decrease in the overall model per-
formance.Therefore, in considering the new weak classifier
weights, the sign() representation is first used to still take
the sign of the original weights, ensuring that the prediction
direction of the trained weak classifier remains unchanged.
In other words, the diversity only changes the strength of
the weak classifier’s final participation in the integration,
not the direction of its final decision. Secondly, considering
the different magnitudes of α and DF. Therefore, a diversity
influence coefficient is introduced, and the main role of this
coefficient λ is to act as a trade-off term to balance the
accuracy rate and diversity. Comparing (15) again, it can be
found that the weight of the final weak learner involved in
the integration is composed of both the error rate (which
is directly related to the accuracy rate) and the diversity of
that weak learner. Also for the same error rate, the classifier
with greater diversity will have a greater weight and will
eventually be chosen more favorably in each round.

However, since there is no quantitative formula for accu-
racy and diversity, if λ is taken too large, it will be
over-corrected and will definitely affect the learning per-
formance of the final model, while if it is taken too small,
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FIGURE 1. Curve of AUC value with λ at different learning rates.

FIGURE 2. D-AMWSPLAdaboost rough flow chart.

it will not be corrected, so how to adjust λ is a critical
issue, while λ equals to 0 is equivalent to not considering
the influence of diversity, i.e., the original model is used.
As shown in Fig. 1 through experiments, we found that λ

in the interval of (0,0.6), the AUC value of the model is
generally better than λ when it is equal to 0, while the
curve fluctuates more when λ is greater than 0.6, indicating
that the model is less robust under this interval, and the
model performance decreases instead with the increment
of λ . In this paper, the grid search method is used to
determine the appropriate λ .Finally, we refer to the opti-
mized AMWSPLAdaboost as D-AMWSPLAdaboost,The
general flow of D-AMWSPLAdaboost is shown in
Fig. 2.

IV. EXPERIMENT
To verify whether the proposed D-AMWSPLAdaboost
algorithm is superior to other Adaboost variants in
credit card fraud detection, this paper conducts exper-
iments on different datasets to compare MWSPLAd-
aboost,PSWSPLAdaboost,AMWSPLAdaboost,
PF_AWTAdaboost, and D-AMWSPLAdaboost. To avoid
interference from other factors, decision stumps are used as
weak learners in the model training process.

A. PERFORMANCE EVALUATION METRICS
The traditional dichotomous evaluation metrics include Pre-
cision rate, Recall rate, ROC curve and F-index. We divide
the samples as follows: when the actual sample value is
positive, the classifier predicts the positive case as positive
TP; when the actual sample value is negative, the classifier
predicts the positive case as false positive FP; when the actual
sample value is negative, the classifier predicts the negative
case as true negative TN; when the actual sample value is
positive, the classifier predicts the negative case as false
negative FN. Thus, we have.

Precision rate : P =
TP

TP+ FP
(27)

Recall rate : R =
TP

TP+ FN
(28)

They represent the prediction accuracy and recognition
ability of the model for positive class samples, respectively,
but obviously there is a mutual constraint between these two
metrics, the best case would be high for both metrics, but the
actual situation is usually high for one metric and low for the
other. In contrast, the F1 value can be a good balance of both
accuracy and recall.

F1 =
2∗P∗R
P+ R

(29)

In addition to this, ROC is a graphwith FP/(FP+TN) (False
positive rate) as the horizontal axis and TP/(TP+FN) (True
case rate) as the vertical axis, which reflects the visualization
of Precision rate and Recall rate constraints under different
parameter thresholds, AUC value is the area enclosed by the
ROC curve, which is a quantitative representation of the ROC
curve. It is usually a performance indicator used to reflect the
measure of learner’s strengths and weaknesses. The larger
the AUC value, the better the overall performance of the
classifier.

In unbalanced classification, an increase in minority class
accuracy is often accompanied by a decrease in majority class
accuracy. Therefore, AUC and F1 are often used to evaluate
the overall performance of unbalanced classifiers [25]. The
credit card fraud detection problem is a typical class of unbal-
anced classification problem, so the AUC value as well as the
F1 value are used as evaluation metrics in this paper in order
to assess the comprehensive performance of the model.

B. CREDIT CARD FRAUD DATASET
To validate the effectiveness of our proposed approach,
we conducted more experiments using a publicly avail-
able dataset of credit card transactions. In this chapter,
we use a dataset containing transactions made by Euro-
pean cardholders using credit cards in September 2013 on
the kaggle platform, which contains 24,357,143 legitimate
credit card transactions and 29,757 fraudulent transactions.
The attributes from V1 to V28 do not have specific names
because they have been desensitized in advance to protect
the sensitive information of users. The final sample label
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FIGURE 3. Performance of each algorithm on credit card fraud dataset.

value of 1 indicates a legitimate transaction and -1 indicates
a fraudulent transaction. Before training the model we first
processed the dataset for missing values and undersampling.
The final sample size of the dataset is 1108, of which 70%
is taken as the training set and 30% as the test. The change
curves of AUC value and F1 value of each algorithm on this
dataset with increasing number of iterations are obtained as
shown in Fig. 3.

From the Fig.3, we can find that D-AMWSPLAdaboost
outperforms the other algorithms on the credit card fraud
dataset in aggregate. The AUC value of D-AMWSPLAda-
boost is 1.41% higher than the traditional Adaboost
algorithm and 0.85% higher than the AMWSPLAdaboost
algorithm when all the algorithms converge. The F1 value
of D-AMWSPLAdaboost is 0.47% higher than the con-
ventional Adaboost algorithm, and 0.467% higher than
the AMWSPLAdaboost algorithm. It also converges faster
than other algorithms: D-AMWSPLAdaboost converges at
30 iterations, while the traditional Adaboost algorithm con-
verges at 140 iterations, and the fastest AMWSPLAdaboost
algorithm converges at about 60 iterations. AMWSPLAd-
aboost has better robustness than other Adaboost improve-
ment algorithms. However, it is obvious from Figure 3 that
D-AMWSPLAdaboost suffers more from underfitting than
other algorithmswhen the number of iterations is small, so we
should try to avoid setting fewer iterations when using D-
AMWSPLAdaboost in practice. Collectively, the improved
algorithm proposed in this paper is advantageous in credit
card fraud detection compared to other Adaboost improved
algorithms.

C. OTHER DATASET
In order to verify that the improved algorithm proposed in
this paper is also applicable to other scenarios, we selected
18 binary classification datasets from three mainstream data
platforms, Kaggle, UCI, and OpenML, and performed the
same data preprocessing as in the previous section, the exper-
imental results of each algorithm are shown in Fig. 4 and
Fig. 5.

FIGURE 4. AUC values of each algorithm on different data sets.

FIGURE 5. F1 values of each algorithm on different data sets.

Observing Figs. 4 and 5, we can see that the AMWS-
PLAdaboost algorithm performs better than the other two
SPLAdaboosts in terms of overall performance. The main
reason is that the parameters of AWMSPLAdaboost are
determined by an adaptive algorithm, while the other SPLAd-
aboosts rely more on human experience to figure out, and
the reliance on grid search not only leads to a significant
increase in model training time, but also makes it more
difficult to set the parameter search range, so it is more rea-
sonable to use the AMWSPLAdaboost algorithm to train the
model in a practical scenario. AMWSPLAdaboost algorithm
to train the model is more reasonable in practical scenarios.
The D-AMWSPLAdaboost algorithm, which is optimized
on the basis of AMWSPLAdaboost in this paper, has better
comprehensive performance than AMWSPLAdaboost and
PF_AWAdabooost, as shown in the 18 data sets:

In terms of AUC values, D-AMWSPLAdaboost achieved
a total of 16 highest values, with a maximum improve-
ment of 13.79% compared to the Adaboost algorithm,
5.346% compared to the AMWSPLAdaboost algorithm, and
9.253% compared to the PF_AWTAdaboost algorithm. For
the F1 value, D-AMWSPLAdaboost achieved a total of
13 highest values, with a maximum improvement of 17.01%
compared to the Adaboost algorithm, 9.51% compared to
the AMWSPLAdaboost algorithm, and 21.58% compared
to the PF_AWTAdaboost algorithm. However, in the two
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datasets of Stroke andWater_Quality, D-AMWSPLAdaboost
also performed poorly, with AUC values of 0.634005 and
0.567059.

Finally, D-AMWSPLAdaboost outperforms all the com-
pared Adaboost optimization algorithms in this paper, indi-
cating that the improvement method proposed in this paper is
effective in improving Adaboost, and D-AMWSPLAdaboost
can be applied to other scenarios in addition to credit card
fraud.

V. CONCLUSION
In this paper, the latest self-paced learning method with adap-
tive hybrid weights is embedded into the objective function
of the Adaboost algorithm, thereby changing the traditional
weak classifier selection strategy of Adaboost, which is solely
based on the error rate. The SPL algorithm used in this
paper has an adaptive threshold iterative parameter algorithm,
which is more convenient for selecting parameters compared
to other SPL algorithms. In addition, when calculating the
weights of weak classifiers, the influence of diversity on
model decision accuracy is considered, and DF is used to
measure the diversity among weak classifiers. The strength
of participation of weak classifiers in decision-making is
changed, but the direction of decision-making is not changed,
thereby reconstructing the weak classifier weight update
method. Finally, D-AMWSPLAdaboost is compared with
several Adaboost improvement algorithms in experiments on
credit card fraud datasets and other datasets. In the credit
card fraud dataset, compared to the traditional Adaboost
algorithm, D-AMWSPLAdaboost increased the AUC value
by 1.41% and the F1 score by 0.47%, and it also had faster
convergence speed than other algorithms. In other datasets,
compared to the Adaboost algorithm, D-AMWSPLAdaboost
achieved the highest improvement of 13.79% in terms of
AUC value and 17.01% in terms of F1 score. Therefore, the
experiments show that the proposed D-AMWSPLAdaboost
algorithm can enhance the robustness of the traditional
Adaboost algorithm and be effectively applied to credit card
fraud detection.
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