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ABSTRACT The application and comparison of U-Net convolutional neural network architectures is
proposed in this work to guarantee a fast and accurate convergence of inverse scattering problems solved by
Born iterative method, even in the presence of strong scatterers. Starting from a preliminary configuration
proposed by the authors in some recent papers, two variants are introduced and discussed to significantly
reduce the computational cost, while guaranteeing convergence with very high accuracy in the dielectric
profiles reconstruction when considering strong scatterers, such as tumors, thus working as a regularization
process to mitigate the induced non-linearity. As a further enhancement, a novel approach is introduced
which integrates U-Net and Resnet models to realize a segmentation process, thus leading to the effective
feature extraction and the accurate identification of anomalies within healthy tissue. Numerical assessments
on a variety of breast models including abnormal lesions are discussed to successfully validate the proposed
machine learning approach, through the adoption of properly defined evaluation metrics.

INDEX TERMS Inverse scattering problem, machine learning, Born iterative method, convolutional neural
networks, breast cancer, tumor segmentation.

I. INTRODUCTION extract unknown parameters using nonlinear optimization

Inverse Scattering Problems (ISPs) arise in microwave imag-
ing procedures to identify, from the measured scattered field,
the size, position, shape, and constitutive properties of a tar-
get, including its relative permittivity and conductivity. They
give the basic mathematical formulation usually required in
many physical contexts, such as biomedical imaging [1],
through-the-wall imaging [2], remote sensing [3] and geo-
physics [4]. Nonlinearity and ill-posedness remain significant
challenges in ISPs. In general, conventional ISP approaches

The associate editor coordinating the review of this manuscript and

approving it for publication was Larbi Boubchir

with regularization terms [5]. The distorted Born iterative
method (DBIM) [6], the contrast source inversion (CSI)
approach [7], [8], and the subspace optimization method
(SOM) [9] give some examples of typical nonlinear ISP meth-
ods. These approaches are significantly powerful to solve
ISPs in a wide variety of applications, but they still demand
for large computational costs, and the image quality can be
drastically deteriorated in those cases dealing with severe
nonlinearities and strong scatterers.

To address the above issues of high computational cost
and lower reconstruction accuracy, machine learning-based
inversion algorithms [10], [11] can be applied. In particular,
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deep convolutional neural networks (CNN) have revealed to
provide a promising method for solving inverse issues in
recent years, due to the increasing availability of very big
datasets, as well as the associated growth in the computational
capacity [12], [13]. As a matter of fact, CNN-based tech-
niques have been successfully adopted for X-ray computed
tomography [14], computational optical imaging [15] and
magnetic resonance imaging [16].

Establishing a correlation between a conventional iterative
solution approach for inverse electromagnetic scattering with
a deep convolutional neural network (DCNN) is feasible.
Specifically, a dielectric imaging technique including CNN
assistance is introduced in [17], with the objective to extract
the maximum information from magnetic resonance (MR)
images, resolve the microwave inverse scattering problem,
and produce accurate dielectric images. The study presented
in [18] explores the correlation between traditional itera-
tive inverse-scattering algorithms and DNNs to create the
DeepNIS network. This network includes three successive
CNNs which analyze an image generated by backpropaga-
tion (BP) to estimate the dielectric distribution with high
precision. Some of these powerful algorithms also adopt
traditional CNN architectures, such as U-NET [19], which
is based on a fully convolutional network model [20], where
the fundamental objective is to extend a conventional con-
tracting network by adding successive layers, with the aim
of exchanging pooling operators for up-sampling operators
in each succeeding layer. The authors of [21] have intro-
duced the framework LeNet-5, a relatively simple design.
Different versions of this network have been evaluated on
the standard MNIST database, and this network performed
exceptionally well. AlexNet, another classic network, was
introduced in [22], where the authors evaluated the network
on the ImageNet dataset, likewise demonstrating outstanding
performance. ResNet, an enhanced convnet architecture, was
presented in [23]. The ImageNet database was used to test the
performance of this residual network, which achieved posi-
tive results. Recursive neural network topologies [24], [25]
influenced by proximal gradient algorithms, which alternate
between CNN blocks and steeper descent steps, have been
also developed.

These architectures have revealed superior performance in
a variety of circumstances; however, training neural networks
can be computationally expensive, as well as requiring large
amounts of data to obtain the desired accuracy. To imple-
ment an acceptable solution, giving a balanced compromise
in terms of computational load and accuracy degree, it is
essential to analyze the following factors: selecting a poten-
tially effective ““optimal” network architecture, choosing the
optimal network hyper-parameters, identifying the amount of
data needed for training, and checking to see if training can
be accomplished within the required cost.

The framework proposed in this work combines the
Born Iterative method (BIM) with a quadratic program-
ming approach to tackle the inverse problem and exploit
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the capabilities of CNNs for deep learning-based image
reconstruction and segmentation. The main focus is to exam-
ine the performance of three architectures incorporating
U-Net for the reconstruction of breast dielectric profiles and
U-Net+Resnet18 to perform tumor segmentation. The first
inspiring architecture for reconstruction is originally intro-
duced in our preliminary papers [26], [27], [28], and the other
two are specifically conceived to significantly reduce the
computational cost, by leaving unchanged the reconstruction
accuracy. The purpose is to choose the best CNN model
for breast phantom reconstruction and tumor segmentation.
To assess the proposed architectures, we examine the recon-
struction of three breast models using data from the available
repository of the University of Wisconsin Computational
Electromagnetics Laboratory (UWCEM) [29]. The analysis
for the reconstruction and segmentation is concentrated on
the estimation of the execution time initially for the quadratic
BIM, followed by the estimation of the training time for each
epoch, the total time used by the entire proposed (approach)
and the reconstruction time after training.

The remaining of the paper is organized as follows.
Section II describes the formulation of the ISP and the BIM,
the different characteristics of the three types of proposed net-
works, and the segmentation procedure. The comparison and
the evaluation of results achieved with the different network
architectures are discussed in Section III. Finally, conclusions
are outlined in Section IV.

Il. METHODOLOGY

A 2-D transverse-magnetic scenario is considered in the
present work [10]. In particular, N; line sources illuminate a
domain of interest D, where electromagnetic waves interact
with scatterers. The scattered field is then collected at surface
S by N, antennas. (see scenario at the left side of Fig. 1).

A BIM strategy is considered which optimizes the inverse
subproblem using Quadratic Programming approach [30],
making it possible to employ an exact methodology with
an appropriate mechanism to enforce a specific type of a
priori information, as the upper and lower bounds of the
range of contrast values for the object to be reconstructed.
In the adopted method, the optimization is performed by
minimizing the residual error between the measured scattered
field E$, and the computed scattered field E;), [26], [27], [28],
namely:

M N 2
min ES — ngn xn E!
{Xn}
m=1 n=1
xn€C, n=1,...,N €))]

where:
__J @
gmn—_znkbanjl(kban)HQ (kp [rm — ral) 2
is the discretized version of the Green’s function, and:

o ay = J/AXAy/m;
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FIGURE 1. General framework of the proposed methodology.

o 1y, is the vector position of the n-th pixel in D;

o J1(-) is the Bessel function of the first kind;

. Héz)(-) is the Hankel function of the second kind of
order 0;

o ky = w./epno is the wavenumber of the homogeneous
medium background with relative permittivity &;

e Xn is the contrast value at r;,, which is defined as: x (r) =
el | _ o)
€n, wep

o E] is the total electric field at position r;,.

This section describes the procedure performed to achieve
the highest detection accuracy, with minimum computational
cost, to detect breast tumors using microwave tomography,
even in the presence of strong scatterers ideally prevent-
ing the Born approximation [31]. The ISP is initially
solved using the quadratic BIM described above, and then,
to enhance the reconstruction, a Machine Learning model is
applied, by considering three different U-Net architectures,
with the final end to reduce the overall computational cost.
Each U-Net architecture adopted to reconstruct the breast
images also includes a second U-Net model with a Resnet
backbone, which is created and trained to carry out the tumor
segmentation task. The general framework of the proposed
methodology is shown in Fig. 1.

A. INVERSE SCATTERING PROBLEM

The scattering process recovers the spatial distribution of
dielectric parameters. This procedure is executed by employ-
ing three MRI (Magnetic Resonance Imaging) heterogeneous
numerical breast phantoms (Class 1, Class 2, Class 3)
from the available Repository of the University of Wiscon-
sin Computational Electromagnetics Laboratory(UWCEM)
[29]. This online repository contains a collection of
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anatomically realistic MRI-based numerical breast phantoms
which incorporate the realistic dispersive dielectric character-
istics of normal breast tissue between 0.5 and 20 GHz. In the
present work, a single 1GHz frequency is adopted. BIM with
quadratic programming is applied to solve the forward prob-
lem with 11 transmitting antennas and 11 receiving antennas,
as shown in Fig. 1. The diameter of the acquisition circle is
equal to 20 cm. The background medium permittivity is fixed
to 10, with zero conductivity (ideal lossless medium), while
breast phantoms have a realistic range of permittivity between
a minimum of 2.5 and a maximum of 67. As demonstrated in
our previous works [26], [27], [28], it is not possible to obtain
a sufficient and accurate reconstruction using the quadratic
BIM model only. In order to overcome this issue, a data col-
lection containing simulations of the various breast phantoms
is created by solving the ISP. Therefore, the technique based
on the BIM model and quadratic programming seeks to obtain
as many samples as possible, including the permittivity and
conductivity distribution of the breast models. Each sample
consists of a permittivity and conductivity distribution vector
with a 128 x 128 element resolution. A total of 1500 samples
of three types of phantoms (from the least dense to the most
dense one) are simulated by introducing tumors in random
positions inside the breast tissue with diameters between
0.6 cm and 1.6 cm. The distribution and quantity of samples
are depicted in Fig. 2. Subsequently, all samples are separated
into a training set and a validation set, to be trained in the
convolutional neural network stage.

B. CONVOLUTIONAL NEURAL NETWORK
As shown in Fig. 1, a Machine Learning model is per-
formed to overcome the limitations of BIM, thus enhancing

66065



IEEE Access

S. Costanzo et al.: Fast and Accurate CNN-Based Machine Learning Approach

FIGURE 2. Breast phantoms and number of different samples. a)Class 1:
500 samples, b)Class 2: 500 samples and c)Class 3: 500 samples.

the reconstruction of dielectric profiles. In order to accom-
plish for this, CNN is based on the U-net [19], which is
initially created for segmentation. Several specific features
of its architecture make it suitable for our goals. For this
procedure, images from the breast imaging dataset estimated
by the BIM are resized for use as input to the CNN. The
strength of the U-Net architecture is related to its ability to
identify unclear and jagged discontinuities and boundaries,
otherwise strongly difficult to be detected with conven-
tional methods, especially regarding tumor region detection
issues. In this paper, three CNN architectures are discussed,
namely:

1) The first architecture is introduced in our previously
published works [26], [27], [28] and reported in Fig. 3.
This network is based on a (CNN) and consists of an
encoding and a decoding part. The input image from
the network is of size 128 x 128 pixels. The con-
tracting path employs two 3 x 3 convolutional layers
with stride 1, containing 128 filters of size 128 x 128;
each convolution is followed by batch normalization
and rectified linear unit (ReLU). Next, a max pooling
operation of 2 x 2 with stride 2 is applied; in this case,
the filters are doubled to 256, and the size of the feature
maps is reduced to 64 x 64. The lower level consists
of two 3 x 3 convolutional layers and a 2 x 2 max
pooling layer; consequently, the number of filters is
increased to 512, and the size of the feature map is
reduced to 32x32. The expansive path can resample the
feature maps from the bottom up to recover the original
dimensions of the input images, by means of a 2 x 2
up-sampling layer followed by two 3 x 3 convolu-
tions, with batch normalization and rectified linear
unit (ReLU). In this instance, the filters are reduced
from 256 to 128, and the size of the feature maps is
doubled to 64 x 64. The same process is repeated at the
next level of the expansive path of the network, yielding
128 filters and a dimension of 128 x 128 pixels. In the
expansive path there are also two concatenations with
the corresponding feature maps of the contractive path,
which allows extracting the most important features
of the previous layers and joining them to the current
layers. The final layer is a 1 x 1 convolution to map the
feature vector to the final prediction.

2) Regarding the second architecture, depicted in Fig. 4,
a modification is performed to the previous network.
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FIGURE 5. lllustration of the U-net architecture 3.

In particular, one convolution level is increased, and the
number of filters in each layer is halved from 128 to 64.
3) The third architecture, illustrated in Fig. 5, maintains
the same number of network levels as in case 1, but
only reducing the number of filters from 128 to 64.

The modifications made in cases 2 and 3 are intended to
simplify the architecture and reduce the training computa-
tional cost.

1) TRAINING PROCEDURE

As regarding the training stage, 1500 images generated with
the quadratic BIM algorithm are adopted. The images esti-
mated by the quadratic BIM are resized from 64 x 64 to
128 x 128 pixels, and they are used as input for the three
CNN architectures described in the previous paragraph. The
dataset is randomly divided into 80% for training and 20%
for network validation. The test set is constructed from data
distinct from the training set, 10dB and 20 dB of white
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Gaussian noise are also introduced. The test set is used to
validate the generalization capability of the model.

C. TUMOR SEGMENTATION
The segmentation process of the images obtained from
each U-Net architecture is incorporated into our proposed
approach to enhance the precision of breast tumor detec-
tion and identification. The segmentation task employs an
extended version of the U-Net architecture, which integrates
ResNet-18 as a backbone for feature extraction. The dielec-
tric profiles reconstructed in the preceding step are used
as input for the network, while the tumor masks repre-
sent the output, as depicted in Figure 6. In this case, the
ResNet-18 architecture is applied instead of the traditional
U-Net encoder path. Specifically, the ResNet-18 [32], [33]
model is a convolutional neural network characterized by
its deep architecture and residual connections. The structure
is composed by 18 layers, which include residual blocks.
The utilization of residual connections enables the direct
propagation of gradients from subsequent layers to earlier
layers, thereby facilitating the learning process of the network
and mitigating the issue of fading gradients. The utiliza-
tion of residual connections within ResNet-18 facilitates the
acquisition and retention of pertinent features throughout the
encoding procedure. The aforementioned characteristics can
be subsequently employed by the decoder path to achieve
precise segmentation.

In the following, the individual components of the pro-
posed segmentation network is described in detail.

o Encoder Path (Resnet 18):
The input to the network is a single-channel image with
a dimension of MxM (128 x 128) pixels. The initial
layer (Layer 1) includes a convolutional layer with a
kernel size of 7 x 7, featuring 64 filters, a stride of 2,
and a padding of 3. Batch normalization is implemented
on the output of the convolutional layer, followed by
the Rectified Linear Unit (ReLU) application as the
activation function. Then, a max pooling operation is
executed with a kernel size of 3 x 3, a stride of 2, and
a padding of 1. ResNet-18 comprises residual blocks,
namely layer2, layer3, layer4, and layer5, each encom-
passing two basic blocks. The basic blocks consist of
a pair of 3 x 3 convolutional layers, each with 64, 128,
256, and 512 filters, respectively. The utilization of batch
normalization and ReLU activation is implemented after
every convolutional layer. The downsampling process
is executed within the layer3, layer4, and layer5 blocks
through convolutional layers featuring a stride value of
2. In addition, skip connections are established within
the downsampling blocks to concatenate feature maps
originating from the encoder path to those on the decoder
path.
o Decoder Path:

The part responsible for decoding includes a sequence
of three deconvolutional blocks. Each deconvolutional
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FIGURE 6. U-Net architecture, which incorporates a ResNet18 backbone
for tumor segmentation.

block executes upsampling through the utilization of
transpose convolution with a kernel size of 2 x 2 and
a stride of 2. Each block also includes a pair of con-
volutional layers which use a kernel size of 3 x 3.
After each convolutional layer, Batch Normalization and
ReLU activation functions are implemented.

The output block executes the final upsampling pro-
cess by utilizing transpose convolution. The architecture
comprises a convolutional layer with a kernel size of
3 x 3 and 64 channels. The convolutional layer is
followed by applying Batch Normalization and ReLU
activation. The network output is achieved by employing
a 1 x 1 convolutional layer which produces two output
channels, corresponding to the number of segmentation
classes.

The involved network optimization process adopts the loss
function Binary cross-entropy (BCE) with logits loss [34].
This function applies the sigmoid activation function to the
network outputs, thereby constraining them from O to 1. The
binary cross entropy function is computed using the following
equation:

N
1 ~ ~
Lpce == > pinpi+ (1= p) In(1 =)l (3)
i=1
where p; represents the predicted probability of the i-th pixel,
and p; gives the ground-truth value for the same pixel.

Ill. NUMERICAL RESULTS

In this section, three numerical examples are provided to
illustrate the effectiveness of the deep neural network-based
inversion and segmentation strategy for breast imaging. The
first numerical scenario evaluates the performance of the
three proposed U-Net models for reconstructing the dielectric
profile and then performing the tumor segmentation task
for a sparse breast model (Class 1), the second numeri-
cal scenario for a slightly dense breast model (Class 2),
and the third numerical scenario for a dense breast model
(Class 3). In addition, white Gaussian noise contamination
with a signal-to-noise ratio (SNR) equal 10 dB and 20 dB is
added to data for the three phantom scenarios, with the aim
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TABLE 1. Evaluation metrics performed by the three types of U-Net architecture.

Quadratic BIM Quadratic BIM+CNN Quadratic BIM+CNN Quadratic BIM+CNN
(FreeNoise) (10dBNoise) (20dBNoise)

Re[%] | RMSE | RZ | Re[%] | RMSE | R? | Re[%] | RMSE | R? | Re[%] | RMSE | R?

U-Net1 Class1 16.74 5.38 0.27 4.57 2.07 0.89 | 17.91 5.37 0.44 7.31 2.77 0.84
Class2 | 24.49 7.19 0.13 592 2.14 092 [ 17.37 7.06 0.13 7.39 3.52 0.80

Class3 | 26.97 10.16 | 0.18 3.34 1.27 098 | 15.72 6.09 0.53 7.08 3.38 0.87

Mean | 22.73 7.58 0.07 4.61 1.82 0.93 | 17.00 6.58 0.33 7.26 322 0.84

U-Net2 Class1 16.74 5.38 0.27 3.42 1.53 0.94 | 15.58 5.08 0.45 7.38 3.00 0.80
Class2 | 24.49 7.19 0.13 5.56 1.85 093 | 17.99 7.32 0.02 8.77 3.90 0.73

Class3 | 26.97 10.16 | 0.18 3.13 1.09 0.99 10.04 4.61 0.73 547 2.95 0.90

Mean | 22.73 7.58 0.07 4.04 1.49 0.95 | 14.54 5.67 0.40 7.21 3.28 0.81

U-Net3 Class1 16.74 5.38 0.27 4.87 2.10 0.88 | 20.62 6.11 0.26 8.51 3.42 0.75
Class2 | 24.49 7.19 0.13 7.21 2.42 0.90 | 18.37 7.19 0.16 8.81 378 0.77

Class3 | 26.97 10.16 | 0.18 4.71 1.59 0.97 | 17.31 6.09 0.55 8.08 3.68 0.85

Mean | 22.73 7.58 0.07 5.60 2.04 0.92 | 18.77 6.47 0.32 8.34 3.63 0.79
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FIGURE 7. Results obtained for the three U-Net architectures - example of Class 1 breast phantom: permittivity (upper) and conductivity

(lower).
to assess the reconstruction and segmentation capabilities of The aim of the reconstruction procedure is to obtain the
the proposed model. complete image of the breast including the tumors, for which
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the reconstruction quality of the estimated and true images are
compared, through a quantitative evaluation of the proposed
approach, using the following metrics: Percentage Recon-
struction Relative Error R, (see (4)), Root Mean Square Error
(RMSE) (see (5)) and the Coefficient of Determination R?
(see (6)).

TR [
rin rin
Re=— > | ———— x 100% )
N, e
p n=1 r(n)

N 2

Zni]

t
Er(n) ™ Er(n)
Np

RMSE =

&)

where:

. si(n) is the value of the true relative permittivity corre-
sponding to the n-th pixel;
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o & ) is the value of the reconstructed relative permittivity

corresponding to the n-th pixel;

e N, is the total number of pixels.

The coefficient of determination is an essential statisti-
cal measure for determining the prediction accuracy of a
model by quantifying the difference between the estimated
and the actual values. It is represented by the following
formula [35], [36]:

SSres

 SSior

R*=1 (6)

where:
o SSys 1s the sum of squares of residuals, defined as:

N,
SSres = Znil{gi(n) - 8;(71)}2'
o S8 is the total sum of squares, defined as: SS;,; =

N, _ _ N,
2L i{er ) — 91, where y = 357 &7, /N,
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FIGURE 9. Results obtained for the three U-Net architectures - example of Class 3 breast phantom: permittivity (upper) and conductivity

(lower).

Typically, the coefficient R? falls in the range [0, 1]. How-
ever, in some cases it can assume values lying outside this
range [35]. These undesired cases indicate an incorrect fit-
ting, which must be carefully managed.

In the context of tumor segmentation, the Intersection
Over Union (IoU) [37] is employed, which is responsible
for calculating the overlap between the predicted and actual
tumor regions. It leads to quantify how accurately the model
can segment the tumor. The Intersection over Union (IoU)
metric is bounded between 0 and 1. A score of 1 denotes a
complete match between the predicted and the ground truth
masks, while 0 score indicates no overlap between them.
Mathematically, it is expressed as:

NP

= rur @
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where T represents the ground truth mask, while P gives the
predicted mask.

The metrics adopted to evaluate the error of breast recon-
structions using quadratic BIM only are shown in Table 1.
The outcomes of combining quadratic BIM with CNN and the
different levels of added noise are also displayed in Table 1.
A number of 60 images from the test set and the three types
of U-Net architectures are included. In all cases, the proposed
method based on the combination of quadratic BIM with
CNN greatly outperforms the BIM-only model, by a signif-
icant margin. However, measurements of scattered fields in
the real environment will be impacted by noise. To further
evaluate the effectiveness of the suggested method in a real
noisy environment, a 10 dB and 20 dB of white Gaussian
noise is added to the scattered electric field measurement.
Specifically, an example is considered for each class of breast
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FIGURE 11. Tumor segmentation - Results obtained for the three U-Net architectures - Example of Class 2 breast model.

phantom, and it is tested with the three proposed U-Net archi-
tectures. The results of the relative distribution of permittivity
and conductivity for the reconstructed breast models (with
and without noise), corresponding to Class 1, Class 2 and
Class 3, are shown in Fig. 7, Fig. 8 and Fig. 9, respectively.

In the reconstructions with and without noise, U-Net 2 has
the lowest mean relative error with 4.04% (no noise), 14.54%
(10 dB noise) and 7.21% (20 dB noise), followed by U-Net 1
with a mean relative error of 4.61% (no noise), 17% (10 dB
noise) and 7.26% (20 dB noise). U-Net 3 has the highest
relative error with 5.60% (noise), 18.77% (10dB noise) and
8.34% (20dB noise).

On the other hand, the fusion of U-Net and Resnet frame-
works in tumor segmentation exploits the strengths of both
models, resulting into enhanced efficiency and robustness.
Table 2 displays the results of the IoU metric used to evaluate

VOLUME 11, 2023

the segmentation performance of the three breast models
(with and without noise) at the output of each U-Net architec-
ture initially used for reconstruction (U-Net 1, U-Net 2 and
U-Net 3). The proposed segmentation method demonstrates
to be effective in capturing intricate details and nuanced
characteristics of tumors, thereby producing segmentation
outcomes with a mean IoU score of 0.995, 0.996 and 0.994 for
U-Net 1, U-Net 2 and U-Net 3, respectively, in noise-free
environments. For environments with a noise of 10 dB,
a mean IoU of 0.979, 0.976 and 0.978 has been obtained
for U-Net 1, U-Net 2 and U-Net 3, respectively. Finally, for
environments with a noise of 20 dB, a mean IoU of 0.989,
0.989 and 0.988 has been obtained for U-Net 1, U-Net 2 and
U-Net 3, respectively.

Although reconstruction and segmentation of breast tis-
sue produce favorable outcomes for non-dense tissues
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mean IoU
Free Noise 10dB Noise | 20dB Noise
Uery [T [ 0995 0.984 0993
Class2 | 0.993 0972 0.088
Class3 | 0.996 0.981 0.087
Mean | 0.995 0.979 0.089
ClassT | 0.996 0.983 0.992
UNe o 0994 0967 0.986
Class3 | 0.098 0978 0.08%
Mean | 0.99 0.976 0.989
ClassT | 0.995 0.982 0.091
UNe3 2 T 0992 0972 0.986
Class3 | 0.995 0.981 0.987
Mean | 0.994 0.978 0.088

(classes 1 and 2), they may have limitations when dealing
with dense or more complex tissues (class 3). The aforemen-
tioned limitations are particularly evident when reconstructed
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images or segmented tumor regions are exposed to challeng-
ing circumstances, such as the introduction of noise. The
outcomes of tumor segmentation, in the presence and absence
of noise, for the instances reconstructed by U-Net 1, U-Net 2,
and U-Net 3 are depicted in Fig. 10, Fig. 11, and Fig. 12,
respectively. The presence of dense or complex breast tissue
presents difficulties due to its heterogeneous nature, overlap-
ping structures, and increased image disturbance. In some
cases, these factors may prevent the accurate identification
and segmentation of tumors. For instance, the model may fail
to distinguish between tumor regions and the dense tissue
surrounding them. This is observed with a higher incidence in
the class 3 breast model, in the presence of 10 dB and 20 dB
noise.

In contrast, the parameters listed in Table 3 are considered
for the networks training, for both the reconstruction and
segmentation tasks, in terms of computational costs. Regard-
ing the reconstruction of dielectric profiles, the three distinct
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TABLE 3. Model parameterization.

Reconstruction Segmentation
Optimized U-Net+
performance U-Net 1 U-Net 2 U-Net 3 Resnet18
measure
Filters 128 64 64 64
Convolutional 3 4 3 5
layers
Optimizer SGD SGD SGD Adam
Learning Rate | 3.1623e-6 | 3.1623e-6 | 3.1623e-6 3e-4
Weight Decay le-6 le-6 le-6 0
Epochs 51 51 51 40
Time required 36h55 17hours 14hours 13minutes
for training
Time required Ss Ss S5s 3s
for testing

architectures, namely U-Net 1, U-Net 2, and U-Net 3, are
trained. The training process involves a total of 51 epochs,
with each epoch lasting 43, 20, and 16 minutes, respectively.

Conversely, the U-net+ResNet backbone architecture is
trained to perform the tumor segmentation, by using
40 epochs with a duration of 20 seconds per epoch. The
utilization of pre-trained ResNet weights as network ini-
tializations results into an accelerated convergence during
training and a notable decrease in the computational cost.

Once the networks are trained, it took only 5 seconds to
recreate experiments conducted with models independent of
the training dataset. All trainings are conducted on a computer
with 16 GB of RAM, an AMD Ryzen 7 5800 H proces-
sor, Radeon Graphics at 3.20 GHz, and an NVIDIA RTX
3060 graphics card.

Fig. 13 illustrates the Relative Error R, and RMSE in the
evaluation of the reconstruction of breast dielectric profiles,
while the coefficient of determination R? is shown in Fig. 14,
for the test dataset. It can be seen that, as the number of
training epochs for each network increases, the R, and the
RMSE both decrease. In contrast, as the number of epochs
increases, the coefficient of determination approaches 1. This
indicates that the dielectric profiles estimated by the three
proposed network models closely correspond to the ground
truth profiles. The IoU index and loss function curve for
breast tumor segmentation during the U-Net+Resnet back-
bone network training epochs are depicted in Figure 15.
The analysis of the (IoU) metric over the course of both
training and testing indicates a significant improvement in
performance from the initial epochs, with the maximum level
of performance being achieved at epoch 40. Furthermore, the
reduction in loss exhibits a gradual trend over the course of
the training process, indicating that the neural network has
effectively optimized its parameters to minimize the disparity
between its predictions and the actual labels.

IV. CONCLUSION
Inverse electromagnetic scattering for breast imaging is
a typical example of high contrast inversion, and the
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implementation required to achieve a high resolution can
impose very high computational cost. To solve this inverse
problem, while guaranteeing and increasing the accuracy
of breast image reconstruction obtained from the quadratic
BIM method, three CNN configurations based on the U-Net
architecture have been explored and compared in this work,
starting from a basic configuration presented in our recent
preliminary works. Furthermore, after the breast profile
reconstruction, a segmentation procedure is implemented to
detect and remark the boundaries of the tumors present in
the breast tissue. This process employs a novel architecture
which integrates U-Net and Resnet18 to exploit the residual
connections of ResNet-18 and its pretrained weights, thus
resulting into accurate segmentations at a lower expense.
Using a collection of 1500 breast images with tumors in
random places, training and validation samples for each pro-
posed network have been generated. To analyze and validate
the performance, sixty images distinct from the training set
have been employed, considering first images without noise,
and then images with added Gaussian noise. In addition,
a detailed comparison in terms of computing costs and image
reconstruction precision has been conducted, with the aim to
perform the lower computational cost, while guaranteeing the
convergence to an accurate solution, even in the presence of
strong scatterers, thus leading the machine learning procedure
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to work as a regularization process overcoming the induced
non-linearity. Numerical tests performed in noisy as well as
noise-free environments have demonstrated that the proposed
method can effectively reconstruct the distribution of the
dielectric properties for the breast, with a very good ability
to detect abnormal scatterers such as tumors. Nevertheless,
some critical issues have been identified in relation to the
breast model of class 3 and a noise level of 10 dB, where both
the complexity and high density of the model may prevent an
accurate reconstruction. Further studies will be performed to
face and hopefully overcome the above aspects.

In terms of computational costs, the U-Net 2 and U-Net 3
architectures have revealed the fastest computing speeds, thus
demonstrating the strong enhancement as compared to the
initial architecture by the same authors. Additional studies are
being currently developed to explore innovative CNNs with
improved performance in terms of training and testing times.
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