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ABSTRACT This paper deals with the quadrotor craft trajectory tracking problem subject to unknown
disturbance and actuator constraints. A new adaptive sliding mode control (ASMC) with finite-time con-
vergence characteristics is proposed to guarantee quadrotor hovering in spite of parametric uncertainties and
external disturbances. Compared with conventional sliding mode controller (SMC), the proposed adaptive
algorithm has been developed for the vehicle altitude and attitude control, with unknown bounded of lumped
uncertainties. This approach is based on a dynamical adaptive control law to avoid the overestimation
and to ensure the convergence in a finite time. In addition, to solve the actuator saturation problem an
auxiliary system is used. Stability analysis is demonstrated via Lyapunov theory, exhibiting that the proposed
control strategy ensures that all signals of the closed-loop system are bounded and that the tracking errors
are bounded in finite time. Numerical simulations and experimental results are given to illustrate the
effectiveness of the proposed method, in which a comparative study with conventional SMC found in
literature has been made. Experimental validation of the control strategy is carried-out using the parrot
mambo mini-UAV.

INDEX TERMS Adaptive sliding mode control, input saturation constraints, trajectory tracking.

I. INTRODUCTION
Unmanned aerial vehicles (UAVs) have attracted vast atten-
tion due to their use in numerous civil and military tasks
such as strategic reconnaissance operations, crop spraying,
weed detection, photography, etc. Among the different types
of UAVs, the quadrotor is the most used in the field of auto-
matic control due to its great maneuverability and its thrust
to weight ratio, that is better than other’s configurations.
In addition, the quadrotor achieves a stable hover, balancing
the propulsion impulse generated by the four rotors. Unlike
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the ordinary helicopter with its complicated mechanism,
a quadrotor has a simplemechanical configuration that allows
it to achieve the six degrees of freedom motion, driven only
by four rotors placed symmetrically with respect to its small
center of mass [1]. Despite the advantages of this vehicle in
its applications, the design of its flight control system remains
a challenge due to its nonlinear dynamics, limitations of its
actuators and the presence of disturbances and parametric
uncertainties.

A. RELATED WORK ON UAV TRACKING CONTROL
Many control techniques have been developed for quadrotor
helicopters, among which we could name:
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1) LINEAR CONTROLLERS
PID control is one of the preferred algorithms to stabilize the
quadrotor, for example in [2] the concepts of feed-forward
inverse actuator model and the input space redefinition are
explored to extend the performance operating range of a PID
flight controller. LQR approaches are used to design optimal
tracking controllers for UAVS, for instance in [3] a controller
for an unmanned autonomous helicopter slung-load system
under external disturbance is proposed, where the model
is obtained by using the small perturbation linearization
method, considering parametric uncertainty and disturbance.
A fractional-order (PIλD) is proposed in [4]. TheH∞ control
has been used to improve flight stabilization under external
disturbances in [5]. These techniques are limited in their
effectiveness when applied beyond the operational point,
as their success is not guaranteed.

2) NONLINEAR CONTROLLERS
The most commonly used nonlinear control algorithms for
trajectory tracking of UAV are the backstepping based con-
trollers, for instance [6] and [7], and SMC, appearing in [8],
[9], and [10]. The disadvantages of backstepping include low
robustness to uncertainties and disturbances, as well as the
problem of complexity explosion due to repetitive derivations
of the virtual control function. The major inconvenience of
SMC is the chattering phenomenon in the control signals
caused by the discontinuity of this control law. In this context
many works have been conducted on the adaptive control as
in [11] and [12]. The major drawback of these approaches
is the use of intelligent artificial techniques such as neural
networks and fuzzy logic, which considerably increases the
computational cost and complexity of the implementation.
To avoid the previous mentioned disadvantages, a more sim-
ple and powerful adaptive law is proposed and developed,
which has the ability to improve control accuracy and reduce
chattering phenomena.

3) FINITE TIME CONTROL
Finite time control has gained popularity in recent years due
to its numerous benefits over classical control approaches,
such as fast transient response, robustness to external distur-
bances and uncertainties, and the ability to achieve control
objectives in a limited time frame. For instance, in [13],
[14], and [15] authors have studied the finite-time trajectory
tracking for quadrotor, in [16] a similar study was conducted
for an amphibious robot, while in [17] it was carried out for
a reentry vehicle. More recently, a fractional order terminal
slidingmode control that allows the convergence of quadrotor
trajectories in finite time has been proposed in [18]. In [19],
an adaptive command-filtered backstepping SMC has been
proposed for finite-time tracking in the presence of uncertain-
ties and disturbances with an unknown upper bound.

Each one of the previously mentioned studies has its own
advantages. However, when designing a robust nonlinear con-
troller, it is crucial to consider the amplitude of the control

signal in order to prevent actuators from saturating, which
is a constraint on the input signal caused by physical limita-
tions of the actuator devices. Input saturation can cause large
overshoots, reducing the control performance accuracy, and
degrades the system stability. Several works have addressed
this problem, to mention, a robust adaptive controller with an
auxiliary system for Diesel engine air path proposed in [20],
a finite time tracking controller for a quadrotor with input
saturation developed in [21], and an anti-windup compensator
for a quadrotor designed in [22]. In [23], a cascade saturation
controller has been considered for the outer control system,
while a classical PID was used for the inner loop control.
However, as the input saturation constraints are related to
the limitations of the actuators, proof of concept requires
extensive and deep experimental tests, which are often miss-
ing in these studies. Therefore, in addition to theoretical,
simulation, and comparison studies, our work includes an
experimental investigation of the proposed control technique
on the Parrot Mambo mini-UAV.

SMC has been widely used as an effective control method
for systems with uncertainties, ensuring convergence in finite
time [24]. This has made it a popular choice for quadro-
tor trajectory tracking, as is demonstrated in [10] and [25].
Research has also focused on high-order SMC algorithms,
such as those presented in [26] and [27]. Additionally, the
combination of SMC with artificial intelligence techniques
has been explored in works like [28], [29], [30]. Despite
of the advantages offered by SMC, such as finite time con-
vergence and good performance, the proposed technique
requires knowledge of the upper bound of perturbations,
which is often unknown or not constant in practice. As a
result, SMC gains may be overestimated, leading to undesir-
able chattering effects, which is a challenge when the SMC is
implemented.

In light of the drawbacks associated with the conventional
SMC, as described in the preceding paragraph, a significant
number of researchers have directed their efforts towards
developing solutions to address these issues. Inspired by the
work of [31], a new adaptive gain law for discontinuous con-
trol is proposed. This technique allows to obtain a dynamic
adaptation of the gains with the smallest possible values but
sufficient to reject the external disturbances, ensuring the
sliding mode. Among the adaptive laws developed in the
literature, the main ones are studied in [32] and [33], where
the authors proposed an approach based on a monotonic
gain increase until reaching the steady state. However, this
technique is less robust and may lead to an overestimation of
gains. An adaptation law based on the use of an equivalent
control value has been proposed in [34] and [35], neverthe-
less, the filter requires the knowledge of the first derivative
upper bound of disturbances. In [36] and [37], researchers
have proposed an approach that uses an increase-decrease
gain to address the issues of classical SMC. This method
guarantees finite-time convergence, but the convergence
time and stability region depend on the disturbance upper
bound.
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TABLE 1. Comparison of the ASMC features with other approaches.

B. PROPOSED METHODOLOGY AND CONTRIBUTIONS
Given the problems mentioned above, the challenge is to
design an ASMC for altitude and attitude tracking control
of a quadrotor, which can prevent the input signal to exceed
the saturation limits, while maintaining the desired perfor-
mance specifications such as finite time convergence, less
computational effort for real time implementation, and handle
non-linearities and uncertainties without a priory knowl-
edge of the perturbations bounds. Then, main features and
contributions of the proposed approach are summarized as
follows:
A ASMC that does not require information a priory about

the bounds of disturbances
B The ASMC law can adjust the gains without overesti-

mating its value.
C An auxiliary system into the control scheme deal

with the actuators saturation, providing good adaptation
through a reasonable input signal, with less effort, suit-
able to practical applications.

D The proposed control strategy guarantees the finite-time
stability of the closed-loop system, even under actuator
constraints.

E Real-time experimental validation of the theoretical
study on a Parrot mambo mini-drone.

To clarify the effectiveness of the proposed ASMC, a com-
parison with other related works with respect to the features
listed above is summarised in Table 1.

The rest of the paper is organized as follows: In Section II,
we introduce the altitude and attitude quadrotor model.
Section III presents the ASMC design and the Lyapunov
stability analysis. The simulation and experimental results are
presented in Section IV. Finally, the conclusion is given in
Section V.

FIGURE 1. Movements in function of ω for the × configuration.

II. QUADROTOR MODELING
A. QUADROTOR CONFIGURATIONS
Quadrotor structure is simple enough, it comprises of four
electrical rotors, attached at the arms ends of a symmetric
frame in cross form, which generate the main forces and
moments acting on the quadrotor. According to the position
of the rotors, with respect to x − y axis of the body reference
frame Fb, there are two quadrotor configurations: The plus
(+) and cross (×) configurations. In the first, the most com-
mon in the literature, the arms are aligned along the x−y axes
in Fb. In the second, the perpendicular cross arms are rotated
45◦ with respect to the x − y axes in Fb. With a better angle
of view, the (×) configuration is suitable to install a front
camera. The advantage of (×) with respect (+) configuration,
is that for the same desired motion, the cross-frame structure
provides a higher momentum, increasing the maneuverability
performance due that all rotors vary their speed. However,
the altitude and yaw control are the same, while the roll and
pitch control are basically analogous [51]. Vehicle movement
depends directly on the interaction of each rotors as can
be seen graphically in Fig. 1, where rotors are denoted by
Mr , r = 1, 2, 3, 4. The pair M1 and M3 rotates clockwise
(CW) while the pairs M2 and M4, rotates counter-clockwise
(CCW), reducing to small values the gyroscopic effects and
the aerodynamic torques in stationary trimmed flight. The
rotor angular speed is denoted as ωMr , r = 1, . . . , 4.

The movement strategy for the ×-style quadrotor config-
uration based on ωMr values is presented in Table 2. The
corresponding movements for each case are determined by
the calculated value as follows:

• Altitude: value = (ωM1 + ωM2 + ωM3 + ωM4 ) − ωo
• Pitching: value = (ωM2 + ωM3 ) − (ωM1 + ωM4 )
• Rolling: value = (ωM1 + ωM2 ) − (ωM3 + ωM4 )
• Yawing: value = (ωM2 + ωM4 ) − (ωM1 + ωM3 )

Note that the total thrust must be constant, during the
pitching, rolling and yawing moment to keep the desired
altitude.
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TABLE 2. Quadrotor movement strategy in function of ωMr .

FIGURE 2. Schema of forces and moments acting on the quadrotor
helicopter.

B. DYNAMIC MODEL
The quadrotor used here, shown in Fig. 2, is themambo Parrot
drone toy, which has (×) configuration, with good maneuver,
able to hover in air fixed point, and can takeoff and land
vertically (VTOL). In the free body scheme of forces and
moments we can see that the forces are denoted as fr , r =

1, .., 4, the inertial and body reference frames are represented
by Fe =

{
ex , ey, ez

}
and Fb = {bx , by, bz}, respectively, and

the mass center is denoted by CM .
To obtain the attitude equations the Vehicle Flat-Earth

model from [52] is used, which have five equations to rep-
resent the rotation, position, kinematics, forces and moments
as follows:

Cb/n = fn(8) (1a)
eṗnCM/T = Cn/bvbCM/e (1b)

8̇ = H (8)ωbb/e (1c)

bv̇bCM/e =
FbA,T
m

+ Cb/ngn −�b
b/ev

b
CM/e (1d)

bω̇bb/e =

(
Ib
)−1 [

Mb
A,T ,G −�b

b/eI
bωbb/e

]
(1e)

where, Cb/n ∈ SO(3) : Fe → Fb, is a orthogonal rotation

matrix, FbA,T ∈ Fb, is the aerodynamic and thrust force

vector, ωbb/e = [P Q R]T ∈ Fb and 8̇ = [φ̇ θ̇ ψ̇]T ∈ Fe
are angular velocities vectors, �b

b/e = (ωbb/e×), epnCM/T is
the CM position with respect to Fe origin, and vbCM/e ∈ Fb is
the velocity vector, with CM and Fb origin coincident.
The kinematic equation (1c) is combined with (1e) to

obtain the attitude subsystem, where the term H (8) repre-
sents the transformation of the angular velocity components
generated by an Euler rotation sequence from Fb to Fe, and
is written as (4.4.7) in [53]. Then, considering the vehicle

evolves performing angular motions of low magnitude, from
(1c), we have that [ φ̇ θ̇ ψ̇ ]T = [P Q R ]T . Equation (1e)
is the second Newton law for the angular movement, where
Mb
A,T ,G = [ℓ m n]T is the total rolling (ℓ), pitching (m) and

yawing (n) moments. which is calculated as the algebraic sum
of the thrust (MT ), aerodynamics (MA) and gyroscopic (MG)
moments, as Mb

A,T ,G = MT − MA − MG. The moment MT

is produced by the lift (Fi = ktω2
Mi) and drag (Di = kdω2

Mi
)

forces generated at each rotor shaft, located at distance l from
the CM . The constants kt and kd are the propeller thrust
and drag coefficients. MA = Kfaiω2, i = x, y, z is the
effect of the friction generated by the propeller rotation and
the structure frame movement.MG appears when the vehicle
rotates around its CM with rotors turning at high speed,
whose axes are parallel to the vehicle z axis, then using Jr
to denote the inertia of each rotor, the individual gyroscopic
moment vector for each rotor is τgi = �b

b/eJr [ 0 0 ωMi ]T

and the total gyroscopic moment can be calculated as the sum
of these individual moments MG =

∑4
i=1(−1)i+1τgi. Then,

using these definitions, the total moment can be expressed in
the following way:

Mb
A,T ,G =

 lktWφ

lktWθ

lkdWψ

−

KfaxP2KfayQ2

KfazR2

− Jr

 Q
−P
0

[W ] (2)

whereW = ωM1 − ωM2 + ωM3 − ωM4 ,Wφ = ω2
M1

+ ω2
M2

−

ω2
M3

− ω2
M4

, Wθ = −ω2
M1

+ ω2
M2

+ ω2
M3

− ω2
M4

and Wψ =

ω2
M1

− ω2
M2

+ ω2
M3

− ω2
M4

.
Assuming that the vehicle has symmetry with respect to

the xz and yz planes in Fb, then, the inertia matrix is sym-
metric, Ib = {Ibi,j|diag(I

b) = {Ix , Iy, Iz}, ∀ i = j, Ibi,j =

0 ∀ i ̸= j, i, j = 1, 2, 3}, whose inverse (Ib)−1 has
similar characteristics with diag((Ib)−1) = {1/Ix , 1/Iy, 1/Iz}.
Then, using these matrices and the moment vector (2) in (1e)
yields:

φ̈ =
1
Ix

[(
Iy − Iz

)
θ̇ ψ̇ − Kfax φ̇2 − Jr θ̇W + luφ

]
(3a)

θ̈ =
1
Iy

[
(Iz − Ix) ψ̇φ̇ − Kfayθ̇2 + Jr φ̇W + luθ

]
(3b)

ψ̈ =
1
Iz

[(
Ix − Iy

)
θ̇ φ̇ − Kfayψ̇2

+ luψ
]

(3c)

where the system control inputs are uk , k = {z, φ, θ.ψ}which
are written in function of the angular velocities of the rotors
as follows:


uz
uφ
uθ
uψ

 =


kt kt kt kt
kt kt −kt −kt

−kt kt kt −kt
kd −kd kd −kd



ω2
M1

ω2
M2

ω2
M3

ω2
M4

 (4)
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Then, the altitude and attitude dynamic model (3) of the
quadrotor can be written as follows:

z̈ = −g+
cos(θ )cos(φ)

m
uz (5a)

φ̈ =
Iy − Iz
Ix

θ̇ ψ̇ −
Kfax
Ix
φ̇2 −

Jr
Ix
θ̇W +

l
Ix
uφ (5b)

θ̈ =
Iz − Ix
Iy

ψ̇φ̇ −
Kfay
Iy
θ̇2 +

Jr
Iy
φ̇W +

l
Iy
uθ (5c)

ψ̈ =
Ix − Iy
Iz

θ̇ φ̇ −
Kfay
Iz
ψ̇2

+
l
Iz
uψ (5d)

For physical reasons, the roll, pitch and yaw angles satisfy
the following inequalities −

π
2 < φ < π

2 , −
π
2 < θ < π

2 and
−π < ψ < π .

III. PROBLEM FORMULATION AND PRELIMINARIES
From the dynamic model (5), the quadrotor altitude and
attitude systems can be formulated as follows:

χ̇1i = χ2i,

χ̇2i = fi (χ)+1fi(χ ) + (bi(χ ) +1bi(χ ))usi
+di(t),

yi = χ1i, i ∈ {z, φ, θ, ψ}.

(6)

where χ = [χ1z, χ2z, χ1φ, χ2φ, χ1θ , χ2θ , χ1ψ , χ2ψ ]T =

[z, ż, φ, φ̇, θ, θ̇ , ψ, ψ̇]T is the system state vector, yi is the
system output, fi(χ ) is the nominal nonlinear dynamic func-
tion and bi(χ ) is the input control function, which are defined
as fz(χ ) = −g, fφ(χ ) =

Iy−Iz
Ix
χ2θχ2ψ −

Kfax
Ix
χ2
2φ −

Jr
Ix
χ2θW ,

fθ (χ ) =
Iz−Ix
Iy
χ2φχ2ψ −

Kfay
Iy
χ2
2θ +

Jr
Iy
χ2φW , fψ (χ ) =

Ix−Iy
Iz
χ2θχ2φ −

Kfay
Iz
χ2
2ψ , bz(χ ) =

cos(θ)cos(φ)
m , bφ(χ ) =

1
Ix
,

bθ (χ ) =
1
Iy
, bψ (χ ) =

1
Iz
, and di(t) is unknown external

disturbance function that is added to the quadrotormodel con-
sidering the nonlinearities effects like wind external forces,
1fi(χ ) and 1bi(χ ) are the uncertainties of the dynamic
functions and the uncertainties of input control functions,
respectively.

According to (4), the control input usi depends on the
bounded rotors speed ωMi , this due to their physical con-
struction limit. Therefore, the input signal must be bounded
in a reasonable range usi ∈ [−umax

i , umax
i ] relying on the

characteristics of the motor. In other words, the saturation
constraint usi = sat(ui) can be written as follows:

usi =


umax
i if ui ≥ umax

i

ui if − umax
i ≤ ui ≤ umax

i

−umax
i if ui ≤ −umax

i

(7)

where umax
i is the absolute maximum value. Using a smooth

hyperbolic function, one can approximate the non-smooth
saturation function for the sake of improving the smoothness
of control signal and avoiding the sharp corner as shown in
[54, eq. (7)] (see Fig. 3), which is defined in the following

FIGURE 3. Approximation of the saturation function with tanh.

way:

gi(ui) =
(
umax
i
)
tanh

(
ui
umax
i

)
(8)

where

tanh
(
ui/umax

i
)

=
eui/u

max
i − e−ui/u

max
i

eui/u
max
i + e−ui/u

max
i

(9)

then usi in terms of gi(ui) can be formulated as usi = gi(ui)+
ϵi(ui) or equivalently:

usi =
(
umax
i
)
tanh

(
ui
umax
i

)
+ ϵi(ui) (10)

where ϵi(ui) = usi − gi(ui) is a bounded function in time, that
is |ϵi(ui)| = |usi − gi(ui)| ≤ umax

i (1 − tanh(1)) = εi.
Remark 1: To address non-smooth saturation in control

systems, some authors [55], [56] have proposed using a
hyperbolic smooth function. However, determining the upper
bound of the approximation error is necessary to ensure sys-
tem stability. In our study, we developed a stability condition
without knowing this bound.

The total nonlinear dynamic functions, including the dis-
turbances expressions, are denoted in the following way:

hi(χ, t) = di(t) +1fi(χ ) +1bi(χ )(gi(ui)

+ ϵi(ui)) + bi(χ )ϵi(ui) (11)

Using (11) and after some manipulations, the system (6) can
be rewritten as follows:

χ̇2i = fi (χ)+ bi(χ )gi(ui) + hi(χ, t), (12)

This new representation has been written in such way, due
that the nonlinear functions and the disturbances of each
subsystem are lumped in just one nonlinear function.
Assumption 1: In this representation: a) state vector χ

is assumed to be bounded and available for measurement,
b) disturbance di(t) is bounded by an unknown constant
Di > 0, that is ∥di(t)∥ ⩽ Di, c) uncertain terms 1fi(χ) and
1bi are bounded by positive unknown constants, satisfying
∥1fi(χ )∥ ⩽ F̄i and ∥1bi(χ)∥ ⩽ B̄i and d) functions hi(χ, t)
are assumed unknown and bounded by unknown constants hi
such that the condition |hi(χ, t)| ≤ hi is satisfied.
This assumption has been largely adopted to design control

algorithms, for instance in [21]. The first item is feasible since
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most of quadrotor experimental platforms are equipped with
sensors, like in our case, in which real-time experiment is
performed using the Parrot mambo mini-drone. In addition,
it is clear that the function hi(χ, t) is bounded since it is a sum
of bounded functions.

To proof stability the following lemmas and definitions
will be used.
Lemma 1: [57] [Young Inequality] ∀(x, y) ∈ R × R, the

following inequality holds:

xy ≤
εa

a
|x|a +

1
bεb

|y|b (13)

where ε > 0, a > 1, b > 1 and (a− 1)(b− 1) = 1.
Lemma 2: [58] For any xi ∈ R with i = 1, . . . , n and 0 <

ϵ ≤ 1, then (|x1| + |x2| + · · · |xn|)ϵ ≤ |x1|ϵ+|x2|ϵ+· · · |xn|ϵ .
Lemma 3: [59]: For any nonlinear system ẋ = f (x),

f (0) = 0, x ∈ ℜ
n. Suppose that there exists a Lyapunov

function V (x) such that V̇ (x) + η1Vµ(x) ≤ 0 with scalars
η1 > 0 and µ ∈ (0, 1). Then the origin is a finite-time stable
equilibrium point, with settling time tf ≤

2
η1
V1(t0)µ.

Lemma 4: [60]: For any Lyapunov function that verifies
the following inequality V̇ (x)+λ1V (x)+λ2V γ (x) ≤ 0, where
λ1 > 0, λ2 > 0, 0 < γ < 1 are scalars, there exists a finite
time stability where the settling time is given by

tf ≤ t0 +
1

λ1(1 − γ )
ln
λ1V 1−γ (t0)+ λ2

λ2
(14)

Lemma 5: [61]: Consider system ẋ = f (x). Suppose V (x)
Lyapunov function with V (0) = 0, real numbers β1, β2 >
0, 0 < p < 1 and 0 < δ < ∞ such that V̇ (x) ⩽
−β1V (x) − β2V p(x) + δ, then the trajectory of ẋ = f (x) is
practical finite-time stable (PFS) and the residual set of the
solution of system is given by

1 = min

{
δ

(1 − γ )β1
,

(
δ

(1 − γ )β2

) 1
p
}

(15)

where 0 < γ < 1. The settling time is given as:

T ⩽ max
{

1
γβ1(1 − p)

ln
γβ1V 1−p (x0)+ β2

β2
,

1
β1(1 − p)

ln
β1V 1−p (x0)+ γβ2

γβ2

}
(16)

Definition 1 (GUUB): [62] System ẋ(t) = f (x(t), t) is
global uniformly ultimately bounded (GUUB) if there exist a
positive constant a2, and for every a1 > 0, there is a positive
constant Tc = Tc(a, b) such that ∥x (t0)∥2 < a1 ⇒ ∥x(t)∥2 ≤

a2, ∀ t ≥ t0 + Tc, where ∥x(t)∥2 := xT(t)x(t).
Our target is to design an adaptive sliding mode con-

troller (ASMC) for the altitude and attitude quadrotor under a
lumped disturbance and actuator constraints. In this manner,
all the signals in the closed-loop system must be bounded
and the local states χi = [χ1i, χ2i]T track the desired local
paths χdi = [χd1i, χ

d
2i]

T in a finite time, which are assumed
analytic.

FIGURE 4. Structure control of auxiliary system based SMC.

IV. CONTROLLER DESIGN
In this section, the control design procedure to accomplish a
desired trajectory tracking for the vehicle in the presence of
uncertainties, external perturbations with unknown bounded
and saturation constraints on the actuators is proposed using
a constrained ASMC including. The block diagram is shown
in Fig. 4.

A. AUXILIARY SYSTEM
The use of an auxiliary system is among the effective and
practical control methods, one choice to solve the problem
of input saturation [63], the main idea is to introduce a
dynamic system that directly deals with the error created by
the input saturation limits, i.e., the difference between the
value of the control signal and the maximum value reached
by the actuator. In this way, the auxiliary system can reduce
and compensate the effect of the input saturation. Then, the
following auxiliary system is introduced here:

δ̈i = −β ′
i δ̇i − αiβiδi − bi(χ )1ui (17)

where δi is the auxiliary system variable, αi and βi are positive
constants and β ′

i = αi + βi. The auxiliary dynamic system
(17) in state form can be written as:

δ̇1i = δ2i − αiδ1i (18)

δ̇2i = −βiδ2i − bi(χ )1ui (19)

where 1ui = ui − gi(ui), is the difference between the
saturated input signal and the real input signal assumed to
be bounded i.e., |1ui| ≤ 1ui.

The auxiliary system has the same order for each subsys-
tem with1ui as an input. It is clear that this auxiliary system
has no effect in case the control signal does not reach its
limits (i.e. 1ui = 0). However, in the other case (1ui ̸= 0)
it performs as a filter to ensure the error converge to zero.
Since the controllability of the system must be satisfied, error
1ui cannot be large, when the control input is saturated.
Therefore, we can conclude that the difference1ui is limited.
Theorem 1: Considering auxiliary system (19) under

assumption 1, and there exists αi that satisfies αi > 1
2 ,

then the auxiliary system is globally exponentially stable and
δ is globally uniformly ultimately bounded (GUUB) if the
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inequality |δ1i|, |δ2i| ≤ e−
1
2 γ

′
i t
√
2Vδi (0) holds, where Vδi (0)

and γ ′
i are positive constants.
Proof: Let us define the Lyapunov function as Vδi =

1
2δ

2
1i +

1
2δ

2
2i, whose derivative is calculated in the following

way:

V̇δi = δ1iδ̇1i + δ2iδ̇2i (20)

Using the state equation (19) results:

V̇δi = δ1i(δ2i − αiδ1i) + δ2i(−βiδ2i − bi(χ )1ui) (21)

regrouping terms we have:

V̇δi = δ1iδ2i − αiδ
2
1i − βiδ

2
2i − δ2ibi(χ )1ui (22)

Applying lemma 1, for the first and last term of the right hand
side of (22) we obtain:

V̇δi ≤ −(αi −
1
2
)δ21i − βiδ

2
2i −

1
2
(bi(χ )1ui)2 ≤ 0 (23)

which can also be written as:

V̇δi ≤ −((αi −
1
2
)δ21i + βiδ

2
2i) −

1
2
(bi(χ )1ui)2 ≤ 0 (24)

This inequality can be expressed using the minimum of a set
of elements notated in the following way:

V̇δi ≤ − min
{
2(αi −

1
2
), 2βi

}
(
1
2
δ21i +

1
2
δ22i)

−
1
2
(bi(χ )1ui)2 (25)

or

V̇δi ≤ −γ ′Vδi −
1
2
(bi(χ )1ui)2 ≤ −γ ′

i Vδi (26)

where γ ′
i = min

{
2(αi − 1

2 ), 2βi
}
. Then, global exponential

stability is guaranteed with (22). The solution of the differen-
tial inequality (26) is 0 ≤ Vδi ≤ Vδi (0)e

−γ ′t , therefore, from
the definition of the Lyapunov function we obtain:

|δ1i|, |δ2i| ≤ e−
1
2 γ

′
i t
√
2Vδi (0) (27)

From definition 1 and equation (27), it can be concluded that
δi is GUUB and Theorem 1 is proved.

B. AUXILIARY SYSTEM-BASED SMC
To combine the sliding mode control with the auxiliary sys-
tem, a modified tracking error can be defined as ei = χ1i −

χd1i − δi, then, let si be the sliding surface given as follows:

si = ėi + λiei λi > 0 (28)

The time derivative of (28) is:

ṡi = ëi + λiėi (29)

By substituting (12) and (17) into (29), yields:

ṡi = fi(χ ) + bi(χ )gi(ui) + hi(χ, t) − χ̇d2i + β ′
i δ̇i

+ αiβiδi + bi(χ )1ui + λiėi (30)

FIGURE 5. Block diagram of the proposed method.

Now, if the following switching control law is selected:

ṡi = −5i(t)sign(si) + hi(χ, t) (31)

then the SMC law based on the auxiliary system is:

ui =
1

bi(χ )
(−fi(χ ) − λiėi + χ̇d2i − αiβiδi − β ′

i δ̇i

−5i(t)sign(si)) (32)

where 5i(t) is an adaptive parameter which will be defined
later.

C. ADAPTIVE SLIDING MODE CONTROL LAW
The performance of SMCs depends on knowing the uncer-
tainty limits of the system which are difficult to know in
practice. To overcome the problems associated with unknown
limits, a novel adaptive sliding mode control (ASMC) law is
proposed, whose scheme is shown in Fig. 5. Let us define
an auxiliary variable for constructing an adaptive gain as
follows:

ηi(χ, t) = |si(χ, t)| − κi5i(t), i ∈ {z, φ, θ, ψ}. (33)

where κi is a positive parameter, and the proposed adaptive
control gain is defined as:

5̇i =

{
5̄i|si(χ, t)| sign(ηi(χ, t)) if 5i > 5min

i

5min
i if 5i ≤ 5min

i .
(34)

with5i(0) > 0, 5̄i > 0 and5min
i > 0 very small. Parameter

5min
i is introduced in order to obtain only positive values for

5i. In the following, without loss of generality but for the
sake of clarity, we assume that 5min

i ≤ 5i(t) ≤ 5max
i for all

t > 0, for the discussion and the proof.
Remark 2: The proposed gain-adaptation law (34) permits

the gain 5i(t) to decline (while ηi(χ, t) < 0) after sliding
mode is achieved with regard to si(χ, t), which implies that
there is an upper limit 5max

i . In other words, the gain 5i(t)
will be kept at the least value that permits to maintain a given
level of accuracy.

D. STABILITY ANALYSIS FOR THE ASMC
The following stability analysis for all system states remains
the same and is obtained via the same steps, where the sub-
script i will be removed to avoid that the proof procedure
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become cumbersome, indicating that the proof is extensive
to all subsystems.

To guarantee the convergence in a finite time, the following
theorem is proposed.
Theorem 2: Considering nonlinear uncertain system (12),

with satisfied assumption 1, sliding surface (28) control law
(32) with adaptive law (34), there exists a finite time tf > 0 so
that the sliding surface converge to zero.

Proof: We can define the following Lyapunov function:

V = Vs + V5 =
1
2
s2 +

1
2ϒ

(5−5max)2 (35)

where ϒ is a constant that will be calculate later.
Using (34) the derivative of Lyapunov function V can be

calculated in the following way:

V̇ = sṡ+
1
ϒ
(5−5max)5̄|s| sign(η) (36)

By substituting (31) into (36), yields:

V̇ = sh−5s sign(s) +
1
ϒ

(
5−5max) 5̄|s| sign(η) (37)

having into account that s sign(s) ≈ |s| and that h is bounded
(37) becomes:

V̇ ≤ h|s| −5|s| +
1
ϒ

(
5−5max) 5̄|s| sign(η) (38)

using the add-subtract math artifice we have

V̇ ≤ h|s| −5|s| +5max
|s| −5max

|s|

+
1
ϒ

(
5−5max) 5̄|s| sign(η) (39)

whose terms can be grouped as follows:

V̇ ≤
(
5−5max) (5̄

ϒ
|s| sign(η) − |s|)

− (5max
− h)|s| (40)

applying again the last artifice results:

V̇ ≤
(
5−5max) (5̄

ϒ
|s| sign(η) − |s|) − 01|s|

+ 02
∣∣5−5max ∣∣− 02

∣∣5−5max ∣∣ (41)

It exists for always 5max > h then 01 = 5max
− h > 0 and

02 > 0 and one gets

V̇ ≤ −01|s| − 02
∣∣5−5max ∣∣−61(χ, t) (42)

using the minimum of a set of elements (42) becomes

V̇ ≤ −min
{
01

√
2, 02

√
2ϒ
}(

|s|
√
2

+
|5−5max |

√
2ϒ

)
−61(χ, t) (43)

and applying lemma 2 the following inequality results:

V̇ ≤ −0V 1/2
−61(χ, t) (44)

where 61(χ, t) = ( 5̄
ϒ

|s(χ, t)| sign(η(χ, t)) − |s(χ, t)| −

02) |5−5max | and 0 =
√
2min

{
01, 02

√
ϒ
}
.

In order to conclude the convergence in finite time, one has
to study the sign of 61(χ, t), where it is clear that it depends
on the sign of η(χ, t), therefore there are two cases to analyze:
Case 1 Suppose that η(χ, t) > 0. So 61(χ, t) > 0 if(

5̄

ϒ
|s(χ, t)| − |s(χ, t)| − 02

)
> 0 (45)

|s(χ, t)|
(
5̄

ϒ
− 1

)
− 02 > 0 (46)

After performing some algebraic operations, the following
expression is obtained:

ϒ <
5̄

1 +
02

κ5max

(47)

From (44), one gets

V̇ ≤ −0V 1/2
−61(χ, t) ≤ −0V 1/2 (48)

So we can choose ϒ to satisfy inequality (47). According to
finite-time stability of Lemma 3, the system is asymptotically
stable as per Lyapunov’s stability theory, which ensures the
finite time convergence of sliding manifold to zero, one can
get the expression of reaching time tf 1 as:

tf 1 ≤
2
0

√
V (t0) (49)

Case 2 Suppose that η(χ, t) < 0. In this case the function
61(χ, t) can be negative, so from (40):

V̇ =
(
5−5max) (5̄

ϒ
|s| sign(η(χ, t)) − |s|

)
− 01|s| (50)

V̇ =
∣∣5−5max ∣∣ |s|(5̄

ϒ
+ 1

)
− 01|s| (51)

Applying lemma 1 to the last term we have the inequality:

V̇ ≤
1
2
02
3 |s|

2
+

1
2

(
5−5max)2

− 01|s| (52)

where 03 = ( 5̄
ϒ

+ 1) and using again the math artifice (39)
the inequality (52) can be expressed in the following manner:

V̇ ≤ −01|s| +
1
2
02
3 |s|

2
−

1
2

(
5−5max)2

+
(
5−5max)2 (53)

Since η(χ, t) < 0 and using (33) we have that |s| < κ5 or
|s|
κ
< 5, then subtracting in both sides5max results

|s|
κ

−5max < 5−5max (54)

which implies that

(5−5max)2 <
(

|s|
κ

−5max
)2

(55)

Then, using (53) and (55) it can be established:

V̇ ≤ −01|s| +
1
2
02
3 |s|

2
−

1
2

(
5−5max)2

+ (
|s|
κ

−5max)2 (56)
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Expanding the last term

V̇ ≤ −01|s| +
1
2
02
3 |s|

2
−

1
2

(
5−5max)2

+
1
κ2

|s|2 + (5max)2 −
2
κ

|s|5max (57)

Now, let L1 and L2 be two positive constants, which are used
in (57) to proceed as in (53) to get:

V̇ ≤ −01|s| − (L1 − (
1
2
02
3 +

1
κ2

))|s|2

−
1
2

(
5−5max)2

− L2
∣∣5−5max ∣∣+ L1|s|2

+ (5max)2 −
2
κ

|s|5max
+ L2

∣∣5−5max ∣∣ (58)

Inequality (58) can be expressed in the following manner:

V̇ ≤ −min

{
(L1 − (

02
3

2
+

1
κ
)), ϒ

}[
(5−5max)2

2ϒ

+
|s|2

2

]
− min

{
01

√
2,L2

√
2ϒ
} [

|5−5max |
√
2ϒ

+
|s|
√
2

]
−62(χ, t) (59)

which can be abbreviated as follows:

V̇ ≤ −05V − 04V
1
2 −62(χ, t) (60)

where 62(χ, t) = L1|s|2 + (5max)2 −
2
κ
|s|5max

+

L2 |5−5max |, 04 = min
{
01

√
2,L2

√
2ϒ
}

and 05 =

min
{
(L1 − (

02
3
2 +

1
κ
)), ϒ

}
.

From (60) and Lemma 4, the finite time convergence of
sliding manifold to zero can be ensured if 62(χ, t) > 0,
which means:

0 < L1|s|2 + (5max)2 −
2
κ

|s|5max
+ L2

∣∣5−5max ∣∣ (61)

by using (55), (5 ≤ 5max) and after some calculation we

find that L1 > (
02
3
2 +

1
κ
) and L2 > 0. Then, from (60), one

gets

V̇ ≤ −05V − 04V
1
2 −62(χ, t) ≤ −05V − 04V

1
2 (62)

Therefore, the expression of the reaching time tf 2 is given as:

tf 2 ≤ t0 +
2
05

ln
05

√
V (t0)+ 04

04
(63)

The term t0 is the initial time and V (t0) is the value of V at
t = t0. Then, it can be concluded that the sliding surface
converges to zero in a finite time tf ≤ max

{
tf 1, tf 2

}
. Hence,

it is clear that all signals are bounded in finite time, and the
Theorem 2 is proved.
Theorem 3: Considering nonlinear uncertain system

(12),auxiliary system (17), with satisfied assumption 1, slid-
ing surface (28) control law (32) with adaptive law (34), there
exists a finite time Tf so that the sliding surface is bounded
in finite time.

Proof: Let define the Lyapunov function Va = V + Vδ ,
which can be expressed as follows:

Va =
1
2
s2 +

1
2ϒ

(5−5max)2 +
1
2
δ21 +

1
2
δ22 (64)

whose derivative is given as:

V̇a = V̇ + V̇δ (65)

To demonstrate theorem 3, there are two cases that must be
analyzed, according to the sign of η(χ, t), so
Case 1 η(χ, t) > 0, then from (26), (48) and (65) one can get:

V̇a ≤ −γVδ − 0V ≤ −γVa + γV − 0V
1
2 (66)

if the add-subtract math artifice is used, results:

V̇a ≤ −γVa + γV − 0V
1
2 − 0V

1
2
a + 0V

1
2
a (67)

Then using (48), last equation can be written as:

V̇a ≤ −γVa − 0V
1
2
a + γV + 0V

1
2
δ (68)

and by using lemma 2 one can obtain:

V̇a ≤ −γVa − 0V
1
2
a + γV +

1
2
02

+
1
2
Vδ (69)

Applying Young inequality of lemma 1 results:

V̇a ≤ −

(
γ − max

{
γ,

1
2

})
Va − 0V

1
2
a +

1
2
02 (70)

If we let γ > 1
2 , then we have

(
γ − max

{
γ, 12

})
= 0,

so one can obtain:

V̇a ≤ −0V
1
2
a +

1
2
02 (71)

By selecting a scalar 0 < 06 < 0 we can rewrite V̇a as :

V̇a ≤ −06V
1
2
a − (0 − 06)V

1
2
a +

1
2
02 (72)

Introduce a scalar 4 =
1
20

2

(0−06)
, it can be observed that V̇a ≤

−06V
1
2
a when Va(t) > 4 so that

V̇a ≤ max {Va(0), 4} (73)

We conclude that Va converge in finite time Tf 1 ≤
2
06

√
Va(t0)

and entering inside the ball 4. From (64) we have Va ≥
1
2 s

2.
According to [62] there is a global ultimate uniform bound
(GUUB) ϱ on s is given by:

ϱ =

√
02

(0 − 06)
(74)

Remark 3: From equation (74), it is clear that a smaller
value of 0 and 06 represents a smaller boundary of the region
into which the states will enter in a finite time and remain
there.
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Case 2 η(χ, t) < 0, then, from (26), (62) and (65) one can
get:

V̇a ≤ −γVδ − 05V − 04V
1
2 (75)

V̇a ≤ −min {05, γ }Va − 04V
1
2 (76)

that can be expressed as

V̇a ≤ −min {05, γ }Va − 04V
1
2 − 04V

1
2
a + 04V

1
2
a

V̇a ≤ −min {05, γ }Va − 04V
1
2
a + 04V

1
2
δ (77)

By using lemma 2, inequality (77) can be expressed as

V̇a ≤ −min {05, γ }Va − 04V
1
2
a +

1
2
02
4 +

1
2
Vδ

V̇a ≤ −07Va − 04V
1
2
a +

1
2
02
4 (78)

where 07 = min {1, 05, γ }, and according to lemma 5,
Lyapunov function Va converges in finite time Tf 2 into a disc
region with radius r defined as follows:

r = min


√

02
4

(1 − µ)07
,
√
2

(
1
20

2
4

(1 − µ)04

) (79)

whose convergence time is given in terms of the following
inequality

Tf 2 ≤ max
{

2
µ07

ln
µ07

√
Va (t0)+ 04

04
,

2
07

ln
07

√
Va (t0)+ µ04

µ04

}
(80)

and 0 < µ < 1, its clear that s is bounded. This means that
the practical finite time stability is ensured and all signals
in the closed-loop system are bounded in finite time, Tf ≤

max
{
Tf 1,Tf 2

}
, then, Theorem 3 is proved.

The radius r from (79) denotes the size of the convergence
region for the tracking error, which must be minimized to
ensure optimal performance. To make r as small as possible
the parameters can be chosen as follows: As the parameter
04 depends of the constant L2, then, choosing L2 very small
results on a smaller 04 and choosing γ large, a larger 07 is
guaranteed. Now, with smaller 04 and larger 07 it can be
guarantee the smaller r . Inequality (80) represents the time
it takes for the tracking error to enter inside of r , and a
larger 04 value leads to a faster convergence rate for the error
compensation system. Therefore, choosing the optimal value
of 04 is critical for both r and Tf 2. To determine the optimal
values of 04, the other parameters in the equations can be
varied firstly and then fixed while observing the system’s
performance with respect to 04.
Remark 4: The term ‘‘practical’’ in the control field means

that perfect zero error tracking is often unattainable in real-
world scenarios. Instead, the tracking error is typically limited
to a bounded region around zero, which is acceptable for most
practical applications. Unlike the works [64], [65], where the
finite-time stability concept cannot be employed in practice

due to the disturbed conditions [66], our proposed approach
has the advantages of be practical in real time implementa-
tion, where the stability analysis demonstrates that the state
trajectories converge to a small neighbourhood in finite time
in the presence of an unknown disturbance.
Remark 5: In contrast with [67] and [21], that propose

backstepping controllers, which require a large number of
conditions to choice the gains to get convergence in finite
time, the controller developed in this work has less restrictive
conditions on the control gains, which significantly reduces
the complexity for implementation.
Remark 6: To attain the desired control performance using

the proposed controller, it is recommended to follow the
suggested criteria for parameter selection.

• Parameter λ plays a crucial role in determining the
dynamics response of the state in the sliding function.
Increasing λ leads to a higher rate of convergence for
the state.

• Parameters α and β of the auxiliary system play a critical
role in compensating input saturation, as they determine
the speed and level of attenuation eliminating the error.
However, it is important to note that higher values of
α and β can result in a faster response but may also
increase the overshoot resulting in instability.

• Parameter 5̄ is important for designing an adaptive con-
trol system. A larger 5̄ can improve the adaptive rate and
reduce the convergence time of the sliding variable, but
selecting an excessively large value can cause overshoot
in the control gain and lead to control signal chattering.

V. RESULTS
The effectiveness of the proposed control law is shown in two
parts, the first, presents the simulation tests for the altitude
and attitude systems of the quadrotor, and the second one
concerns the experimental validation of the control law for
the altitude system using the mambo parrot mini-drone.

A. SIMULATION RESULTS
SIMULINK/MATLAB software is used to evaluate the
effectiveness of the proposed control strategy. In order to
demonstrate the superiority of the developed control law
ASMC over the existing control techniques, a comparative
study is carried out with sliding mode control SMC and
control law developed in [13]. The real values of Parrot
mambo mini-drone parameters and saturation bounds are
summarized in Table 3.

The system initial conditions are χ0 = [0, 0, 0,−0.3]T and
proposed desired trajectories are given as follows:

χdz =


0.5 m, for 0 ≤ t < 10 sec
1 m, for 10 ≤ t < 27.5 sec
0.6 m, for 27.5 ≤ t < 40 sec
0.2 m, for 40 ≤ t < 60 sec

,

χdφ =


0.5 rad, for 0 ≤ t < 20 sec
−0.5 rad, for 20 ≤ t < 35 sec
0.7 rad, for 35 ≤ t < 60 sec

,
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TABLE 3. Parameters of the quadrotor.

FIGURE 6. Tracking trajectory of altitude.

χdθ =


−0.5 rad, for 0 ≤ t < 15 sec
−0.5 rad, for 15 ≤ t < 25 sec
−0.5 rad, for 25 ≤ t < 40 sec
0.7 rad, for 40 ≤ t < 60 sec

,

χdψ =


−0.5 rad, for 0 ≤ t < 15 sec
0.7 rad, for 15 ≤ t < 40 sec
−0.5 rad, for 40 ≤ t < 60 sec

.

Uncertainties and external disturbances are defined as:

• Parametric uncertainties are considered as 1Ii = 0.5Ii
for i ∈ {x, y, z}.

• External disturbances are assumed to be the effect of
wind as di(t) = 0.7sin(0.5t) for i ∈ {φ, θ, ψ} and
di(t) = 0.7sin(t) for i ∈ {z} .

Figs (6-9) illustrate the comparison of trajectory tracking.
It can be noticed that the proposed method exhibits better
tracking performance than other controllers, despite of the
presence of external disturbances, uncertainties, and input
saturation. In addition, it can be seen that the proposedASMC
exhibits more accurate tracking, eliminates overshoot, and
improves transient performance. It can be observed that clas-
sical SMC and the controller proposed in [13] show overshoot
due to the limitations of the quadrotor actuators that are not
accounted by these control methods.

The control input signals are shown in Figs (10-13). The
control signal of SMC and control law proposed in [13]
require more energy to achieve the target, Additionally, it is
evident that the chattering phenomenon exists in [13], which
is caused by the control adaptation law. On the other hand,
the control signals generated by the ASMC can be smooth

FIGURE 7. Tracking trajectory of roll angle.

FIGURE 8. Tracking trajectory of pitch angle.

FIGURE 9. Tracking trajectory of yaw angle.

FIGURE 10. Control input signal uψ .

enough to be acceptable under input saturation, then, the
convergence can be achieved with less effort.

These Results demonstrates that ASMC guarantees a
high tracking performance and handles input saturation.
Figs (14-17) evidences the evolution of the adaptation law
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FIGURE 11. Control input signal uφ .

FIGURE 12. Control input signal uθ .

FIGURE 13. Control input signal uψ .

FIGURE 14. Adaptation gain for altitude.

developed, comparing it with the one proposed in [13]. It is
worth noting that the proposed algorithm exhibits effective
adaptation to variations in the desired trajectory. Specifically,
at the beginning, there is an amplification of the gain, which
drives the sliding surface to converge in finite time.

FIGURE 15. Adaptation gain for roll angle.

FIGURE 16. Adaptation gain for pitch angle.

FIGURE 17. Adaptation gain for yaw angle.

Once the ASMC reaches the objective, the gain amplitude
converges toward zero. Now, based on the results of adaptive
law proposed in [13], it can be seen that the gain curve
increases as time passes, of which, every variation of the
desired trajectory, results on the gain increasing, and at the
moment that a disturbance is added, there is a divergence,
causing the appearance of the chattering phenomenon in the
control signals.
Remark 7: It should be mentioned that the adaptation law

used in [13] has a weak adaptation with the dynamic system,
where we can see in their results the amplification with time,
and this is not our case where the proposed adaptation law
has a good performance.

To effectively demonstrate the superiority of the proposed
ASMC in comparison to the conventional SMC and algorithm
presented in [13], a set of metrics to evaluate the energy
control signal performance is used, such as the Control Sig-
nal Energy, CSE =

∑N
i=1 u

2(i)Ts, that measures the total
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FIGURE 18. Energy performance metrics.

TABLE 4. Tracking error metrics.

energy consumption, the Control Signal Amplitude, CSA =

1
N

∑N
i=1 |u(i)|, that measures the average amplitude of the

control signal and the Control effort, CE =
∫ T
0 |u(t)|dt , that

measures effort expended by the controller to maintain or
modify the system’s behavior, where N is the total number of
samples, T is the simulation time, and Ts is the sample time.
In addition, a set of tracking error measures are examined
to provide a quantitative measure to assess the accuracy of
the proposed control strategy i.e., Root Mean Square Error,

RMSE =

√
1
N

∑N
i=1(e(i))2, Integral Absolute Error, IAE =∫ T

0 |e(t)|dt , and Integral Square Error, ISE =
∫ T
0 (e(t))2dt .

According to the data shown in Fig. 18, clearly, the pro-
posed control method performs better than other methods in
terms of the input signal metrics. In particular, the proposed
method achieves a significant reduction in CSE, CE, and
CSA. This demonstrates that in contrast to other methods,
the ASMC efficiently reduces CE and enhances performance
consistency. In general, these results validate the effective-
ness of the proposed method and demonstrate its superiority
over existing control methods. The tracking error measure-
ments in Table 4 prove that the proposed method is more
efficient than the other methods, as shown by the consis-
tently lower error values for all metrics, which demonstrates
the effectiveness of the controller in accurately tracking the
desired trajectory.

B. EXPERIMENTAL RESULTS
The proposed ASMC was evaluated and tested by the alti-
tude flight experiment, using the low cost Parrot Mambo

FIGURE 19. Control and connection of the Parrot Mambo Minidrone.

mini-drone type quadrotor, which is equipped with an inertial
measurement unit (IMU) (3-axis accelerometer and 3-axis
gyroscope), an ultrasonic sensor, and a camera with a reso-
lution of 120 × 160 pixels and a refresh rate of 60 frames
per second. The Parrot Mambo has the support package from
Matlab/Simulink, that allows to get the internal sensor data
and implement real-time control algorithms. The generated
Matlab/Simulink code is deployed on the Parrot Mambo
quadrotor via Bluetooth, as seen in Fig. 19. The sampling
time of the flight algorithm is set to T = 0.005sec. The
angular velocity, linear velocity, position and attitude of the
mini-UAV are estimated via Kalman filter. The experimental
test was conducted indoors on a surface area of 2m2 with a
height of 3m. Two different flight scenarios were designed to
evaluate the proposed controller. The first scenario considers
a fixed trajectory with a robustness test, the second, a variable
reference trajectory.

1) SCENARIO 01 HOVERING
Here, the flight path is set for the quadcopter to rise vertically
at 1.1m, from the ground, then it hovers at this predefined
altitude. Subsequently, a vertical force is applied to the CM ,
at the 20th and 32nd seconds, emulating an external distur-
bance of more than 20%. This experiment serves to test the
control law robustness, to guarantee the path following in
presence of external disturbances, demonstrating the evolu-
tion of the adaptation law. Fig. 20 shows the altitude trajectory
of the drone, which reaches the desired altitude with a good
settling time of 4s sec with a slight overshoot, and in the
steady state (10s < t < 20s) the drone hovers around
the desired value with high precision. Note, that when the
external force is applied, the drone drop around 20 cm, but
it returns quickly to the trajectory, which is proof of the
robustness of the proposed ASMC.

The control signal, illustrated in Fig. 21 has two
behaviours: 1) the trajectory before the perturbation, where
the signal is within the saturation limits with a minimum of
oscillations, 2) the trajectory after the perturbation, applying
the external force, where it can be notice an amplification for
20s < t < 35s of the signal with oscillation, but having a
short saturation, that is caused by the response of the ASMC
to the amplitude of the two applied forces that move the
vehicle 20cm below of the desired altitude.
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FIGURE 20. Altitude trajectory tracking response against disturbances.

FIGURE 21. Control input signal uz (scenario 01).

FIGURE 22. Adaptation gain (scenario 01).

Fig. 22 illustrates the adaptive law evolution. It is clear
that the it fits perfectly with the time; at the beginning, the
parameter are increased to reach the desired trajectory. Once
the drone arrives at the reference, the parameter decreases
slightly to avoid an amplification of the control signal, pre-
venting a loss of energy by the phenomenon of chattering.
Notice two increases at t = 20s and t = 32s, due to the
added external force, indicating that the adaptive law works
perfectly also in the presence of an external perturbation.

2) SCENARIO 02 TRAJECTORY TRACKING
To evaluate the controller effectiveness, a trajectory tracking
task is applied, with the reference similar to the one in the
simulation, as shown in the snap shop sequence of Fig. 23 for
different desired values of altitude zd = [1 0.5 0.8]m, with
initial condition, z0 = 0.

Fig. 24 shows the trajectory in altitude, where the drone
can track the desired altitude with a good transient phase and

FIGURE 23. Experimental environment.

FIGURE 24. Altitude tracking trajectory response.

FIGURE 25. Control input signal uz (scenario 02).

FIGURE 26. Adaptation gain (scenario 02).

low settling time without overshoots; it can also follow the
flight path with high precision in the steady-state phase.

Control signal uz is shown in Fig. 25, it satisfies the
saturation limits with a few oscillations when flying at the
first desired value of 1m, while during the second and third
desired values (0.5m and 0.8m), the control signal is smooth,
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and the control law guarantees a high performance trajectory
tracking. Fig. 26 displays the course of the adaptation law.
As in the first scenario, the parameter is increased to reach
the required trajectory. Once the drone achieves the altitude
reference, the parameter descend; we also notice two rises
at t = 15s and t = 32s, which is due to the shift of the
trajectory for both accelerating the tracking and enhancing
the performance of each transient regime. Afterward, the
adaptation law works excellently for the tasks of trajectory
tracking.
Remark 8: The saturation’s effect in (t ∈ {15, 34}sec) can

be justified by the trajectory choice because, at this moment,
there is an abrupt change of the flight path; however, the
stability is still well guaranteed.

VI. CONCLUSION
This paper proposes a new ASMC for quadrotor trajec-
tory tracking control. This purpose has been achieved by
considering different conditions; in the presence of exter-
nal disturbances, parametric uncertainties with an unknown
upper bound, and input saturation. The proposed control
architecture is based on adaptive sliding mode control; by
developing an adaptation law that gives the advantage of
handling unknown uncertainties with a gain that has no
overestimation and leads to convergence in a finite time.
Secondly, we treated the input saturation constraint via the
integration of an auxiliary system. The stability analysis per-
formed through Lyapunov theory; shows the boundedness
of all signals of the closed-loop system using the proposed
control law and ensures the convergence in finite-time of the
tracking errors. Simulations have been performed including
a comparative study between the proposed control law and a
classical SMC and a recent approach reported in the literature.
We also employed a performance criteria method, showing
the superiority and efficiency of the proposed controller in
handling disturbances with an unknown upper bound with
less effort. In addition, the proposed controller has been
evaluated in the presence of actuator constraints specific
to the Parrot Mambo quadrotor, which is known to have
limited thrust capabilities. To further test the robustness of
the control strategy, an external disturbance has been added
during the experiments, simulating the effect of wind gusts on
the quadrotor’s motion. Despite these challenging conditions,
the obtained results highlight the potential of the proposed
controller for real-world applications where disturbances and
hardware limitations are common challenges to overcome.
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