
Received 22 May 2023, accepted 26 June 2023, date of publication 28 June 2023, date of current version 12 July 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3290901

Comparison of Analyze-Then-Compress Methods
in Edge-Assisted Visual SLAM
JOHANNES HOFER 1, (Graduate Student Member, IEEE),
PETER SOSSALLA 1,2, (Graduate Student Member, IEEE),
CHRISTIAN L. VIELHAUS 1, JUSTUS RISCHKE 1, MARTIN REISSLEIN 3, (Fellow, IEEE),
AND FRANK H. P. FITZEK 1,4, (Senior Member, IEEE)
1Deutsche Telekom Chair, 5G Laboratory Germany, Technische Universität Dresden, 01062 Dresden, Germany
2Audi AG, 85057 Ingolstadt, Germany
3School of Electrical, Computer, and Energy Engineering, Arizona State University, Tempe, AZ 85287, USA
4Centre for Tactile Internet with Human-in-the-Loop (CeTI), Technische Universität Dresden, 01062 Dresden, Germany

Corresponding author: Martin Reisslein (reisslein@asu.edu)

This work was supported in part by the Federal Ministry of Education and Research of Germany in the Program of ‘‘Souverän. Digital.
Vernetzt.’’ Joint Project 6G-life, project identification number: 16KISK001K, in part by the Federal Ministry of Education and Research
of Germany in the Program Software Campus R-SLAM under Grant 01IS17044, and in part by the German Research Foundation (DFG)
as part of Germany’s Excellence Strategy EXC 2050/1 – Project ID390696704 – Cluster of Excellence ‘‘Centre for Tactile Internet with
Human-in-the-Loop’’ (CeTI) of Technical University of Dresden.

ABSTRACT In edge-assisted visual Simultaneous Localization and Mapping (SLAM), mobile devices
offload computationally intensive tasks to an edge cloud. The mobile device should transfer its input data
to the edge cloud in a resource-efficient way, especially in visual SLAM systems with their very large
image frame input data. Most state-of-the-art systems use a conventional Analyze-Then-Compress (ATC)
approach that pre-analyzes the captured frames on the mobile device (incurring substantial processing
latencies), and transmits only the (several times smaller) pre-analysis results, namely only the feature
representation of so-called key frames (and the corresponding tracking results), to the edge. We examine
two novel transmission methods (ATC workflows) for ‘‘functional-split’’ edge-assisted visual SLAM:
Feature-Representation-Every-Frame (FREF) transmits the feature representation for every captured frame
to the edge, and the edge performs the key frame creation processing (including the tracking); Feature-
Representation-Only-Key Frames (FROKF) transmits only the feature representation of key frames without
the tracking results to the edge, and the edge performs the tracking. We evaluate these ATCmethods in terms
of the required network throughput (bandwidth), as well as the latencies for transmission and processing,
as well as the resulting end-to-end latency (from frame capture at the mobile device to key frame and tracking
results becoming available at the edge cloud) via testbed measurements for various computing hardware
platforms. Compared to the existing conventional approach, our newly introduced FREF method can reduce
the end-to-end latency down to one quarter; while our FROKF method can reduce the required throughput
down to one-fifth. Additionally, feature compression can reduce the required throughput; within the FROKF
method, down to one twentieth compared to the conventional method without feature compression, albeit at
the expense of significantly increased processing latency for the compression.

INDEX TERMS Edge computing, feature representation, key frame, low latency communication, network
throughput, visual simultaneous localization and mapping (vSLAM).

I. INTRODUCTION
Simultaneous Location and Mapping (SLAM) uses sensor
data, such as Light Detection and Ranging (LiDAR) [1], radio
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signals [2], or images [3], [4], [5], [6], to generate a map
of the environment and determine the current position of a
device. SLAM is often used in mobile devices that require
spatial sensing capabilities. For Automated Guided Vehicles
(AGV), SLAM is attractive for local navigation due to low
installation complexity and installation cost, while achieving
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high levels of flexibility, accuracy, and reliability [7]. SLAM
systems are emerging in Industry 4.0 to make production
processes cheaper and safer with the help of Mobile Indus-
trial Robots (MIR) [8]. Visual SLAM systems, which utilize
optical camera data, are attractive due to their sensor config-
uration simplicity, miniaturized size, and low cost [9], [10],
[11], [12], [13], [14], [15], [16]. The disadvantage is that they
typically require extensive computing resources.

A. MOTIVATION FOR EDGE-ASSISTED VISUAL SLAM
To save weight, reduce energy consumption, and keep the
form factor of mobile devices small, recent research has
explored the offloading of the computationally intensive
visual SLAM processing tasks to an edge cloud [17], [18],
[19]. However, due to bandwidth limitations and realtime
requirements, it is not preferable to offload the entire visual
SLAM process. Instead, only certain modules are offloaded
in a ‘‘functional-split’’ manner, while the basic functionality
remains on the mobile device. The offloaded tasks typically
include optimizing the map in local and global bundle adjust-
ments and finding and removing unnecessary information
from the map.

In order for certain tasks to be offloaded, the mobile device
has to send its sensor data to the edge cloud. The type of
sensor data plays a decisive role. LiDAR data is usually
significantly smaller than conventional optical camera data.
For this reason, the LiDAR data can be transmitted raw as in
RecSLAM [20]. The transmission of raw optical camera data
requires a lot of bandwidth. Thus, edge-assisted visual SLAM
systems usually compress or analyze the data on the mobile
device. Two approaches can be distinguished. In Compress-
Then-Analyze (CTA) architectures [21], [22], the image or
video data is reduced in size using well-known compression
methods, such as Joint Photographic Experts Group (JPEG)
or H.264. The compressed data can be efficiently transmit-
ted to the edge cloud in order to subsequently perform the
analysis. In Analyze-Then-Compress (ATC) architectures,
the image data is pre-analyzed on the mobile device by
extracting features and compressing the features into feature
descriptors.

B. ORIGINAL CONTRIBUTION AND STRUCTURE
This study quantitatively examines possible ATC workflows
for edge-assisted visual SLAM architectures. The main focus
is on the respective throughputs and end-to-end latencies
for the transmission of the pre-analyzed input data. After
proving general background on visual SLAM in Section II
and reviewing related work on edge-assisted visual SLAM in
Section III, the core of this article makes the following main
contributions:

• Section IV specifies the conventional ATC work-
flow of transmission of the pre-analyzed input data
(key frames with tracking results) from the mobile
device to the edge as a comparison benchmark.
Also, Section IV introduces two novel functional-split
ATC workflows: Feature-Representation-Every-Frame

(FREF) which transmits the feature representation for
every captured frame from the mobile device to the edge
cloud; and Feature-Representation-Only-Key Frames
(FROKF) which transmits the feature representation
only for key frames from mobile device to the edge
cloud. Neither FREF nor FROKF transmits the tracking
results from the mobile device to the edge; instead, the
edge computes the tracking.

• Section V quantitatively compares the newly intro-
duced FREF and FROKF methods with the conven-
tional transmission method in terms of throughput,
processing latency, and resulting end-to-end latency
from the capture time instant of a frame on the
mobile device to the time instant when the key frame
(with tracking results) becomes available in the edge.
Section V includes experimental testbed evaluations
for four different hardware platforms and three dif-
ferent visual SLAM test sequences. Also, the influ-
ence of additional feature compression methods is
examined.

II. BACKGROUND
A. EDGE/CLOUD-ASSISTED VISUAL SLAM SYSTEMS
Offloading visual SLAM tasks reduces the computations that
the mobile device has to perform [23], [24], [25], reducing
energy consumption and eliminating the need for powerful
computing hardware on the mobile device. Also, offloading
visual SLAM allows for the centralized storage and man-
agement of map information on a centralized server. This
can be useful in scenarios where multiple mobile devices are
operating in the same environment and need to share map
information. However, it is important to keep in mind that
realtime localization of the mobile device is a mandatory
requirement formany use cases; otherwise, security risksmay
arise.

Offloading the entire visual SLAM system to a server
results in a reduction in realtime localization performance,
as the round-trip communication time between the mobile
device and the cloud or edge cloud can introduce significant
latency. For this reason, most state-of-the-art edge-assisted
visual SLAM systems perform localization locally on the
mobile device. The map generation, maintenance, and opti-
mization have no strict realtime requirements (rather, these
tasks enhance accuracy and reliability) and can therefore be
offloaded.

Depending on the employed offloading strategy, there are
different requirements for the network.When all SLAM tasks
are offloaded, it is extremely important that the network laten-
cies are as low as possible. This can be ensured by using the
edge cloud, where cloud computing resources are placed at
the edge of the network [26], [27], [28], [29], [30]. However,
even for partially offloaded SLAM systems, high latencies
reduce the reliability [31]. Hence, a nearby edge cloud (with
short round-trip communication latency) is generally prefer-
able to conventional cloud computing for offloading visual
SLAM.
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B. FEATURE DETECTORS AND DESCRIPTORS
Direct visual SLAM systems utilize the information con-
tained in each pixel of the input image [32]. Indirect
feature-based visual SLAM systems extract features from
the collected input image data. These features are usually
points or regions in the image that are unique and easy to
identify, such as corners. The mobile device can then use
these features to determine its position and orientation rel-
ative to the map. Many different feature detection algorithms
exist, e.g., Oriented FAST and rotated BRIEF (ORB) [33],
FAST [34], SIFT [35], and SURF [36], which differ in their
computational complexity and robustness.

To be able to determine the current pose from the features
found, one must compare the features with each other. For
this purpose, each feature receives a descriptor. A feature
descriptor, e.g., BRIEF [37], is a mathematical representation
of the appearance of a local image region around a key point
(e.g., a corner or edge). The feature descriptor is used to com-
pare and match features between different images or image
regions based on the similarity of their descriptor vectors.
The key point itself consists of spatial information describing
the position in the image, the orientation, and a scale factor,
whereby the OpenCV2 key point class has a total size of
224 bits.

Depending on the SLAM system, certain properties can
be omitted or quantized to reduce the amount of data. The
size of the feature descriptor depends on the particular feature
descriptor implementation. Additionally, different quality
levels can be used. In the case of BRIEF, the descriptor
consists of a binary vector with a size ranging from 128 bits to
512 bits. The more bits are used per descriptor, the better they
can be distinguished from each other. In ORB SLAM2 [38],
256 bits were chosen to keep the memory footprint small
while achieving good comparability. Using all unquantized
properties of a key point and the 256 bit BRIEF descriptor,
a total of 480 bits is required per feature. For instance, for
1000 features per frame and 30 frames per second (FPS)
input camera data, the transfer of features would result in
a data rate of 14.4Mbps. The transmission of the feature
representation requires roughly only one-fifth of the data
rate of the uncompressed transmission of 640 × 480 pixel
grayscale images.

C. FEATURE COMPRESSION
As explained in Section II-B, the data size of an ORB fea-
ture results from its binary feature descriptor vector and
the corresponding key point. This data size can be reduced
by additional compression [39], which generally employs
either intra-descriptor coding or inter-frame coding. Intra-
descriptor coding exploits the statistical dependencies of the
descriptor elements of a single feature. On the other hand,
in inter-frame coding, feature descriptors are encoded using
a reference feature set, which is usually obtained from the
features of the previous frame. In [40], a binary feature intra-
descriptor coding scheme was presented, which exploits the

dependency between the feature descriptor and the corre-
sponding visual word. In visual SLAM systems, the concept
of visual words is used to simplify computationally intensive
comparison processes. The concept of visual words is often
used in relocalization and loop-closing tasks, where incoming
images have to be compared with the complete map. Usu-
ally, a bag of words (BoW) is assigned to each image. The
BoW contains all visual words found in an image, which are
derived by comparing the individual feature descriptors with
the visual vocabulary.

The intra-descriptor coding scheme [40] (which is used
in [41], [42], whereby we use the [41] implementation for
our feature-compression measurements in Section V-E) only
sends the index of the found visual word, plus an entropy
encoded residual vector per feature. In [41], an edge-assisted
visual SLAM system is presented, in which intra-descriptor
or inter-frame coding can be applied individually per feature.
For inter-frame coding, the number of reference frames can
be set. For features that do not change much between frames,
the inter-frame skipping mode can be used. In this case, only
the ID of the feature that has already been transferred is
transmitted. The key point coding scheme was replaced with
a lossless scale pyramid-based coding scheme.

In general, the advantage of reducing the amount of data to
be transmitted by encoding comes at the cost of an increased
computational load and a loss of information. Especially
the increased computational load on the mobile device in
edge-assisted visual SLAM systems can lead to significant
processing latencies.

III. RELATED WORK
A. OVERVIEW
This section reviews the related work on edge-assisted visual
SLAM, as summarized in Table 1. We note that to the
best of our knowledge, all existing studies on edge-assisted
visual SLAM are orthogonal to our study. More specifically,
we are the first to examine the fundamental workflow struc-
ture (sequencing) of the creation of the key frames and the
tracking on the mobile device vs. on the edge in function-
split edge-assisted visual SLAM systems that split the visual
SLAM functions between the mobile device and the edge
cloud (but do not offload the entire visual SLAM processing
to the edge cloud).

Generally, there are several ways to resolve the conflict
between the low computing power of the mobile device and
the high computing complexity of visual SLAM systems.
One possibility is to reduce the computational complexity
of the SLAM system without losing accuracy and reliability.
Visual SLAM systems are very demanding, mainly due to the
large number of map points that are continuously inserted
into the map during the exploration phase. The longer the
runtime and the larger the environment to be explored, the
more map points are included in the generated map, and
the more demanding tasks (e.g., local and global bundle
adjustments) become. One approach to address this challenge
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TABLE 1. Overview of data transmission types in existing edge-assisted visual SLAM studies: While early studies considered Compress-Then-Analyze
(CTA) methods, most recent studies have employed Analyze-Then-Compress (ATC) methods, which are the focus of this study. Our examined ATC methods
accommodate both uncompressed features and compressed features.

is to use artificial markers, i.e., unique identifiers that have
to be placed in the environment, as done in the sSLAM
approach [52].

B. EDGE/CLOUD-ASSISTED VISUAL SLAM
1) COMPRESS-THEN-ANALYZE (CTA)
An alternative approach to reduce the computing power that
is required on the mobile device are edge- or cloud-assisted
visual SLAM systems (see Section II-A), which offload
computationally intensive tasks to the edge or cloud. Early
versions of edge-assisted visual SLAM systems used CTA
methods to transfer data from the mobile device to the edge
cloud. A cloud-based collaborative 3D mapping architec-
ture, where mobile devices perform a dense visual odometry
algorithm for pose calculation, has been implemented in [44].
Key frames are sent as Portable Network Graphic (PNG)
compressed red, green, blue, and depth (RGB-D) pictures to
the cloud, which performs a key frame pose optimization and
merging process. The optimized key frame poses are then sent
back to the mobile device.

C2TAM [43] implemented a mapping in the cloud ser-
vice architecture where tracking still takes place at the
mobile device itself. Only individual key frames are sent
from the mobile device to the cloud. Those key frames are
sent as uncompressed 640 × 480 pixel red, green, and blue
(RGB) images, resulting in an average required throughput
of 1MBytes/s, whereby the rate of sent key frames was not
explicitly examined. Sending uncompressed image data con-
sumes (requires) very high throughputs. In [53] it was shown
that lossy image compression at low bitrates has strong neg-
ative effects on subsequent feature detectors and their feature
quality. In addition, feature-preserving image compression
methods are presented in [53].

The study [51] investigated the influence of the type of
data transmission and the place of execution of the track-
ing module in edge-assisted SLAM systems. H.264 video
compression was used as CTA method. The experimental
investigations showed that the video compression method
is advantageous for mobile devices with low computational
power, since the computationally intensive extraction of

features in ATC methods leads to large processing latencies.
However, by using lossy video compression, the highest accu-
racy cannot be achieved.

The CTAmethod has also the disadvantage that the mobile
device has no analyzed input camera data as a result of the
transmission of the input data in order to run its own tracking
module. In other words, pure CTA transmission of input data
to the edge does not produce natively analyzed input data as
a ‘‘byproduct’’ which could be directly used on the mobile
device in a function-split edge-assisted visual SLAM system.
In most state-of-the-art edge-assisted visual SLAM systems,
the tracking module is executed on the mobile device so that
realtime localization results can be obtained for short time
periods independent of the existing infrastructure. Follow-
ing this function-split approach, which executes the tracking
module on the mobile device, in combination with CTA
transmission methods, the mobile device has to perform the
feature extraction in addition to the image compression in
order to be able to perform its own tracking. For this reason,
most modern systems use ATC transmission methods. Since
the mobile device has to extract features itself anyway, one
can use this analyzed data directly for forwarding to the edge
cloud.

2) ANALYZE-THEN-COMPRESS (ATC)
In Edge-SLAM [45], [46], the three main modules of
ORB SLAM2 (tracking, local mapping, and loop closure)
are split between the mobile device and the edge cloud.
ORB SLAM2 is a widely used basis for visual SLAM
systems and offers very accurate and reliable trajectory esti-
mations [54]. In Edge-SLAM [45], [46], the mobile device
runs the tracking module and sends the analyzed feature rep-
resentations and general tracking results of important frames,
i.e., so-called key frames, to the edge cloud and is thus
a representative approach of the ATC method. The edge
cloud performs the local mapping and loop closure modules.
The edge cloud sends the local map updates to the mobile
device. Since the mobile device can drive autonomously for
short periods of time without any problems, the local map
updates do not have to be performed at a high frequency. The
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local map updates received on the mobile device replace the
previous local map. Due to its simplicity, this method is very
robust against various errors, such as losing or incorrectly
mapping individual map points. However, experiments have
demonstrated that due to increased latencies and process-
ing latencies, the system can have low reliability, especially
at fast movement speeds and bandwidth constraints. As a
result, the realtime execution of test sequences from the
KITTI [55] (vehicle on road) and EuRoC MAV [56] (drone
in machine hall) benchmarking datasets is not successful on
mobile devices with low computational power. By inserting
a circular frame buffer on the mobile device, the reliability
for increased movement speeds and network latencies was
increased in [57].

In AdaptSLAM [47], which is based on ORB SLAM3 [58]
and Edge-SLAM [45], [46], the selection of key frames is
adapted to the limited data processing and communication
resources. More specifically, to reduce the computational
load on the mobile device, only a subset of key frames is
selected from all possible key frames to create the local map.
To reduce the throughput required for sending key frames
from the mobile device to the edge cloud, a subset of key
frames is also selected. The subset selection is based on
local and global map optimization procedures that strive to
minimize the map uncertainty while using as few key frames
as possible.

Similarly to Edge-SLAM [45], [46], in edgeSLAM [48],
[49] and SwarmMap [50], the mainmodules are split between
mobile device and edge, and the analyzed input data is
sent from the mobile device to the edge cloud. Additional
functionalities, such as semantic segmentation algorithm or
collaborative support are added. However, there is a signifi-
cant difference in the method of information exchange from
the edge cloud to the mobile device. Only targeted changes
of individual map points are transferred to the mobile device
instead of exchanging the local map completely. This has
the advantage that the map update process is less prone to
failure. On the other hand, the size of the map on the mobile
device increases steadily, which makes tracking more and
more complex. Furthermore, the structure of the local and
global map must be closely synchronized. This results in a
strong dependency on infrastructure, as there must be no loss
of information. Furthermore, as will be explained in detail
in Section IV, it is essential that the mobile device runs the
tracking module first so that the global map on the edge cloud
can mirror the local map. This leaves less room for flexibility
in the amount and type of data to be transferred, as well as the
reordering of tasks.

In [41], an edge-assisted visual SLAM system is pre-
sented, in which only the analysis of input data is performed
on the mobile device. The remaining SLAM tasks are per-
formed on the edge cloud. As a result, localization results
or resulting instructions must be sent back to the mobile
device. Therefore, the mobile device cannot continue to work
autonomously (not even for a short period of time) in the
event of a communication interruption. However, the core

of the work in [41] deals with the efficient compression of
binary feature vectors to minimize the required transmis-
sion throughput. In [42], the concept of feature compression
is improved by adding support for additional stereo and
depth information coding modes. Additionally, a collabora-
tive edge-assisted visual SLAM system is presented, which
can better allocate the existing bandwidth among multiple
mobile devices due to the reduced throughputs.

IV. ANALYZE-THEN-COMPRESS (ATC) METHODS
A. MOTIVATION
In most state-of-the-art edge-assisted visual SLAM systems,
the mobile device itself runs the tracking module to conduct
localization in realtime. Therefore, the incoming camera data
has to be converted into feature representations for further
processing. In terms of transferring the input data from the
mobile device to the edge cloud, the feature representation
has the advantage of being only a fraction of the size of the
original images.

To further reduce throughput, often only key frames are
transmitted. Key frames are used in SLAM systems to
insert only images with significant levels of new informa-
tion into the map. This has the advantage of keeping the
graph-based map small, which means that the map is kept
free of unnecessary information, resulting in reduced com-
putational complexity for all SLAM modules. In order to
decide whether an incoming image should be considered a
key frame, it must pass through the tracking module, where
its features are compared with the map points of the local map
and the features of the previous key frame. Subsequently, the
key frame creation criteria determine whether the image is
accepted as a key frame.

In Edge-SLAM [45], [46] as well as SwarmMap [50],
after the decision and the creation of a key frame, the fea-
ture representation is sent together with the tracking results
to the edge cloud, which subsequently generates a very
accurate global map. The tracking results are very large com-
pared to the pure feature representation, which increases the
throughput required when sending to the edge cloud. The
largest part of the tracking results per key frame consists
of the generated map points and their connectivity graph
information. At the expense of increased throughput, includ-
ing tracking results can offer great benefits in some cases.
In SwarmMap [50], sending the tracking results has the
advantage that the map created on the edge cloud, mirrors the
layout of the mobile device map. This allows optimizations
of the map on the edge cloud side to be sent as targeted
changes to individual map points within the mobile device
map. In Edge-SLAM [45], [46], this mirroring of the local
map is not necessary, as updates are sent as whole sections
that replace the existing map on the mobile device as a whole.

B. SPECIFICATION OF PROPOSED ATC METHODS
Since sending the tracking results as part of the transmitted
key frames from the mobile device to the edge cloud is
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FIGURE 1. Flowchart comparison of the performed tasks between the instant of capturing an image on the mobile device and presence of the
corresponding key frame (and tracking results) on the edge cloud for the conventional ATC workflow and the proposed Feature-Representation-
Every-Frame(FREF) and Feature-Representation-Only-Key Frame (FROKF) ATC workflows.

not strictly necessary in most edge-assisted SLAM systems,
we propose two alternative approaches to transfer input infor-
mation from the mobile device to the edge cloud, with the
goal of minimizing the required throughput as well as end-
to-end latency. The basic idea is to send the pure feature
representation of a frame, which in turn requires function-
ality changes of the edge cloud system. It should be noted
that these approaches are not applicable to all edge-assisted
visual SLAM systems, as concepts based on mirroring the
map structure between mobile device and edge cloud, as in
SwarmMap, depend on the transmission of tracking results.

As the basis of our edge-assisted visual SLAM sys-
tem transmission methods investigation, we use Edge-
SLAM [45], [46]. As described in Section IV-A, in the map
synchronization process between the edge cloud and the
mobile device, entire independent map sections are trans-
ferred, which means that there are no dependencies between
the global map and the local map. This allows the edge
cloud to use its own tracking results to create the global
map, rather than relying on the results of the mobile device.
This flexibility allows us to use Edge-SLAM [45], [46] to
investigate different transmission methods.

1) CONVENTIONAL
Fig. 1(a) shows the conventional workflow from the time an
image is captured by the mobile device until the key frame
is available on the edge cloud for further processing. The
conventional procedure extracts ORB features after capturing
the input image. The features are then used to determine
the pose of the mobile device within the tracking module.
Subsequently, the key frame creation criteria are used to
check whether the frame has enough new information to be
considered as a key frame. If this is the case, the key frame is
generated and sent to the edge. The optional feature compres-
sion, explained in Section V-E, should be performed only on

key frames in order to reduce unnecessary computation. The
key frame contains the compressed or uncompressed feature
representation as well as the tracking results. Theworkflow of
the conventional method is used in [45], [46], [47], and [50];
however, the implementation or functionality of individual
modules, such as the tracking module, may vary from system
to system.

Denoting TORB for the computation time for extracting the
ORB features from the input image, TMobile for the compu-
tation time for the remaining tasks of the tracking module,
TFC for the computation time for the optionally applicable
feature compression, and TKF for the transmission latency of
the key frame (plus tracking results), the end-to-end latency
TE2E between the capture of an image on the mobile device
and the presence of the corresponding key frame on the edge
cloud can be evaluated as:

TE2E = TORB + TMobile (+TFC ) + TKF . (1)

2) FEATURE-REPRESENTATION-EVERY-FRAME (FREF)
Wepropose the Feature-Representation-Every-Frame (FREF)
method, which sends the feature representation to the edge
cloud immediately after the ORB extractor function has
finished, or, respectively, after the feature compression has
finished. Fig. 1(b) shows the workflow of the proposed
FREF transmission method. Since the mobile device does
not yet have any information about whether the frame is to
be evaluated as a key frame, the feature representation must
be sent for each frame. This has the disadvantage of increased
throughput.

However, the loss of information between the mobile
device and the edge cloud is reduced. Since the edge cloud
has increased computing resources at its disposal, the quality
of the map can be improved by gaining additional input data.
To optimize the quality of the map generated on the edge
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cloud as well as the accuracy, the key frame creation criteria
could be modified, so that more key frames are generated on
the edge cloud than on the mobile device. The edge cloud has
to execute the tracking module on its own after receiving the
feature representation.

The basic concept of the FREF method is the only possible
input data transmission method in ‘‘full-offload’’ ATC edge-
assisted SLAM systems, in which all SLAM modules are
offloaded to the edge cloud, as themobile device cannot make
key frame decisions in these systems. FREF is used, for exam-
ple, in [42] and [51]. To the best of our knowledge, we are the
first to examine FREF for ‘‘functional-split’’ edge-assisted
SLAM systems, where a functional split occurs between the
mobile device and the edge cloud.

Denoting TF_FR for the transmission latency of sending the
feature representation of a frame and TEdge for the computa-
tion time for the remaining tasks of the tracking module on
the edge cloud, TE2E can be evaluated as:

TE2E = TORB (+TFC ) + TF_FR + TEdge. (2)

It can be assumed that due to the increased processing power
of the edge cloud, the processing latency of the remaining
tracking tasks TEdge is lower than TMobile [59]. In addition,
TF_FR is smaller than TKF , as the tracking results are not
transmitted to the edge cloud in FREF. It is important to note
that the mobile device still needs to run the tracking module
itself to ensure realtime localization.

3) FEATURE-REPRESENTATION-ONLY-KEY FRAME (FROKF)
The second proposed transmission method, shown in
Fig. 1(c), is to send the feature representation of a key frame
after creating a key frame on the mobile device. This reduces
the throughput compared to the conventional method, since
the tracking results belonging to the key frame are not sent.
In addition, the throughput is reduced compared to the FREF
method, since only key frames are sent to the edge cloud
instead of all frames. Denoting TKF_FR for the transmission
latency of sending the feature representation of a key frame
(without tracking results) and TEdge∗ for the computation time
for the remaining tasks of the tracking module (without key
frame creation criteria check), TE2E can be evaluated as:

TE2E = TORB + TMobile (+TFC ) + TKF_FR + TEdge∗. (3)

By not sending the tracking results of the key frames gen-
erated on the mobile device, the edge cloud must run the
tracking module itself, whereby the edge cloud is already
aware that the received feature representation belongs to a
key frame.

Since FROKF does not send any tracking results of the
key frame that is created on the mobile device to the edge
cloud (i.e., the ‘‘KF’’ received by the edge cloud contains
only the feature representation), the edge cloud has to perform
its own tracking and in order to build the global map the
edge cloud has to create its own key frame. This results in a
higher end-to-end latency than in FREF. The optional feature
compression should be performed only on key frames in the

FIGURE 2. Key frame creation rate for fr3/long_office_household (fr3)
test sequence (ORBextr.nFeat = 1000).

Feature-Representation-Only-Key Frame (FROKF) method
in order to prevent unnecessary computation. To the best of
our knowledge, FROKF is entirely novel and has not been
examined for any existing edge-assisted SLAM system.

V. EVALUATION
A. TESTBED
To evaluate the required throughput and end-to-end latency
of the proposed FREF and FROKF transmission methods,
we employ the following testbed. As edge-assisted visual
SLAM system, the Edge-SLAM [45], [46] implementation
is used. The conventional method of transmitting the feature
representation plus tracking results is implemented as the
default benchmark. The study of the feature compression
method is based on the implementation of [41].

Since processing latencies depend on the used platform,
several platform combinations are tested. We considered the
following platforms: a Raspberry Pi 4, a Fitlet2-CE3950,
a Fujitsu Esprimo K102-A100 with an Intel Core i7-
6700T CPU (2.8GHz, 8 cores) and 16GB RAM, and a
powerful workstation with an Intel Xeon W-2155 CPU
(3.3GHz, 20 cores) and 128GBRAM;whereby any platform
is considered as the mobile device, while the Fujitsu Esprimo
and powerful workstation are considered as the edge cloud.
The mobile device and the edge device are connected via
Ethernet.

We consider three test sequences: The fr2/desk (fr2)
[98 seconds] and fr3 [87 seconds] sequences from the
TUM RGB-D benchmarking dataset [60] are handheld
indoor recordings with varying translational and rotational
speeds. The original sequences contain 30 FPS. For our
tests, the sequences were modified to 10 FPS by only
playing every third frame, which means that the record-
ings are still played at unchanged speed. The reason for
this is that devices with low processing power were not
able to process 30 FPS input data in the visual SLAM
system in realtime in our tests. As third sequence, the
kitti_data_odometry_gray_sequence_04 (KI04) [28 seconds]
sequence from the KITTI odometry benchmarking dataset
[55] is used. This KITTI sequence is recorded on a standard
station wagon driving on a straight public road with high
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translational and very low rotational speed. The sequence
contains 10 FPS.

B. SERIALIZATION INFLUENCE
Serialization is the process of converting a non-serial data
structure to a format that can be stored or transmitted, while
deserialization is the reverse process of recreating the object
from the stored or transmitted serialized format. Serializa-
tion is necessary when transmitting data over a network.
Serialization incurs a data overhead, which can vary greatly
depending on the used serialization method and type. In the
open-source implementation of Edge-SLAM [45], [46], the
text serialization method from the Boost C++ library is used.
The text serialization overhead can be very large, depending
on the data structure. A binary serialization method is much
more efficient, as we have evaluated as follows.

We have measured the sizes of the serialized feature rep-
resentation frame objects with both serialization methods
for the fr3 sequence, with 1000 features per frame. Subse-
quently, we divided the frame size by the number of contained
features to obtain the average data size of a feature in a
serialized frame. Text serialization gave an average data size
of 1610.9 bit; whereas, binary serialization gave 480.7 bit,
which is close to the theoretical 480 bit noted in Section II-B.
We use binary serialization for all subsequent evaluations in
this study.

C. REQUIRED THROUGHPUT
1) PRELIMINARIES
Since the throughput of the analyzed input data transmission
in edge-assisted visual SLAM systems depends on more than
just the transmission method, we first examine the influence
of auxiliary factors. In general, the throughput is jointly
governed by the number of features per frame, the data size
per feature, and the transmitted frame rate, or, respectively,
key frame rate. In the FREF method, the rate of transmitted
frames can be freely chosen and in our case is equal to the FPS
value of the incoming camera data rate of 10 FPS. By using
a lower rate of transmitted frames, there is a possibility that
information from possibly important key frames will not
be available on the edge cloud, thus decreasing reliability.
For the conventional and FROKF methods, the number of
transmitted frames depends on the rate at which key frames
are generated.

In turn, the key frame creation rate depends on the respec-
tive application and can differ greatly depending on the speed
and type of movement. The key frame creation criteria can
also be customized according to the appropriate environ-
ment, hardware, and channel conditions. Fig. 2 shows the
key frame (KF) creation rate (KF/s) for the conventional
Edge-SLAM system on the Fujitsu mobile device for the fr3
test sequence. The periodic drops of the KF creating rate are
due to the local map update mechanism. Every five seconds,
the mobile device receives a map update, which blocks the
tracking module. The incoming frames are lost during this

TABLE 2. Average measured throughputs and key frame (KF) creation
rates for fr3 sequence as a function of the ORBextr.nFeat parameter
(which approx. equals the actual number of features per frame) for the
conventional method.

TABLE 3. Required average throughput per frame and KF for the fr3
sequence: calculated from Eqn. (5) for FREF and FROKF (and validated
with testbed measurements which very closely align with the calculated
values).

time, which means that fewer key frames can be generated.
Also, we observe from Fig. 2 that the key frame creation
rate is higher around the middle of the test sequence than the
beginning or the ending, which is caused by the increased
movement speed in the middle of the fr3 test sequence.

The maximum number of features accepted per frame
can be set in Edge-SLAM using the ORBextractor.
nFeatures parameter, which we abbreviate to ORBextr.
nFeat. The more features are used per frame, the more
complex the calculations become, but the higher the accu-
racy can be. Due to different environments and hardware,
it is not possible to give a universal ideal value for
ORBextr.nFeat, and we therefore conduct evaluations for
a range of ORBextr.nFeat values.

2) EVALUATION SETUP
Table 2 shows the measured average throughput between the
mobile device and the edge cloud while running the fr3 test
sequence using the conventional Edge-SLAM architecture,
where the feature representation plus tracking results are sent
from the mobile device to the edge for each key frame. The
throughput from the edge cloud to the mobile device (local
map update mechanism) is not included, since this study
focuses on the transmission of the input data from the mobile
device to the edge cloud. The measurements were performed
for ORBextr.nFeat values from 500–2000. In addition,
we evaluate the number of total transmitted key frames and
the resulting average key frame creation rates.

In order to provide generally applicable results that are not
unique to specific test sequences, we evaluate the throughput
to the next smaller entities; specifically, to the through-
put per key frame and the throughput per feature. In order
to determine the total required throughput for other test
sequences, only the respective key frame creation rate has to
be measured and extrapolated with the help of the required
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throughput per key frame given in Table 2. For this reason,
we only use the fr3 test sequence for the throughput evalua-
tions in this study.

3) RESULTS
We observe from Table 2 that the throughput increases
consistently with the increase in ORBextr.nFeat value
and thus the number of features per frame. We note
that ORBextr.nFeat is the maximum number of trans-
mitted (accepted) features per frame. However, in most
images, much more than 2000 features are found (e.g.,
in fr2, about 6000 features per frame). Thus, for our
‘‘low’’ ORBextr.nFeat values of 500–2000, the actual
number N of features per frame approximately equals
the ORBextr.nFeat value. Accordingly, we can con-
clude from the roughly linear relationship between the
ORBextr.nFeat value and the throughput that sending
twice the number of features roughly doubles the throughput.
However, the ORBextr.nFeat value also affects the func-
tionality of the SLAM system, which further increases the
throughput. The key frame creation rate increases because the
key frame creation criteria are unchanged, and thus are more
likely to be met if more features are present, which, in turn,
increases the throughput. The individual average feature size
decreases with increasing features per frame, since the track-
ing results are distributed over more features; however, this
throughput reducing effect of the reduced average feature size
is negligible compared to the increased number of features per
frame.

Next, we examine the throughputs of the FREF and
FROKF methods. Let S denote the serialization overhead,
N the number of features per frame or KF, F the feature
descriptor size, K the key point size, and D the depth value
size. Then, the size M of the data per frame or key frame is
clearly determined and can be formulated as:

M = S + N · (F + K + D). (4)

The corresponding values for Edge-SLAM [45], [46] are:

MEdgeSLAM = 99 + N · (32 + 28 + 4) in Bytes. (5)

It should be noted that the serialization overhead S is inde-
pendent of the number of features N .
The throughput per frame and key frame values are shown

in Table 3. The total throughput of the FREF method is
calculated by multiplying the FPS (in our case, 10 FPS)
by the frame data size. For FROKF, we use the key frame
creation rates from Table 2 to calculate the total average
throughput to allow a fair comparison with the conventional
method. As expected, the throughput required for FROKF
is far below the throughput required for the conventional
method in Table 2. By omitting the tracking results, the
FROKF throughput can be reduced to less than one-fifth of
the throughput of the conventional method.

Since every frame is transmitted in the FREF method, the
average throughput required for FREF exceeds the through-
put requirement of the conventional method (for the key

frame creation rates in Table 2). However, with slightly
increased key frame creation rates, the FREF method would
achieve lower required throughput than the conventional
method, since sending additional key frames increases the
average throughput. Depending on the ORBextr.nFeat
value, the average key frame creation rate, from which the
average throughput of FREF would be below the conven-
tional method, is between 1.5–1.75KF/s. Since the key frame
creation rate can vary greatly depending on the type of move-
ment of the mobile device and the environment (see Fig. 2),
the throughput in the conventional and FROKF methods can
be highly dynamic. In contrast, the FREF method has a
constant throughput by sending every frame.

D. LATENCY
The end-to-end latency between the mobile device and the
edge cloud should be as low as possible. In [31] it was
demonstrated that the latency between the mobile device
and the edge cloud has a major impact on the reliability
of the system. This is mainly due to the local map update
mechanism used in Edge-SLAM, where the mobile device
deletes its own map when receiving an update. Transmission
latencies and processing latencies create a time window that
is missing as part of the new local map, but may be highly
relevant for the success of further tracking. In [57] it was
then demonstrated that by using a key frame buffer on the
mobile device, the missing time window in the local map can
be shortened so as to improve reliability. Nevertheless, long
latencies generally reduce reliability and accuracy. In order
to examine the end-to-end latencies [see Eqns. (1)–(3)] of the
investigated transmission methods, we proceed to examine
the individual latency components in detail.

1) TRANSMISSION LATENCY
The number M of bits to be transmitted per frame or key
frame and the bandwidth (bitrate) R [in bits/s] govern the
transmission latency LT = M/R. Thus, the average frame and
key frame sizes in Tables 2 and 3 and the respective available
bandwidths give the transmission latencies in Table 4. In gen-
eral, the maximum acceptable transmission latency depends
on the circumstances. For instance, relatively long latencies
can be tolerated if the mobile device moves slowly. On the
other hand, fast rotations require short latencies.

We observe from Table 4 that the reduced data size of
the frame and key frames in FREF and FROKF substantially
reduces the transmission latencies, and this latency reduction
is especially relevant at low bandwidths. More specifically,
we observe from Table 4 that the FREF and FROKF trans-
mission latencies are consistently roughly one-sixth of the
corresponding conventional transmission latency, i.e., the
proportional transmission latency reduction is constant. How-
ever, from a practical perspective, the absolute transmission
latency reductions are particularly pronounced for low band-
widths. For instance, for ORBextr.nFeat = 1000, the
transmission latency is reduced by over 500ms for a band-
width of 5Mbps, compared to a reduction by less than 30ms
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TABLE 4. Transmission latency [ms] for transmitting the feature representation or the feature representation with tracking results of one frame or key
frame as a function of the ORBextr.nFeat value and the available bandwidth.

FIGURE 3. Processing latency of the tracking module on the Fitlet mobile
device for the test sequence fr3 for different ORBextr.nFeat values.

for a bandwidth of 100Mbps. A 500ms latency reductionwill
typically have amuchmore profound impact on the reliability
than a 30ms latency reduction. Therefore, the FREF and
FROKF methods are advantageous over the conventional
method, especially at low bandwidths.

2) PROCESSING LATENCY
Next, we measure the processing latencies for the differ-
ent transmission methods. Recall that Fig. 1 conceptually
illustrates the respective processing latencies of the different
transmission methods. The measurements are performed on
multiple platforms, since the mobile device and edge cloud
can have more or less available computation resources. The
Raspberry Pi 4, Fitlet, Fujitsu, and the workstation are con-
sidered as the mobile device. In addition, the effect of the
ORBextr.nFeat value must be taken into account, since
it strongly influences the computational complexity. We do
not include the processing latency of the ExtractORBmodule
in the measurement, since it is the same for all transmis-
sion methods. The processing latencies TMobile, TEdge, and
TEdge∗ in Fig. 1 are all incurred for the same execution
of the tracking module as well as the key frame criteria
check (requires less than 0.01ms and is thus negligible)
and key frame creation after feature extraction. Therefore,
we only measure TMobile for the conventional method since

TABLE 5. Mean processing latency [ms] of the tracking module [which
approx. equals TMobile in Fig. 1(a), TEdge in Fig. 1(b), and TEdge∗ in
Fig. 1(c)] for fr2, fr3, and KI04 test sequences; each evaluated on various
mobile device hardware, for different ORBextr.nFeat values. The
symbol ‘‘/’’ indicates that the run was unsuccessful.

the differences between TMobile, TEdge, and TEdge∗ are negli-
gible. That is, the transmission method does not influence the
actual processing latency of the tracking module; rather, the
transmission method determines where the tracking module
is executed [and thus indirectly influences the processing
latency (which is hardware dependent and included in the
end-to-end latency TE2E )].

Fig. 3 shows the processing latency TMobile on the
Fitlet over the course of the fr3 test sequence for
ORBextr.nFeat values between 500–2000. The increas-
ing computational complexity due to more features to be
processed can be clearly observed.

Table 5 presents the average measured processing laten-
cies TMobile for the different combinations of test sequence,
platform, and ORBextr.nFeat value. We observe from
Table 5 that the hardware strongly influences the process-
ing latency. For example, the measured processing latencies
on the Raspberry Pi 4 are very long (over three time
longer than for the Fitlet). Due to these long Raspberry
Pi 4 processing latencies, the test sequences cannot be run
successfully for high ORBextr.nFeat values. Also, for
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TABLE 6. End-to-end latency for Fitlet mobile device and Fujitsu edge cloud for conventional, FREF, and FROKF transmission as a function of bandwidth
and ORBextr.nFeat value, for fr3 sequence.

the demanding KI04 test sequence, a successful run was not
possible with the Raspberry Pi 4 mobile device even with
lower ORBextr.nFeat values.
Also, for the fr2 and KI04 test sequences, no successful

test runs could be achieved with an ORBextr.nFeat value
of 500, regardless of the mobile device platform. The reason
for this is probably the nature of the observed environments,
which are very feature-rich. By limiting the maximum num-
ber of features per frame, important features may be rejected.
If previously rejected features are accepted in subsequent
frames, then no feature matches can be found, resulting in
a lost track.

Overall, we conclude that the Raspberry Pi 4 can only be
used for applications with very slow movement speeds and
static environments. The Fitlet is a good alternative, since
its form factor corresponds to that of a Raspberry Pi 4, but
still achieves shorter processing latencies. Nevertheless, the
Fitlet processing latencies are in a critical range for high
ORBextr.nFeat values. For applications with high move-
ment speeds and dynamic environments, hardware similar to
the Fujitsu should probably be used as a mobile device to
ensure sufficient reliability.

In addition, we observe from Table 5 that the processing
latencies of the tracking module are generally substantially
shorter for the KI04 sequence than for the fr2 and fr3
sequences. This is due to the fast movement speed in theKI04
sequence and thus the low number of existing map points
in the current environment. This means that fewer features
need to be compared with each other, which takes up less
computation time.

3) END-TO-END LATENCY
Based on the measured transmission latencies (Table 4) and
processing latencies (Table 5), Eqns. (1), (2), and (3) can be
used to calculate the end-to-end latencies for the respective
transmission methods. Table 6 gives the end-to-end laten-
cies for the Fitlet mobile device and Fujitsu edge cloud.
We observe from Table 6 that FREF achieves the lowest
end-to-end latencies. The end-to-end latency reductions with
FREF become more pronounced for lower bandwidth; for the
10Mbps bandwidth, the FREF end-to-end latency is less than
one-quarter of the conventional end-to-end latency. On the
other hand, the higher the available bandwidth, the lower the
transmission latencies and thus the smaller the end-to-end

FIGURE 4. Percentage of processing latency included in end-to-end
latency for ORBextr.nFeat value of 1000.

latency reduction due to reduced frame data sizes. For the
100Mbps bandwidth, the FREF end-to-end latency is a little
less than half the conventional end-to-end latency.

Fig. 4 shows the percentage of the processing latency in the
total end-to-end latency as a function of the available band-
width. The higher the percentage, the lower the advantage of
reduced transmission latency due to reduced frame data sizes
for FREF and FROKF.

FROKF also achieves lower end-to-end latencies than the
conventional method at low bandwidths. However, there is
a tradeoff, as illustrated in Fig. 5: Since the FROKF pro-
cessing latencies are higher than the processing latencies of
the conventional method, there exists a threshold bandwidth
value. Above that threshold bandwidth value, the FROKF
end-to-end latency is longer than the end-to-end latency of
the conventional method. We observe in Table 6 that for
an ORBextr.nFeat value of 2000, the FROKF end-to-
end delay exceeds the conventional end-to-end delay for a
bandwidth of 100Mbps, i.e., 100Mbps exceeds the threshold
bandwidth value. More specifically, from Fig. 5, or by equat-
ing Eqns. (1) and (2), i.e., by equating TKF = TKF_FR+TEdge∗
and solving for the transmission bitrate, we find that this
threshold bandwidth is 121Mbps for an ORBextr.nFeat
value of 1000.

E. FEATURE COMPRESSION
Since the feature representation is transmitted in all examined
transmission methods, feature compression has in absolute
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FIGURE 5. End-to-End latency for Conventional, FREF, and FROKF for
Fitlet mobile device and Fujitsu edge for ORBextr.nFeat value of
1000 as a function of bandwidth.

TABLE 7. Percentages of performed coding (feature compression) modes
depending on ORBextr.nFeat value measured on Fujitsu.

terms the same impact in all transmission methods. Only
the percentages of the resulting throughput reduction and
processing latency increase are different. We examine the
intra, inter, and inter-skipping coding schemes [41] as pos-
sible feature compression methods. First, we evaluate the
probabilities for these compression methods by processing
the test sequences on the Fujitsu and saving the used cod-
ing mode for each feature. Table 7 gives the percentages
for every coding mode for different ORBextr.nFeat val-
ues. In fr2 and fr3, mainly inter-frame coding is applied,
since the mobile device moves slowly, and thus many
features remain similar in successive frames. In KI04, intra-
descriptor coding is applied more often due to the fast
movement speed. For all test sequences, increasing the
ORBextr.nFeat value, increases the proportion of inter-
frame coding. Inter-skipping coding is almost never applied,
because inter-skipping requires that the feature descriptors of
two frames are almost identical (which should presumably
occur more often during standstill).

1) THROUGHPUT
We evaluate the influence of feature compression on the
required throughputs of the transmission methods. To do
this, we measure the data sizes of the compressed feature

TABLE 8. Average measured frame and feature sizes depending on
ORBextr.nFeat parameter for test sequence fr3.

TABLE 9. Calculated average throughput [Mbps] with feature
compression as a function of the ORBextr.nFeat value for fr3 test
sequence.

representation of all frames of the fr3 test sequence. Table 8
gives the average frame sizes and the average feature sizes
as a function of the ORBextr.nFeat. The higher the
ORBextr.nFeat value, the smaller the average feature
size is likely to be, since more features are compressed
by inter-frame coding (see Table 7), which achieves higher
compression. As described in Section II-B, an uncompressed
feature has the size of 480 bits. Compression reduces the
average size of a feature down to less than 150 bits, i.e., down
to less than one third of the uncompressed feature size. This
significant size reduction is achieved at the cost of quality loss
and additional processing latency, which will be considered
in Section V-E2.
Table 9 lists the average required throughputs for the

studied transmission methods when using the feature com-
pression. For the conventional method, the savings per
feature were subtracted from the throughput measurements
in Table 2. For FREF and FROKF, the average frame sizes
were calculated as in Table 3. In absolute terms, all trans-
mission methods reduce the required throughput by the same
amount due to the feature compression. Relatively speaking,
the throughput of the conventional method is reduced by only
8% on average (compared to Table 2); whereas, in FREF and
FROKF, the throughput is reduced by approximately 70% on
average (compared to Table 3). Overall, the required through-
put of FROKF with feature compression (see Table 9) is only
about one-twentieth compared to the throughput of the con-
ventional method without feature compression (see Table 2).

2) PROCESSING LATENCY
The reduced required throughput comes at the cost of
increased computation on the mobile device and the edge
cloud. For each feature, it must be decided which coding
scheme should be used. The respective coding scheme prob-
abilities have already been reported in Table 7. The coding
schemes have different complexities, with correspondingly
varying processing latencies. Also, the used platform strongly
influences the processing latencies.
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TABLE 10. Average encoding delay [µs] per feature on various mobile
device hardware. The symbol ‘‘/’’ indicates that the run was unsuccessful.

To investigate this, we measure the processing latencies of
each feature encoding and decoding occurrence over the com-
plete course of the respective test sequences. The workstation
and the Fujitsu are used as the edge cloud and thus decoder.
The Fitlet and the Fujitsu are used as the mobile device
and thus the encoder. The Raspberry Pi 4 could not be used
with the existing feature compression C++ implementation
due to errors caused by its processor architecture. Since the
measured processing latencies and end-to-end latencies in
Section V-D are already quite high with the Raspberry Pi 4,
the additional coding processing latencies would make the
behavior even worse.

Tables 10 and 11 give the measured mean encoding and
decoding times, respectively.We report these coding latencies
separately for intra coding and for inter coding for a range of
ORBextr.nFeat values. Inter-skipping is not considered,
since the processing latency for decoding and encoding of
one feature is less than one microsecond and in combination
with the very low probabilities, the impact of inter-skipping
is negligible.

The following conclusions can be drawn from
Tables 10 and 11: The used platform has a strong impact on
the processing latency of the intra-frame encoding, as well as
on the intra- and inter-frame decoding. The test sequence has
only a minor influence. The ORBextr.nFeat value also
has no clear influence on the coding processing latencies of
the individual features.

The mean encoding and decoding processing latencies per
feature, the used ORBextracor.nFeatures value, and the cod-
ing scheme probabilities enable the calculation of the average
overall (end-to-end) encoding and decoding latencies given
in Table 12. In relation to the end-to-end latencies without
feature compression given for the Fitlet-Fujitsu combination
in Table 6, the overall encoding and decoding processing
latencies in Table 12 are relatively large. Specifically, for
ORBextr.nFeat values 1000–2000, the average feature

TABLE 11. Average decoding delay [µs] per feature on various edge
computing hardware.

TABLE 12. Average aggregate (sum) of the encoding latency and the
decoding latency [ms] per frame for different mobile device-edge
computing combinations, averaged over all test sequences.

encoding and decoding latencies in Table 12 exceed the FREF
end-to-end latencies (without feature compression) for band-
widths of 50 and 100Mbps in Table 6.

3) END-TO-END LATENCY
The measurements in Section V-E2 indicate that feature
compression adds relatively long coding processing latencies
to the end-to-end latency. On the other hand, the reduc-
tion of the frame or key frame data sizes reduces the
transmission latency. Fig. 6 shows the processing, transmis-
sion, and feature compression processing latency components
for the investigated transmission methods. For compari-
son, the latency components are also shown without feature
compression.

Fig. 6 indicates that the feature compression (coding) pro-
cessing latencies are substantially longer than the reductions
of the transmission latency, i.e., that the feature compression
does not pay off for the examined scenario. There is a thresh-
old bandwidth below which the reduction in transmission
latency due to the reduction in frame data sizes outweighs
the added processing latencies. With an ORBextr.nFeat
value of 1000 and the average data sizes measured for the
fr3 test sequence, this bandwidth is 6.29 megabits per second
(Mbps) for the conventional method and 8.84Mbps for FREF
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FIGURE 6. End-to-end latencies for conventional, FREF, and FROKF
transmission methods with and without feature compression (FC) which
incurs the coding latency; Fitlet mobile device, Fujitsu edge cloud,
100 Mbps bandwidth, and 1000 ORBextr.nFeat for fr3 test sequence.

and FROKF. Below these bandwidths, feature compression
reduces the end-to-end latency.

VI. CONCLUSION
In edge-assisted visual SLAM systems, there are several
options for the data transfer from the mobile device to the
edge cloud. These options differ in the amount of data to
be transmitted and the resulting end-to-end latency from
image capture until the corresponding data is available for
further processing on the edge cloud. This study investigated
the Analyze-Then-Compress (ATC) transmission methods.
Two novel methods, namely FREF and FROKF, were intro-
duced with the goal of reducing end-to-end latency and
required throughput. For repeatable and meaningful results,
the investigated transmissionmethodswere tested on four dif-
ferent platforms and with three benchmarking test sequences.
In addition, consideration was given to various parameters,
such as key frame creation rate and ORBextr.nFeat,
in order to obtain results that are as broadly applicable as
possible.

Compared to the conventional transmission method of
transmitting the feature representation plus tracking results of
every key frame, the FREF method (which transmits the fea-
ture representation without tracking results for every frame)
reduced the end-to-end latency down to less than one quarter
at a bandwidth of 10Mbps. However, with the FREF method,
the mobile device is forced to transmit each input frame
to the edge cloud, which increases the required through-
put above that of the conventional method. The increased
throughput comes with the advantage that the edge cloud
receives more information, which can be used to increase
accuracy. For use cases with sufficient available bandwidth,
the FREF method should provide the most reliable results.
The FROKF method (which transmits the feature represen-
tation without tracking results only for key frames) reduces
the required throughput down to less than one-fifth of the

throughput required by the conventional method. Whether
the resulting FROKF end-to-end latency is higher or lower
than that of the conventional method depends on the available
bandwidth.

To further reduce the required throughput in ATC meth-
ods, feature compression can be applied. This was also
tested experimentally in our testbed to investigate the
impact on end-to-end latency and throughput. The mea-
surements indicate that feature compression reduces the
required throughput for the FREF and FROKF methods by
approximately 70%. The measurements also indicate that
the additional encoding and decoding tasks for feature com-
pression incur significant processing latencies that exceed
the reduction in transmission latency at moderate to high
bandwidths.

Overall, our findings indicate that the choice of an appro-
priate transmission method for a specific application depends
on several factors, including the available bandwidth and the
available computation capacity on the mobile device. The
choice has an impact on the resulting end-to-end latency as
well as the required throughput. By reducing the end-to-end
latency between the mobile device and the edge cloud, the
reliability of edge-assisted visual SLAM system can gener-
ally be substantially improved. This can offer great potential
for realtime sensitive application areas, such as autonomous
driving, by enabling higher mobile device speeds. Reduced
throughput is beneficial in application areas with severely
limited bandwidths, allowing, for example, more mobile
devices to operate simultaneously in collaborative SLAM
systems.

When considering our specific measured values, it is
important to understand that they do not universally represent
all visual SLAM systems. Using other test sequences or mod-
ifying the SLAM system may lead to different measurement
values. Therefore, our measured values should be interpreted
as a reference to better understand the influence of the differ-
ent transmission methods and to demonstrate their respective
advantages and disadvantages.

In future work, the proposed new transmission methods,
which have been examined in this study for a single mobile
device, could be investigated in the context of swarm scenar-
ios where multiple mobile devices, e.g., a swarm of mobile
robots, collaborate to map and to localize themselves in an
environment [61], [62]. It would be particularly interesting to
explore heterogeneous scenarios, where the mobile devices
have different computing capabilities and different available
bandwidth, e.g., due to varied wireless signal propagation
conditions. Another direction for future research could be to
revisit the CTA methods, e.g., by exploring adaptations of
the image compression to the requirements of edge-assisted
visual SLAM systems.
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