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ABSTRACT The Internet of Things (IoT) benefits from social networking platforms in establishing and
enhancing social-oriented services, information, and autonomous social relationships. Social IoT (SIoT)
systems can boost the user experience in the real world in several applications, including healthcare,
transportation, and entertainment. However, the collected data from various interconnected SIoT systems is
massive, demanding robust and efficient processing algorithms, feature extraction, selection, and inference.
This work presents an enhanced Artificial Hummingbird algorithm (AHA) for feature selection (FS). The
enhanced version of AHA is performed using the advantages of Quantum-based optimization. The main
aim of using Quantum is to improve the population’s exploration ability while discovering feasible regions.
Extensive experiments utilizing eighteen UCI datasets were conducted to validate the developed FS method,
QAHA. The QAHA is compared with other FS methods, and the experimental established its efficiency.
Moreover, a set of four datasets from SIoT are used to evaluate the applicability of QAHA to the real-world
setting. The results using these datasets indicate the high performance of QAHA to increase the accuracy
by decreasing the number of features. In the case of UCI datasets, the average accuracy of the developed
QAHA is 93% among the eighteen datasets. Whereas, In the case of the SIoT datasets, the developed QAHA
has an accuracy of nearly 90.7%, 98.7%, 92.2%, and 84.6% for the Trajectory, GAS sensors, Hepatitis, and
MovementAAL datasets, respectively.

INDEX TERMS Artificial hummingbird algorithm, feature selection, swarm optimization, quantum-based
optimization, social Internet of Things.

I. INTRODUCTION
In recent years, the Internet of Things (IoT) platforms
integrated a paradigm to enhance the exchanged information
between millions of objects called the Social Internet of
Things (SIoT). The SIoT paradigm intelligently connects
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social networks and IoT to create social communications
between humans and objects. The development of the
SIoT ecosystem needs robust algorithms to build a robust
system in terms of architecture, system components, shared
information, feature extraction and selection, scalability,
relation management, web services, and parameters [1].
However, with the massive amounts of data from different
sources such as social network platforms, smartphones, and
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sensors, the collected information should be processed and
analyzed quickly to provide quick reports, diagnoses, and
analyses. In addition, the transferred information across
independent objects can differ in operating platforms, data
type, communication protocols, and object type. For instance,
the SIoT ecosystem can benefit from autonomous commu-
nication between objects to create a social relation, such
as managing interconnected objects in smart city infrastruc-
ture and providing better services, including transportation
(shortest path), event monitoring on social media plat-
forms, crisis monitoring, urban resources management, and
healthcare [2].

Regardless of the existing data processing algorithms, the
high volume of data needs practical tools to process and
analyze it. The high dimensionality of the data sets could
affect the performance of machine learning (ML) tools.
More specifically, the classification is affected since the
computational effort increases and the accuracy decreases.
These demerits occur due to the data acquired containing
redundant information and noise that demerits the methods
applied to it. To overcome such problems, in the related
literature, it is possible to find dimensionality reduction
algorithms; these kinds of methods are divided into Feature
Selection (FS) and Feature Extraction (FE). In general terms,
FE helps to obtain the information that composes a data
set. For example, from a set of images (from the same
source), it is possible to apply different operators that extract
the most relevant features from the objects and store them
in a table. Meanwhile, FS is used over the data set to
remove the noise, irrelevant, and redundant information
that permits an increase in classifiers’ performance. It is
performed by selecting a subset of the data with the most
relevant information from the original data set. The use of FS
has been extended to different applications such as network
intrusion detection [3], cardiovascular disease prediction [4],
COVID-19 classification [5], and Alzheimer diagnosis [6] to
mention some.

The FS methodologies are classified into the filter, wrap-
per, and embedded methods. The wrapper-based approaches
use ML tools as classifiers to verify if the selected features
are substantially representative. However, complex data sets
with significant information require more computational
resources. In contrast, the filter methods do not use ML
mechanisms and only take the information from the data
set to select the most representative information. To perform
this task filter, FS approaches the intrinsic information of
the data set that is analyzed by using metrics such as the
correlation or distances to determine the subset of features.
The embedded methods have integrated the FS as part of the
learning process. This kind of approach combines the benefits
of filter and wrapper methodologies. The embedded methods
train a single ML model and select the features based on
their importance but also according to the model. To improve
the performance of FS methods, they have used different
techniques, such as meta-heuristic algorithms.

Meta-heuristic algorithms (MA) are optimization tools
that permit the exploration of a bounded search space
with different search agents simultaneously. MA algorithms
are divided into two prominent families; one is for the
evolutionary-based methods as the genetic algorithms (GA)
or the differential evolution (DE). In contrast, the second
family is for the swarm-based approaches as the particle
swarm optimization (PSO). In general, MA uses different
rules that permit to use of operators that perform the
exploration of the search space and the exploitation of
the most prominent regions. In the related literature, it is
possible to find modern MA that employs sophisticated rules
and operators that permit finding the optimal solution with
high performance. Some examples are atomic the orbital
search (AOS) [7], theAfrican vultures optimization algorithm
(AVOA) [8], the golden eagle optimizer (GEO) [9], the honey
badger algorithm (HBA) and the artificial hummingbird
algorithm (AHA) [10] to mention some. Besides, the MA
has been improved using hybrid methods or operators that
permit better performance. For example, in [11], a multi-
population whale optimization algorithm is proposed by
clustering; here, the proposed method is used for solving
optimization benchmark problems. The electromagnetic field
optimization algorithm was also improved by using mutation
operators for image thresholding [12]. In the same way,
the reptile search algorithm has also been improved by
using mutation techniques [13]. Another interesting approach
includes the modification of the moth-flame optimizer
with an adaptation mechanism for mechanical engineering
problems [14].

Regarding the use of MA for FS, it is possible
to find many implementations that include hybrid and
improved approaches. For example, the binary version
of the moth-flame optimization proposed in [15] for FS
using medical data sets. The fractional-order comprehensive
learning marine predators algorithm (MPA) is an improved
approach for FS [16]. The chaotic maps are used in [17] to
improve the gaining sharing knowledge-based optimization
algorithm for FS. Also, the standard (MPA) is modified to
create different binary versions for FS [18]. The information
related to the use of MA for FS is vast, and it is growing with
the number of MAs published every year. A recent review
related to MA for solving the FS problem was presented
in [19].

On the other hand, since MA needs to be adapted to
solve problems from different fields of application [20],
sometimes it takes effort to achieve the optimal solution.
Even if the MA is good, some problems have multi-modal
search spaces that affect the performance of the search
process. In this way, MA can fail in suboptimal solutions.
In the related literature, they have been proposed different
methodologies that permit improvement of the performance
of MA. One of these approaches takes advantage of modern
physics, and using the motion in subatomic levels to define
the movement of particles creates quantum behavior. The

66258 VOLUME 11, 2023



M. Abd Elaziz et al.: Quantum AHA for Feature Selection of Social IoT

quantum behavior has been used to improve different MA as
the quantum PSO (QPSO) [21], the quantumGA (QGA) [22],
the quantum Henry gas solubility optimization (QHGSO)
algorithm [23], the quantum simulated annealing (QSA)
[24], the quantum salp swarm algorithm (QSSA) [25],
the quantum cuckoo search algorithm (QCSA) [26] and
the quantum marine predator’s algorithm (QMPA) [27] to
mention some. An interesting study of quantum MA can
be found in [28]; besides, an analysis of the role of MA
in quantum computers is presented in [29]. However, such
methods are proposed for specific problems and suffer
from some limitations such as premature convergence. This
motivated us to propose an alternative FS approach based on
a quantum version of the artificial hummingbird algorithm,
QAHA, for solving the FS problem. The AHA algorithm
has recently been introduced and applied to solve different
problems for renewable energies [30]. It has also been used
for the parameter identification of Li-Ion batteries in electric
vehicles [31]. In [32], a modified version of AHA has been
presented as FS using the random Opposition technique to
handle the waste classification problem. This FS method has
established its performance in comparison with other MH
techniques.

Only a few applications can be found since the AHA was
recently proposed. For that reason, it is necessary to test and
improve this approach.

In this article, we introduce an improved version of the
AHA using quantum-based optimization. This method is
called quantum AHA (QAHA). To verify the performance
of the proposed QAHA, we used the K-nearest neighbors
(KNN) classifier to analyze 18 data sets with different
characteristics taken from the UCI repository. As a case
study, the QAHA is also applied for classifying data sets of
Social IoT. Different metrics and comparisons with similar
approaches validate the performance of the QAHA. In this
context, the novelty of this proposal is integrating the
quantum theory with the AHA and its application for SIoT
data classification.

The main contribution of this work can be summarized as
follows:

• Propose a modified version of the Artificial Humming-
bird algorithm as FS for Social IoT.

• Using the strength of Quantum-based optimization
technique to improve the performance of AHA, which
aims to enhance its exploration ability.

• Evaluate the efficiency of developed QAHA using a set
of UCI datasets. In addition, a set of four social databases
related to IoT were also selected to validate the QAHA
algorithm.

• Compare the results with the state-of-the-art
FS methods.

The remainder paper is organized as follows: Section II-A
presents the preliminaries of the AHA. Section III introduces
the proposed approach. Section IV shows the experiments
and comparisons. Finally, some conclusions are discussed in
Section V.

II. BACKGROUND
A. ARTIFICIAL HUMMINGBIRD ALGORITHM
The artificial Hummingbird algorithm (AHA) is a newly
established swarm intelligence algorithm by Zhao et al. [10].
AHA is inspired by the intelligent behaviors of the
smallest-sized bird in the world called Hummingbirds. From
a biological perspective, the hummingbird has considered
the most intelligent animal since its body size is very small
compared to its intelligence level. Therefore, this intelligent
behavior is modeled as an optimization algorithm.

As a high-level description of the basic steps of AHA
is given in Figure 1. Where the algorithm starts with the
population and visit table initialization, determines the flight
behavior, and chooses the foraging strategy. Lastly, as an
iterative algorithm, the algorithm will check whether to
terminate after each iteration.

1) STEP 1: POPULATION AND VISIT TABLE CONSTRUCTION
As with any other population-based algorithm, AHA c
starts by developing its population. Which consists of n
hummingbirds placed on n food sources. For hummingbirds’
positions (x) initialization, Eq. (1) will be utilized where
xi refers to the position of the ith food source assigned to
the ith hummingbird. In addition, the terms LB and UB are
the lower and upper bounds of the optimization problem.
Furthermore, to establish the initial random population, r
was utilized, which refers to a random vector of numbers
between 0 and 1. It is worth mentioning that LB, UB, r , and
xi are vectors of d dimension, according to the problem on
hand.

xi = LB+ r · (UB− LB) , i = 1, 2, . . . ,N (1)

where r ∈ [0, 1] is random value. LB and UB represent
the limits of the search space. N is the size of the
population.

In addition to population initialization, some of the hum-
mingbirds’ characteristics are their intelligence and strong
memory. In nature, each hummingbird will be responsible
for one food source, from which all information about
that food source can be gained ( e.g., nectar-refilling rate).
Furthermore, it can move/migrate and get food from other
sources. However, in terms of memorization, hummingbirds
memorize two pieces of information. The first is related to
the food source it is assigned to. Furthermore, the second
relates to visiting all other food sources last time. Simulating
this in AHA, the memories of the birds were presented using
a visiting table, which represents the food sources visiting
level. The higher the level, the longer the time since the last
visit.

As illustrated in Table 1, the visit table contains n rows and
n columns (here, n=4), where the rows represent the number
of birds and the columns are the number of food sources.
The table will be filled according to Eq. (2), where two cases
exist. In the first case, i = j refers to the hummingbird and
its assigned food source. In this case, no visit level will be
assigned, and the value of this cell will be null. On the other
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FIGURE 1. Artificial hummingbird algorithm flowchart.

hand, when i ̸= j, all the food sources will be assigned
to 0, indicating a recent visit (because we are still at the
initial step). In other words, for each hummingbird, all the
food sources level will be zero, except the food source it is
responsible for will be null.

VTij =

{
null, if i = j
0, if i ̸= j

i = 1, 2, . . . , n; j = 1, 2, . . . , n

(2)

2) STEP 2: DETERMINE THE FLIGHT BEHAVIOUR
Generally, the flying behavior of the birds is known to be
omnidirectional. However, for hummingbirds, three flying
manners are conducted;

1) Axial flight,
2) Diagonal flight, and
3) Omnidirectional flight

Referring to Figure 2, the first flight type (A) is the Axial
flight, where the birds fly along axes. Next (B) is the
Diagonal flight; in this type, the birds fly from one corner
of the rectangle to the opposite corner (assuming a rectangle
is formed between two axes). Lastly, the Omnidirectional
flight (C), in which all the axes drive the bird’s movement.

That was the theory of the flight types. However,
programming-wise, a random number r will be generated in

TABLE 1. Initial visit table.

the range of (0,1) and utilized for flight selection according
to the conditional Eq. (3).

Flighttype =


Diagonalflight, if r <

1
3

Omnidirectionalflight, if r >
2
3

Axialflight, Otherwise

(3)

According to the chosen flight type, one of the
Eqs. (4)-(6) will be executed. The aim is to define the
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FIGURE 2. The three flying behaviours of hummingbirds.

direction switch vector D. This vector consists of ones
and zeros, in which 1 indicates a move concerning the ith

dimension. With regards to the equations, and starting with
the Axial flight direction generation Eq. (4), randi([1, d])
is used to a random number in the range of 1 and d will
be generated. This number refers to the dimension that
the hummingbird will fly along. Accordingly, the chosen
dimension will be set to 1 and all others to 0.

D(i)
=

{
1, if i = randi([1, d])
0, Otherwise

i = 1, . . . , d (4)

Next is the Diagonal flight Eq. (5), since the diagonal
flight depends on more than one axes (more specifically, 2 to
d-1 axes). Therefore, a permutation random vector generator
function, ‘‘P,’’ generates a distinct dimension. Notably, ‘‘P’’
was provided by ‘‘j’’, where ‘‘j’’ refers to the number of
permutation axes. In which ‘‘j’’ is an integer between 1 andK,
and ‘‘K’’ is defined to beK ∈ [2, ⌈r1 ·(d−2)⌉+1]. Moreover,
‘‘r1’’ in the K equation is a random number greater than 0 and
less than or equal to 1.

D(i)
={

1, if i= P(j), j ∈ [1, k],P= randperm(k)
0, Otherwise

i= 1, . . . , d

(5)

The third flight type, Omnidirectional, presents a movement
for all dimensions. Therefore, the direction switch vector will
be set to 1 for all dimensions.

D(i)
= 1, i = 1, . . . , d (6)

3) STEP 3: DETERMINE THE FORAGING BEHAVIOUR
According to the availability and the level of nectar-refilling,
the hummingbirds utilize the previously mentioned flights to
reach better food sources. The foraging of hummingbirds is
of three types

1) Guided foraging,

2) Territorial foraging, and
3) Migration foraging.

For easier visualization, the three types of foraging are
demonstrated in Figure 3. In which the flowers in the figure
represent the hummingbirds’ food sources. Furthermore,
we will consider one bird for the subsequent sections’
explanation. However, for implementation, all hummingbirds
will follow the same procedures.

4) GUIDED FORAGING
The first foraging procedure is guided foraging; as the name
states, it is guided in behaviors, which means the bird utilizes
its predefined knowledge to guide it to the food source.
The hummingbird knowledge and as mentioned earlier,
is accumulated in its memory or the visit table as an AHA
notation. Therefore, the bird will return to the visit table and
pick to move to the food source with the highest level (the
longest not visited food source). If two or more food sources
have the same visit level, the decision will be according
to their nectar-refilling rate, where the bird will visit the
food source with the highest level and highest nectar-refilling
rate. This foraging procedure was formulated as illustrated
in Eq. (7). Where vi(t + 1) is the position of the new
food source for the next iteration (t + 1), xi,tar (t) and xi(t)
are the target food source, and the current bird position at
iteration t , respectively. In addition, D in the equation refers
to the direction switch vector established by the flight type
(Eq. (4)-(6)). Lastly, the guiding factor a is subjected to a
normal distribution N (0, 1).

vi(t + 1) = xi,tar (t) + a · D · (xi(t) − xi,tar (t)) (7)

5) TERRITORIAL FORAGING
After visiting the known food sources and eating their nectar,
the bird will start searching for better food sources in their
neighbor regions (Territorial). Thus, Eq. (8) will be utilized
to allocate the new food source position vi(t + 1) based
on xi(t), which is the current bird position at iteration t ,
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FIGURE 3. The three hummingbirds’ foraging behaviours.

And the direction switch vector D. In addition, this foraging
is controlled by a territorial factor b, formed as shown in
Eq. (9) [10].

vi(t + 1) = xi(t) + b · D · xi(t) (8)

b ∼ N (0, 1) (9)

For both the guided foraging as well as the territorial
foraging, the hummingbird will not fly to vi(t + 1) unless
its nectar-refilling rate is better than what is in the current
position xi(t) (food source standing on). The nectar-refilling
rate is simulated as the objective function of the optimization
problem f (·). Therefore, the position of the hummingbird at
iteration xi(t + 1) is decided according to Eq. (10). In which
f (xi(t)) is the nectar-refilling rate at the current hummingbird
position, and f (vi(t+1)) is the nectar-refilling rate for the new
food source. Furthermore, programming-wise, the foraging
behavior is selected according to a random number r (r ∈

[0, 1]), such that if r < 0.5, then the guided foraging will
take place. Otherwise, the territorial foraging.

Moreover, after deciding the food source to fly to, the visit
table must be updated. The chosen food source level in the
table will be set to 1, and all other food sources’ levels will
be incremented by 1.

xi(t + 1) =

{
xi(t), f (xi(t)) ≤ f (vi(t + 1))
vi(t + 1), f (xi(t)) > f (vi(t + 1))

(10)

6) MIGRATION FORAGING
After investigating all possible known and neighbor food
sources, the last alternative is to migrate. The migration of
hummingbird decision occurs after discovering the lack of
food. In which a migration coefficient M will be defined,

and in case the number of iterations reaches M, the migration
will occur (M suggested by the author to be 2n [10]). As a
result, the hummingbird position will be updated to move to
a random unknown area, which is the same as developing
the hummingbird position at the initial population. Thus, the
new hummingbird position xwor (t + 1) is calculated using
Eq. (11). The ‘‘wor’’ subscript in xwor (t+1) is used to indicate
the worst situation happening to the bird, which causes it to
migrate. One more time, after reaching the food source, the
visit table will be updated.

xwor (t + 1) = LB+ r · (UB− LB) (11)

7) STEP 4: TERMINATION
Generally speaking, different stopping criteria can be uti-
lized to terminate the iterative process of the optimization
algorithm. Such as [33]

1) defining the maximum number of iterations,
2) defining a target objective value, etc

In the case of AHA, we utilized the maximum num-
ber of iterations Max_iterations as a stopping criterion.
In steps 2 & 3 will be iteratively repeated until the number
of iterations reachesMax_iterations.

B. QUANTUM-BASED OPTIMIZATION
This section introduces the basic information for quantum-
based optimization (QBO). In QBO, the binary number
represents the features that will be selected or eliminated,
corresponding to 1 or 0, respectively. Each feature in QBO
is represented by a quantum bit (Q-bit (q)), where q denotes
the superposition of binary values (i.e., ’1’ and ’0’) and is
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TABLE 2. The value of 1θ [34].

represented by a complex number as:

q = α + iβ = eiθ , |α|
2
+ |β|

2
= 1 (12)

where the possibility of the value of the Q-bit being ‘0’ and
‘1’ is given by α and β, respectively. The parameter θ denotes
the angle of q and it is updated using arctan(α/β).

The process of finding the change in the value of q is the
main objective of QBO, and it is determined by calculating
1θ as:

q(t + 1) = q(t) × R(1θ ) = [α(t)β(t)] × R(1θ ) (13)

where R(1θ) stands for the rotational matrix associated with
a change of 1θ in the quantum angle, and it is defined as:

R(1θ ) =

[
cos(1θ ) −sin(1θ )
sin(1θ ) cos(1θ)

]
(14)

Following [34], the value of 1θ is predefined according
to best solution (i.e., Xb) and it is given as in Table 2.
In this table, Xij stands for the bit j of the binary solution
of Xi. Whereas, Xbj refers to the jth bit of Xb at iteration t .
In addition, the angle vector has eight values according to the
experimental test conducted on [35].

III. PROPOSED METHOD
The fundamental purpose of using QBO is to enhance
the ability to strike a better balance between exploration
and exploitation while looking for a feasible solution. The
developed FS method, QAHA, begins by dividing the data
into training and testing sets of 70% and 30%, respectively.
The fitness values for each individual are then computed
using random values. The individual with the smallest fitness
value is then allocated as the best agent. After that, employing
AHA exploitation, the solution is updated. The updating
of an individual is conducted again until the stop criteria
are reached. Following that, based on the best solution, the
dimension of the testing set is reduced, and the implemented
QAHA as FS is assessed using multiple measures (as in
Figure 4). The following sections go through the QAHA in
detail.

A. FIRST STAGE
The initial agents representing the population are created at
this stage. Each solution contains D Q-bits (D is the number

of features). Therefore, the solution Xi can be formulated as
in Eq. (15).

Xi = [qi1 |qi2| . . . | qiD] = [θi1 |θi2| . . . |θiD], i = 1, 2, . . .,N
(15)

In this equation, Xi refers to a set of superpositions of
probabilities of those features that are either selected or
not.

B. SECOND STAGE
This part of the QAHA primarily aims to update the agents
until they reach the stop criteria. This is accomplished via a
series of steps, the first of which is to obtain the binary of
each Xi using the equation:

BXij =

{
1 if |β|

2 > rand
0 otherwise

(16)

where rand∈[0, 1] is random value and β is represented in
Eq. (12). The next step is to train the KNN classifier with five
neighbors as the model hyper-parameters using the training
features that correspond to the ones in BX ij and compute the
fitness value, which is defined as:

Fiti = ρ×γ + (1−ρ) ×

(
|BXij|
D

)
(17)

In Eq. (17), |BXij| denotes the total number of selected
features, and γ is the error classification using the KNN
classifier (i.e., relevant features). ρ∈[0, 1] is the factor that
equalizes the fitness value of two sections. The key reason
for choosing KNN is that it is simple, efficient, and has one
parameter. Furthermore, it has outperformed the majority of
other classifiers in various applications because it saves the
data from the training set.

The step after that is to find the best agent Xb with the
smallest Fitb. Then using the operators of AHA as discussed
in Eqs. (2)-(11).

C. THIRD STAGE
The testing set is reduced at this stage by only selecting
features corresponding to those in the binary version of Xb.
The trained classifier (KNN) is then applied to the decreased
dimension of the testing set and predicts the output of the
testing set. The next step is to assess the output’s quality
using various indicators. The steps of the QAHA algorithm
are described in Algorithm 1.

The computational complexity of the QAHA depends
on the initial population, size of population N , the
fitness evaluation (NFit ), and tmax maximum number
of iterations.

O(QAHA) = O(T × C × N + T × N

× D+ T × D/2) + O(N × D) (18)

Therefore, the complexity of QAHA is given as:

O(QAHA) = O(T × NFit
× N + T × N × D+ T × D/2) (19)
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FIGURE 4. Steps of QAHA as FS.

Algorithm 1 The QAHA Method
1: Input: a dataset with D features, as well as population
size (N), iterations (tmax), and QAHA parameters.
2: First Stage
3: Divide the data into two sets (i.e., testing and training )
4: Using Eq. (15), create the population X . Second Stage
5: Set t = 1
6:while (t < tmax) do
7: Using Eq. (16) to obtain the Boolean form of Xi.
8: Compute fitness value of Xi using training set as in Eq.

(17).
9: Allocate the best agent Xb.
10: Enhance X using Eqs.(2)-(11).
11: t = t + 1
Third Stage
12: Reduce the testing set according to selected features

using Xb.
13: Evaluate the quality using different metrics.

IV. EXPERIMENTAL RESULTS
The Results Section discusses the performance of eight
different feature selection optimization techniques, includ-
ing AHA, LSHDE [36], whale optimization algorithm
(WOA) [37], Self-adaptive differential evolution (SaDE) [38],
Teaching Learning Based Optimization (TLBO) [39], grey-
wolf optimization algorithm (GWO) [40], L-SHADE with
Semi Parameter Adaptation (LSPACMA) [41], and Genetic
algorithm (GA) [42]. These popular techniques are compared
with the proposed QAHA algorithm. In addition, the
parameter of each algorithm is used as in the original
work. The common the parameters such as the size of
the population and tmax is 20 and 50, respectively. Each
FS algorithm was conducted 25 times for fair comparison
and statistical analysis. To measure the superiority of the
proposed algorithm, the performance of these algorithms is
compared using two experimental series. The details of each
one are given in the following subsections.

A. EXPERIMENTS BASED ON UCI DATASETS
In this experiment, we study the efficiency of the developed
QAHA in tackling the benchmark of UCI datasets.

1) UCI DATASETS DESCRIPTION
In this experiment, different UCI datasets are used to assess
QAHA. To validate the developed QAHA, eighteen UCI
datasets [43] are used. Table 3 contains the descriptions of
these datasets. These datasets were gathered from various
fields with varying features and instances, as shown in
Table 3.
In addition, the efficiency of the developed and other

competitive methods is evaluated using performance metrics.
For example, Accuracy, Sensitivity, Specificity, and Fitness
value. These measures are defined in Eqs. (20)-(23).

• Average of the Fitb value is computed as:

Average of Fitb =
1
Nr

Nr∑
i=1

Fit ib (20)

whereNr refers to number of runs and Fitb stands for the
best fitness value at the ith run.

• Accuracy measure is defined as:

Accuracy =
TP + TN

TP + TN + FP + FN
(21)

• Sensitivity is formulated as:

Sensitivity =
TP

(TP+ FN )
(22)

• Specificity is defined as:

Specificity =
TN

(TN + FP)
(23)

where TP, TN , FP, and FN stand for true positives,
true negatives, false positives, and false negatives,
respectively.
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TABLE 3. Description of UCI datasets.

2) RESULTS AND DISCUSSION
Table 4 shows the accuracy metric of the different FS
optimizers measured on the 18 datasets. As can be noticed,
QAHA achieves the best results with 10 out of 18 datasets.
It achieves 100%with five datasets, i.e., S1, S4, S11, S17, and
S18. QAHA achieved accuracies of 0.9522, 0.8889, 0.9714,
0.9117, 0.9985, 0.8306, 0.8122, and 0.7650 for the S2, S6,
S7, S9, S10, S13, S14, and S16 datasets, respectively. HA has
yet to achieve the best results with any 18 datasets compared
to other optimizers. These results show the role of quantum
in significantly improving the performance of the AHA
algorithm (P-value <0.0001). SHADE, WOA, SADE, and
BGWO have yet to achieve the best results with any datasets
compared to other FS techniques. On the other hand, TLBO
achieves the best results with seven datasets. However, there
is no significant difference between the proposed QAHA and
the TLBO regarding these seven results. For example, both
algorithms achieve 100% accuracy with the S18, S4, and
S17 datasets. With the S2 dataset, TLBO achieved enhanced
accuracy by 0.0051 than QAHA. For the S7 dataset, TLBO
beats QAHA by 0.0145 accuracies. Regarding the S9 and
S10, TLBO has better accuracies by 0.022 and 0.0005,
respectively. LSPACMA and GA achieved the best results
in one (S14, accuracy = 0.8750) and two (S13, 0.8580; S18,
1.0) datasets, respectively. To conclude, the proposed QAHA
optimizer significantly achieved better results than the other
eight algorithms (P-value < 0.01), as shown in Figure 5.
Table 5 shows the sensitivity metric of the different

FS optimizers measured on the 18 datasets. These results
are consistent with the accuracy metric in Table 4. The
proposed QAHA algorithm achieves the best sensitivity
with 12 datasets compared to the other optimizers. Both
QAHA and AHA algorithms achieve 100% sensitivity with
the S11 dataset. Note that AHA achieved high results
with this dataset only. Extending AHA with the quantum
causes the QAHA to achieve significantly improved results

(P-Value <0.0001). In addition, the proposed QAHA
algorithm performs significantly better than the other seven
optimizers (P-value < 0.01). For example, LSHADE beats
QAHA with two datasets, i.e., S14 and S18. WOA beats
the proposed algorithm with only one dataset, S18. SADE
achieved better results than QAHAwith the S16 dataset only.
TLBO achieves the best results with six datasets, but TLBO
and QAHA achieve the same results with three datasets, i.e.,
S10, S11, and S17. TLBO has not achieved significantly
better results than QAHA with the other datasets. For
example, with the S4 dataset, TLBO and QAHA achieve
a sensitivity of 1.0 and 0.9978, respectively. BGWO and
LSPACMA achieve better sensitivities than QAHA with the
S18 dataset alone. Finally, GA beats QAHA with only two
datasets of, S18 and S7. These results are summarized in
Figure 6.
Table 6 compares the specificity for the tested optimizers.

The proposed QAHA optimizer achieves the best specificity
with all datasets except S4, S6, S7, S14, and S18. QAHA
has statistically significantly improved the performance of
AHA (P-value<0.001), which achieves the best specificity
with the S11 dataset. Regarding the S1, S8, S13, S9,
S12, and S16 datasets, the QAHA optimizer achieves the
highest specificity of 0.9965, 0.9740, 0.8164, 0.9882, 0.9921,
and 0.7747, respectively. For S2 and S3, again, QAHA
achieves the highest specificity scores of 0.9824 and 0.9818,
respectively. TLBO algorithm achieves the best results with
the S4 dataset (specificity of 1.0). QAHA, lshade, SaDE,
BGWO, and LSPACMAget the highest specificity of 1.0with
the S5 dataset. TLBO scores a specificity of 0.9024 with
the S6 dataset. For S7, both SADE and GA achieve the best
results. Both QAHA and TLBO achieve the best specificity
of 1.0 with the dataset of S10. All optimizers achieve a
specificity of 1.0 with the S11 dataset except LSHADE and
SADE. The LSHADE algorithm achieves a specificity of
0.9646 with the S14 dataset. Regarding the S17 dataset,
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TABLE 4. Accuracy of FS algorithms using testing set.

FIGURE 5. Comparison of average accuracy of different FS optimizers.

both QAHA, lshade, and WOA achieve a specificity of
1.0. QAHA, SaDE, TLBO, LSPACMA, and GA achieve
a specificity of 1.0. For the S15 dataset, QAHA lshade
WOA achieves a specificity of 1.0. All optimizers achieve a
specificity of 1.0 with the S18 dataset except AHA, QAHA,
and SADE. Figure 7 illustrates the specificity of different
optimizers. As can be noticed, the proposed QAHA optimizer
achieves the best average specificity over the 18 datasets,
following the TLBO algorithm with a small difference.

To measure how the optimization algorithms balance the
number of selected features and the model performance,
we analyze the behavior of the fit function for all optimizers.
Please note that the lowest values are preferred because we

aim to minimize the objective function. Table 7 shows the
average fitness values for all optimizers with the 18 datasets.
Table 8 shows the fitness values’ variations to show the
fitness values’ stability. Table 9 shows the best fitness values
for each optimizer. Table 10 shows the worst fitness values
for all optimizers. These results are collected from 30 runs
of the models. In Table 7, we notice that the proposed
QAHA optimizer achieves the lowest average fitness values
for 15 datasets and does not achieve the lowest average with
S9, S13, and S14. There is a significant difference between
the results of QAHA and other optimizers (P-value <0.01).
AHA achieves the lowest average fitness with the S9 dataset.
Ishade, SaDE, and TLBO optimizers do not achieve the best
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TABLE 5. Sensitivity of FS algorithms.

FIGURE 6. Comparison of average sensitivity of different FS optimizers.

results with any dataset. WOA optimizer has the best results
with the two datasets of S11 and S15. GWO optimizer has the
best result with the one dataset of S5. LSPACMA optimizer
achieves the best result with S13 and GA optimizer with S14.

In Table 8, QAHA achieves 0 STD with only one dataset
(S5). On the other hand, SaDE achieves the lowest STD
with four datasets (S1, S4, S8, and S16), and LSPACMA
achieves the lowest STD with seven datasets (i.e., S2, S3,
S4, S9, S13, S14, and S18). However, as shown in Figure 8,
the proposed QAHA achieves the lowest average STD of
fitness value compared to the other optimizers. AHA, QAHA,
lshade, WOA, SaDE, TLBO, GWO, LSPACMA, and GA
achieve an average STD of 0.01319, 0.00924, 0.01879,
0.02477, 0.01278, 0.01845, 0.02148, 0.02126, and 0.01846,
respectively. We conclude from these results that QAHA
is the most stable optimizer because it achieves the lowest

average STD with the 18 datasets. Table 9 and Table 10 show
the upper and lower fitness values for each optimizer with
the 18 datasets. QAHA achieved the best results with seven
datasets S1 (0.0333), S3 (0.0269), S5 (0.1922), S7 (0.0548),
S15 (0.0338), S16 (0.2654), and S17(0.0385). AHA, Ishade,
SaDE, and GA did not achieve the best results with any
datasets. WOA optimizer has the best results with four
datasets of S2 (0.0491), S4 (0.0462), S9 (0.0471), and S11
(0.0031). TLBO optimizer has the best performance with S14
(0.2120); GWO optimizer with S4 (0.0462), S15 (0.0338),
and S17 (0.0385); LSPACMA with one dataset of S13
(0.1370). However, as shown in Figure 8, the proposed
QAHA achieves the lowest average value for the best fitness
compared to the other optimizers. AHA, QAHA, lshade,
WOA, SaDE, TLBO, GWO, LSPACMA, and GA achieve
an average value for best fitness of 0.0988, 0.0882, 0.2129,
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FIGURE 7. Comparison of average specificity of different FS optimizers.

TABLE 6. Specificity of FS methods.

0.0967, 0.2203, 0.1298, 0.0998, 0.2163, and 0.1298. On the
other hand, for the average of the worst fitness values shown
in Table 10, our optimizer achieves the lowest values, which
again means that our optimizer is much more stable than
other optimizers. QAHA achieves the best values in Table 10
with 11 datasets, i.e., S1 (0.0462), S3 (0.0457), S4 (0.1187),
S5 (0.1922), S10 (0.0705), S11 (0.0135), S12 (0.0700), S14
(0.2418), S16 (0.2998), S17 (0.0615), and S18 (0.0250).
Compared to QAHA, the AHA optimizer does not achieve
the best results with any dataset. SaDE and GA have no
best results with any datasets. Other optimizers, including
Ishade, WOA, TLBO, GWO, and LSPACMA, achieve the
best performance with two (S6 and S15), one (S2), one

(S11), One (S5), and one (S13), respectively. QAHA achieves
the lowest average for the worst fitness values over the
18 datasets. AHA, QAHA, lshade, WOA, SaDE, TLBO,
GWO, LSPACMA, and GA achieve an average value for
worst fitness of 0.1493, 0.1200, 0.2191, 0.1718, 0.2384,
0.1924, 0.1666, 0.2463, and 0.1916, respectively. Figure 8
summarizes the average fitness values for all optimizers. The
figure highlighted the significant difference in performance
between QAHA and other optimizers (P-value < 0.05).

In addition, we use the Friedman test as a non-parametric
test to check the difference between the results of the
developed method and others is significant or not. Table 11
shows the mean rank of the results obtained using the
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TABLE 7. Average of fitness value of FS methods.

TABLE 8. STD of fitness value of FS methods.

Friedman test for the Sensitivity, accuracy, Specificity, and
fitness value measures. From these results, it can be noticed
that P-value (last column) is less than 0.05, and this indicates
the difference is significant. Whereas the mean rank of the
developed method is higher according to the Sensitivity,
accuracy, and Specificity, as well as the smallest according
to the average, STD, Best, and worst fitness value (Fit). This
means the proposed QAHA can provide better prediction
performance than other methods to handle UCI datasets.

B. EXPERIMENTS BASED ON SOCIAL IoT DATASETS
Within this experiment, we study the efficiency of the
developed QAHA in tackling the Social IoT datasets.

1) DATASETS DESCRIPTION
We consider the following four datasets described in this
section to evaluate and validate the proposed QAHA
algorithm. The datasets are GPS trajectories, hepatitis, GAS
sensors (home activity monitoring), and MovementAAL
(Indoor User Movement Prediction from RSS) [44]. Each
dataset consists of features and a set of labels where all
datasets are tackled as binary and multi-class classification.
The description of the datasets is given below, while Table 12
summarizes the number of features and classes in each
dataset. In our experiment, we split each dataset into training
and testing sets with a ratio of 77% and 33%, respectively,
in case of the absence of a predefined split.

VOLUME 11, 2023 66269



M. Abd Elaziz et al.: Quantum AHA for Feature Selection of Social IoT

TABLE 9. Best fitness of FS methods.

TABLE 10. Worst fitness value of FS methods.

TABLE 11. Mean rank for QAHA and other methods using Friedman test for UCI datasets.

• GPS trajectories: A collection of 163 trajectories
of vehicle movements, including car and bus. The
features presented in the dataset include trajectory id,
GPS coordinates (latitude, longitude), and trajectory
duration. The labels are the vehicle type (car or bus).

• Hepatitis: A collection of patients with hepatitis C that
consists of 155 instances, two classes (die and live), and
19 features. The features include categorical features
such as sex, steroid, fatigue, malaise, and numerical
features such as age, BILIRUBIN, ALBUMIN, and
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FIGURE 8. Comparison of fitness values of different FS optimizers.

others. The aim is to predict if the patient dies or
lives.

• GAS sensors: A collection of sensors that measure the
concentration of various gases in the air using 8 MOX
gas sensors, humidity, and temperature. The data
consists of 100 time-series records with a total of
11 features. The data was collected in the home
environment, and the labels are the background, wine,
and banana activity. The aim is to predict the activity and
differentiate between the background, wine, and banana.

• MovementAAL: A collection of sensors that measure
user movement in an office area covered by a Wireless
Sensor Network (WSN). The dataset was created as a
real-life benchmark in Ambient Assisted Living. The
features were collected based on the captured radio
signal strength (RSS) from the WSN nodes and the
user using five sensors and four anchors. The task
is formulated as a binary classification to predict the
user movement pattern, including the location changing
or preserving movements in an office environment
consisting of two rooms.

2) RESULTS AND DISCUSSION
This section discusses the performance of a deep learning
model based on a convolutional neural network and a
Transformer-based model used to learn different feature
representations from the raw input data. The objective of
using the DL model [45] is to learn meaningful patterns and
data representations from the input data rather than relying on
the raw features. For instance, the transformer-based models
can learn and generate contextual text representations from
the input text, enhancing overall performance. Thus, various
feature sizes were extracted from different datasets with
a variation of feature number. The extracted features are
fed to different FS optimization algorithms in the machine
learning pipeline to assess FS approaches’ performance

on reducing the extracted features’ dimensionality and
improving overall performance. Table 13 shows the number
of features generated using the DL model.

The comparison results between the proposed method and
other methods are given in Table 14. We discover that the
proposed QAHA achieves the best accuracy with all datasets,
i.e., 0.907, 0.987, 0.922, and 0.846 for the Trajectory, GAS
sensors, Hepatitis, andMovementAAL datasets, respectively.
QAHA outperformed the baseline model in three datasets.
The enhanced accuracies are 5.55%, 0.35%, and 7.70% for
Trajectory, GAS sensors, and MovementAAL, respectively.
Compared with the AHA, QAHA enhances the accuracy
of the four datasets (i.e., 5.56%, 0.12%, 2.60%, and 6.73%
for Trajectory, GAS sensors, Hepatitis, and MovementAAL
datasets, respectively). The proposed optimizer has better
accuracy than the LASHDE optimizer with three datasets
(2.85%, 2.81%, and 6.73% for Trajectory, GAS sensors, and
MovementAAL datasets, respectively). Compared with the
WOA optimizer, QAHA has considerably improved accuracy
for all datasets (i.e., 11.11%, 6.33%, 3.90%, and 12.50 % for
the Trajectory, GAS sensors, Hepatitis, and MovementAAL
datasets, respectively). By comparing QAHA with SaDE
optimizer, we find that our optimized beats SaDE with
the four datasets (i.e., 9.26%, 0.35%, 2.60%, 8.65% for
the Trajectory, GAS sensors, Hepatitis, and MovementAAL
datasets, respectively). In the same way, QAHA beats
TLBO with the four datasets (i.e., 11.11%, 6.33%, 2.60%,
and 6.73%, for the Trajectory, GAS sensors, Hepatitis,
and MovementAAL datasets, respectively). Compared with
bGWO, QAHA achieves superior accuracies with the four
datasets (i.e., 11.11%, 0.59%, 2.60%, and 6.73% for the
Trajectory, GAS sensors, Hepatitis, and MovementAAL
datasets, respectively). Finally, QAHA beats both LSPACMA
and SGA, where for LSPACMA, the enhanced accuracy
with all datasets are 9.26%, 0.71%, 2.60%, and 7.69% for
the Trajectory, GAS sensors, Hepatitis, and MovementAAL
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TABLE 12. Characteristics of the datasets used in our experiments.

TABLE 13. Characteristics of the datasets used in our experiments.

datasets, respectively; for GAS, QAHA improves the accu-
racy as follows: 5.56%, 0.24%, 1.30%, and 5.77% for
the Trajectory, GAS sensors, Hepatitis, and MovementAAL
datasets, respectively. Figure 9 summarizes the results of
different optimizers and highlights the level of improvement
for the QAHA.

Table 15 reports the specificity of the DL models based on
different feature selection optimization techniques. QAHA
achieves specificity of 0.84, 0.9967, 0.9431, and 0.9259 for
the Trajectory, GAS sensors, Hepatitis, and MovementAAL
datasets. QAHA beat all other optimizers with the last
two datasets. For the Trajectory dataset, SaDE achieves
the best specificity of 0.88; for the GAS sensors dataset,
GA and AHA achieve the highest specificity of 0.9983.
Note that the difference between QAHA and AHA with
the GAS sensors dataset is 0.1658% which is insignificant.
As discussed for the accuracy metric, on average, QAHA
improves the specificity by 2.00% compared with all other
optimizers for the Hepatitis dataset and by 5% for the
MovementAAL dataset. Figure 10 shows the specificity
results of all optimizers with the four datasets.

Table 16 reports the sensitivity metric of the nine
optimizers with the four datasets. This table shows that
the QAHA achieves the best sensitivity results compared
to other algorithms for the four datasets (i.e., 0.897, 0.996,
0.921, and 0.740 for the Trajectory, GAS sensors, Hepatitis,
and MovementAAL datasets, respectively). Compared to
the AHA algorithm, QAHA has an improved average
performance of 4.78% with the four datasets. Compared with
the other optimizers, QAHA achieves an improved average
sensitivity of 8.72%, 6.00%, 6.97%, 5.50%, 7.07%, 6.70%,
and 3.12% compared with QAHA, LASHDE, WOA, SaDE,
TLBO, bGWO, LSPACMA, and SGA, respectively for the
four datasets. Figure 11 shows the sensitivity results of all
optimizers with the four datasets.

QAHA achieves the best results compared to other
optimizers. These results are consistent with the four datasets.
The main reason for these results is that the QAHA selected
the most informative features. The algorithm can identify

the less relevant features. These features could be noisy
or correlated with other features. As a result, removing
these features makes the final dataset more clean and
consistent. Compared to other optimizers and the baseline
model, QAHA selected the least number of features with
all datasets, see Table 17. QAHA selected 159, 45, 436,
and 70 from the Trajectory, GAS sensors, Hepatitis, and
MovementAAL datasets. QAHA significantly reduces the
number of selected features. This causes the resulting models
to be faster and easier to train, more accurate, and lighter
to deploy. Compared with the original feature sets, QAHA
removes large percentages of irrelevant features from each
dataset (removed percentages from the original feature set
are 79.32%, 65.12%, 82.08%, and 86.35% for the Trajec-
tory, GAS sensors, Hepatitis, and MovementAAL datasets,
respectively). Compared with the other optimizers, QAHA
reduces the selected features from the Trajectory dataset by
large percentages (i.e., 11.44%, 38.75%, 18.34%, 49.54%,
61.25%, 24.71%, 16.91%, and 69.96% for AHA, QAHA,
LASHDE, WOA, SaDE, TLBO, bGWO, LSPACMA, and
SGA, respectively. For the GAS sensors dataset, QAHA
reduces the selected features by the following percentages:
25.58%, 24.03%, 37.21%, 37.98%, 37.21%, 5.43%, 34.88%,
and 30.23% for AHA, QAHA, LASHDE, WOA, SaDE,
TLBO, bGWO, LSPACMA, and SGA, respectively. With
the Hepatitis dataset, 34.65%, 36.46%, 11.96%, 35.27%,
65.84%, 2.79%, 1.44%, and 44.10% have been reduced
compared with the AHA, QAHA, LASHDE, WOA, SaDE,
TLBO, bGWO, LSPACMA, and GA optimizers, respec-
tively. For the MovementAAL datasets, QAHA reduced
the percentage of selected features by 38.60%, 37.43%,
17.93%, 24.37%, 67.25%, 18.91%, 16.57%, and 9.36% for
the AHA, QAHA, LASHDE, WOA, SaDE, TLBO, bGWO,
LSPACMA, and GA optimizers, respectively. Figure 12
compares optimization techniques regarding the selected
feature sets.

Table 18 reports the values of the fitness function for
different optimization techniques with different datasets. The
lower the fitness values, the better the algorithm because
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TABLE 14. Accuracy of the SIoT datasets with different optimizers.

FIGURE 9. Comparison of accuracy metric of different FS optimizers for the SIoT datasets.

TABLE 15. Specificity of different optimizers for the SIoT datasets.

FIGURE 10. Comparison of Specificity metric of different FS optimizers for the SIoT datasets.

we need to minimize the objective function. As seen in
Table 18, QAHA achieves the lowest fitness values with three
of the four datasets (i.e., 0.08372,0.01582, and 0.07021 for

Trajectory, GAS sensors, and Hepatitis, respectively). For
the MovementAAL dataset, SaDE achieves the lowest fitness
value of 0.1772. Figure 13 illustrates the comparison of
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FIGURE 11. Comparison of Sensitivity metric of different FS optimizers for the SIoT datasets.

TABLE 16. Sensitivity of different optimizers for the SIoT datasets.

FIGURE 12. Comparison of the number of selected features by each optimizer.

TABLE 17. Number of selected features for SIoT.

fitness values for different optimizers with the four datasets,
and Figure 14 shows the distribution of the fitness values

using a box plot. These figures show that QAHA has
mainly achieved minimal fitness values compared with other
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FIGURE 13. Comparison of the number of selected features by each optimizer.

TABLE 18. Fitness value of the optimization algorithms with the SIoT datasets.

FIGURE 14. Comparison of the fitness by each optimizer.

optimizers. We note from the previous discussions of the
results using different datasets that the QAHA consistently
outperforms the other eight optimizers and the baseline
models. In other words, QAHA beats the eight optimizers
with 22 datasets from different domains. We can conclude
that QAHA is a stable feature selection optimizer that always
selects the best and most informative list of features that carry
the majority of variance in different datasets.

Moreover, Table 19 illustrates the mean rank of the
developed methods and other methods using the Friedman
test. These results show a significant difference between
the QAHA and other methods according to Accuracy,
No. Features, Sensitivity, and Fitness value. In addition,
according to the p-value obtained using the Specificity
results, there is no significant difference between QAHA and
other methods. However, the mean rank of QAHA is still the
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TABLE 19. Mean rank for QAHA and other methods using Friedman test for SIoT datasets.

higher one, which indicates it is applicable to use QAHA in
real-world applications, including social IoT.

These results indicate the high ability of the developed
QAHA to balance exploration and exploitation, leading to
improved output performance. Therefore, the error classifi-
cation and the number of selected features are reduced.

V. CONCLUSION
Regarding shared information on SIoT systems, the data
types and sources can differ based on the object generating
the data, environment, and application. This study covers dif-
ferent types of data generated in an IoT environment related
to SIoT, including features extracted from interconnected
objects over the Internet, social media data, sensor data,
transportation data, and healthcare data. We introduced an
enhanced version of the Artificial Hummingbird algorithm
(AHA) using the quantum concept as a feature selection
technique. The main objective of using the quantum is to
enhance the exploration of agents while determining the
optimal subset of features. To validate the efficiency of the
developed QAHA, a set of experimental series has been
conducted using benchmark and real social IoT datasets.
In addition, the results of QAHA have been compared with
well-known FS methods, including LASHDE, WOA, SaDE,
TLBO, GWO, LSPACMA, and GA. The comparison results
have shown the high performance of QAHA overall in
the compared methods among the tested data. For 18 UCI
datasets, the accuracy of 93%, Specificity of 91%, Sensitivity
of 95%, Number of selected features of 468, and Fitness
value is 0.10. The proposed QAHA has an accuracy of 88%,
Specificity of 93%, Sensitivity of 89%, Number of selected
features of 468, and a Fitness value is 0.10 for the SIoT
dataset. With this achievement of QAHA, however, it still
suffers from time complexity and also, the mechanism that
can be used to determine the initial population. Since this
initial value for the solutions has the largest influence on
the performance of QAHA towards the optimal subset of
features.

The presented QAHA model can be extended as a
multi-objective FS and applied to applications such as
image segmentation in future work. It can also be used
as a task scheduler in the Internet of Things. Moreover,
the optimization algorithms can be very beneficial in big
data applications related frameworks that benefit from IoT
and social networks such as marketing, telecommunication,
and finance in terms of reducing data noise, resource, and
bandwidth consumption, and improving the overall efficiency
in low-resource environments.
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