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ABSTRACT One of the key goals of Informetrics is to identify citation-based popular articles among
so many other aspects, such as determining popular research topics, identifying influential scholars, and
predicting hot trends in science. These can be achieved by applying network science approaches to scientific
networks and formulating the problem as a popular (most-cited) node ranking task. To rank the papers based
on their future citation gain. In this work a deep learning based framework is proposed. Which helps in
automatic node level feature extraction and can make node level prediction in dynamic graphs such as
citation networks. To achieve this we have learned global ranking preserve d dimensional node embedding.
We have only considered temporal features, which makes it suitable for generalisation to other networks.
Although our model can consider node level explicit features also. Further we have given novel cost function
which can be easily solve ranking problem for dynamic graphs using probabilistic regression method. Which
can be easily optimised. Another novelty of our work is that our model can be trained using different
snapshots of the graph and different time. Further trained model can be used to make future prediction.
The proposed model has been tested on an arXiv paper citation network using six standard information
retrieval-based metrics. The results show that our proposed model outperforms, on average, other state-of-
the-art static models as well as dynamic node ranking models. The outcome of this research study leads to
informed data-driven decision-making in science, such as the allocation and distribution of research funds
and investment in strategic research centers. When considering past time window size as 10 months and
making prediction after 10 months our proposed model’s performance on various ranking based evaluation
metrics are as follows: AUC-0.974, Kendal’s rank correlation tau-0.455, Precision- 0.643, Novelty-0.0456,
Temporal novelty-0.375 and on NDCG-0.949. Our model is able to make long term trend prediction with
just training on short time window.

INDEX TERMS Citation prediction, citation networks, node ranking, deep learning, temporal networks,
and popularity prediction.
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I. INTRODUCTION
Scholars and scholarly artifacts such as research publications,
research groups, journals, and research topics have been an
active sub-field of Scientometrics and Informetrics. Such
analysis helps to devise appropriate decisions and/or policies
about how research funds can be allocated and the way
scientists are hired. Network science has been utilised in this
domain by formulating this task as a ranking node problem in
temporal scholarly networks such as co-authorship, citation,
or co-word networks. This approach has been adopted in a
broad range of real-world problems [1], [2], [3] such as the
waywe find the information and products online [4], [5] iden-
tifying popular articles, trend prediction in science [6] and
Nobel laureates [7] determining users’ choices when buying
items, watching videos, reading articles [8], [9], [10] trending
topics/news in social media [8], [11] disease propagation
control, cyber-security, and financial and political activities
on social media.

Accomplishing such comprehension turns out to be
increasingly difficult as the amount of user-generated data
increases over time, and therefore, more advanced data-
centric techniques such as machine learning are needed to
effectively process the huge volume of data.

Currently, the Scientometrics and Informetrics community
focuses on ranking problems in the newly evolving field of
‘‘Science of Science’’ [12], [13]. Citation counts are con-
sidered a good proxy for measuring the impact of scientific
papers or authors, and despite having drawbacks [14] such
as the fact that not all citations carry the same weight [15],
[16], citation counts can bemanipulated [17]. A citation could
exist in background reading, crediting, validating, correcting,
or even criticizing (i.e., citing in negative ways) [18],
[19], [20]. There exist many factors that cannot be easily
considered. Classical citation-based methods often only
consider the number of citations received by an article or
a simple equation like the average for authors and journals.
However, network-based models consider the entire structure
of the academic networks (e.g., citation and co-citation based)
and the position of the nodes (e.g., publications, authors,
journals) in such networks to identify the most important or
central nodes.

PageRank [21] algorithm considers the weight of citations:
if a paper is cited by a highly cited paper, then it will receive a
higher ranking score. But the PageRank algorithm has some
weaknesses, such as being biased toward old nodes. In other
words, highly cited papers will be ranked higher over time,
even if they are of no use.

The ranking problem can be solved using a network or
graph representation of the data, particularly for heteroge-
neous data types. One of the best data structures to store
such data heterogeneity just emerged as graphs or networks.
Graphs are also the greatest option for illustrating the link
between entities, whether it is implicit or explicit. Networks
are composed of a set of nodes V and a set of edges E
reflecting a connection between each pair of nodes, and
therefore, can be represented as a set of two tuples G(V ,E).

However, the corresponding edges of our models of the
actual interactions in our daily lives have a timestamp T . So,
a dynamic or temporal graphG can be represented by a three-
tuples set G(V ,E,T ).

This paper aims to develop an efficient method to identify
the citation-based popularity of academic publications and
predict their popularity over time using a machine learning-
based method that incorporates various features of big
temporal data. This prediction problem has been translated
to a node ranking problem in temporal academic networks.
An advanced machine learning-based approach is applied to
represent a low-dimensional knowledge graph [22] to learn
nodes’ useful features. Considering the use of a network-
based approach and the wide applicability of networks
in our real life, the proposed method can be utilized for
ranking items to identify their popularity in other domains,
such as the content on social media platforms, online
items in e-commerce applications, and modeling interactions
among different items. To achieve this, we consider a graph
snapshot from a previous time point and extract graph-
related features at every point. To make our problem more
machine learning-friendly, we further convert the ranking
problem into a probabilistic regression problem. We have
achieved this by calculating the total citation gains and
normalizing them by dividing the total number of citation
gains. Further, we sampled it from the cumulative distribution
of the citation gains. Our key research question is: ‘How
to identify and predict the (citation-based) popularity of
academic publications over time?’. The primary contribution
of this study is to use Ml to address this difficulty in the
field of informetrics by creating a cutting-edge deep learning-
based algorithm for citation prediction that takes into account
articles’ rank on their temporal citation networks.

The main contributions to this work are listed below:

1) We took the academic paper’s future prediction prob-
lem and formulated it as a ranking node in temporal or
dynamic networks.

2) To solve the ranking problem, we have developed
an automated feature extraction method. which needs
node-level temporal details only, which makes our
method applicable for large-scale networks. Our model
uses nodes’ local information and predicts nodes’
global scores.

3) Furthermore, we used the neural network to solve our
problem as a probabilistic regression problem that suits
the learning problem in ranking scenarios.

4) We have performed tests on real paper citation
networks and found that while learning, we need a little
time, but our model can predict future rankings.

The organization of this paper is as follows. In Section II,
we review previous work on ranking and related topics.
In Section III, we present our proposed method and describe
the benchmark methods. In Section III-C, we describe the
citation dataset used in our study.We discuss the experimental
setup in Section IV. We present the experimental results and
analysis in SectionIV-E.We go over the model’s performance
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and other issues in Section VI. We conclude up the study
by going over its potential real-time applications, drawbacks,
and future work in Section VI.

II. LITERATURE REVIEW
There are various classical citation-based methods in the
fields of scientometrics and Informetrics for ranking aca-
demic publications (i.e., h-index, g-index) and other entities
such as journals (e.g., impact factor). However, reviewing
those studies is beyond the scope of this work. For
more details, we suggest interested readers consult review
publications like [23] and [24]. Considering the main focus
of this study is to present our proposed ML-based method in
Informetrics, in this section we mainly review the relevant
literature on citation prediction approaches using node
ranking approaches in static as well as dynamic graphs in
network science, after a brief review of the key features and
predictors for citation analysis.

A. NODE RANKING IN STATIC GRAPHS
Node ranking models or algorithms in static graphs generally
aim to find the most important or central nodes in networks.
These kinds of models or algorithms take the whole network
topology into account but often ignore the temporal aspect of
the network. The most basic static centrality measures that
are widely used are, node degree (or in-degree), betweenness
centrality [25], Katz centrality [26]. The degree, also known
as in-degree in directed networks, is the fundamental measure
of assessing the importance of nodes in a network. The
degree centrality considers a node is important if it has many
connections, meaning it only considers the direct links to a
node. Although the degree of centrality does not take the
overall topology of the network into consideration, it is a
relevant measure for some systems. Node degree can be
a good measure if the system is driven by the rich-get-
richer effect [27] but in reality, evolving networks such as
citation networks are driven by many processes [4], [28].
Therefore, researchers are proposing alternative approaches
based on other measures of importance such as h-index [29]
(e.g. h-Degree [30], and lobby-index [31]) or even hybrid
centrality measures [32]. The other sophisticated algorithms
are PageRank [21] and HITS [33]. Among them, PageR-
ank [21] is based on Markovian random walk on graphs,
which is also considered state-of-the-art in ranking nodes
in static networks. Even though these models are based
on sophisticated techniques, they do not perform well in
dynamic networks [4], [34]. Another way to solve citation
prediction by modelling it as a graph is, by counting the
predicted links: [35], [36].

The works of Tsoi et al. [37] (Adaptive PageRank and
Chang et al. [38] (Lift HITS) consider node labels for first
time. These methods are also known as semi-supervised
PageRank (SSP) Gao et al. [39]. As these SSPs consider node
label, edge attribute as well as node attributes so these are
also utilised as objective function for optimization. Further

Hsu et al. [40] proposed state-of-the art unsupervised graph
ranking model witch also consider node attributes along
with network structure. They have considered PageRank
and node attributes and proposed random walk based
model.

B. NODE RANKING IN DYNAMIC GRAPHS
To consider the temporal aspects of networks in ranking
nodes, Newman [41] used re-scaled in-degree of papers in
their citation networks, i.e., normalised citations for papers of
similar age. A revised equation was proposed by the authors
[42], [43]: average numbers of citations for papers published
in the same year and in the same field. In a similar quest, it has
been discovered that PageRank has a bias toward selecting
older nodes as being more important [34]. A re-scaled
PageRank model that takes into account moving the temporal
window 1t , where 1t is the only parameter to re-scale, has
been proposed by Mariani et al. [44]. This model can also be
used to adjust the ranking between old and new nodes. When
1t is very small, such that only a few nodes receive links
during that time period, it will not be a good predictor and can
be considered noise. On the other hand, large Deltat leads to
ranking older nodes higher. Therefore, it is possible for a hub
to have a low degree but still be positioned higher. However,
in order to avoid such extreme cases, both situations require
careful consideration of the time interval 1t . In a user-item
bipartite network, [45] proposed a popularity-based model
that combines a node’s current degree with its recent degree
increase. Meanwhile, in citation graphs, Wang et al. [13]
developed variations of PageRank by taking the recent time
window 1t into account and incorporating only publications
from the last ten years into their model. This consideration of
1t excludes older papers from ranking to avoid the long-term
effect they may have on the results. Abbas et al. [46], [47]
also proposedmodels that predict node popularity in temporal
bipartite networks through the use of the recent time
window and aging effect concepts. Additionally, Long et al.
used Eigenvalues over time to rank nodes in dynamic
networks [48]. Many real-world data shows heavy tail
characteristics [48]

C. DEEP LEARNING ON GRAPHS
Deep neural networks are considered state-of-the-art in many
complex learning problems for structured data [49], [50],
[51], [52]. Researchers have used deep learning in prediction
problems on graphs [53], [54], [55], mainly static graphs.
For example [53] have given end-to-end deep-learning
based framework for relational reasoning and combinatorial
generalization in graphs. Furthermore, [56] proposed a gated-
graph neural network for the embedding of different types
of nodes, such as START and END. Defferrard et al. [57]
presented a generalized convolutional neural-networks for
learning and generating local features for graph-like data.
This model is a generalization of convolutional neural
networks [58] which were originally proposed for image
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processing. Node ranking problems can also be modeled
as node classification problems. Node classification, which
can be a semi-supervised or supervised approach, classi-
fies individual nodes considering the entire network [59].
In another class of node classification problems, node labels
are learned from node representations in a vector form [22]:
the entire network is first transformed into a low-dimensional
representation, and then a node label is learned. However, the
node ranking problem has not been explored by the deep-
learning community, except for a few researchers who have
conducted some work in this direction [60], [61]. These
recent research works are only that learn embedding based
on the global ranking of the network. Though the difference
is that they both are for static graphs. Deep rank considers the
attribute of the node along with the network structure. Both
works gives unsupervised solution for node ranking problem
based on Siamese neural network structure [62]. Siamese
networks are good at learning the relationship between pair
of objects.

D. CITATION PREDICTORS AND FEATURES
Different features of publications have been used to predict
their future citations. For instance, Glänzel and Schubert [63]
found the recent citation counts of a paper (e.g., citations
received during the past 3–5 years) a reasonable predictor
for its future citation counts. Boyack and Klavans [24]
considered the importance of the journal it is published in,
references, and authors for identifying the importance of
papers and found journal importance to be the best predictor,
while its correlation value varies by discipline. Chen [64]
used structural variation-based metrics (e.g., modularity
change rate, cluster linkage, and centrality divergence) in
addition to other commonly used metrics such as the
number of co-authors, references, and pages (e.g. by Vieira
and Gomes [65]). Chen found cluster linkage to be the
best predictor of citation counts. Tahamtan et al. [66], in a
comprehensive review of the literature, identified 28 factors
affecting citation counts that were classified into three
main categories: paper, journal, and author-related factors.
Bhat et. al. [67] used author interdisciplinarity, author
influence, and paper title words along with other generic
features such as citation count, age, number of references,
authors, etc. Li et al. [68] used peer review text along with
abstract text and hand-crafted features for making citation
count predictions. Wang et al. [69] presented an extensive
analysis of reviews and found review scores to be positively
correlated with future paper citations. Li et al. [70] consid-
ered citation early trends such as early burst, middle burst,
late burst, and so on for making citation count predictions.
Ruan et al. [71] solved the citation prediction problem using
a back-propagation neural network by considering features
such as citations in the first two years, first-cited age, paper
length, the month of publication, self-citations of journals,
and so on. They have found these features to be more
predictive.

E. RESEARCH GAP
The time bias issue is a drawback shared by all of these
approaches. Numerous research projects have been carried
out in an effort to provide a fair rating of research articles.
Some academics concentrate on finding small-scale solutions
to time bias issues. For instance, the time-aware PageRank
suggested by [72] addresses a number of minor issues with
time bias on the relationship between citations of academic
papers. According to their findings, eliminating these timing
biases can help to increase prediction accuracy. Large-scale
temporal biases are the focus of certain other studies [10],
[13] while some researchers have addressed the same issue
for temporal networks [45], [46], [73]. As it is known
paper citation network is always evolving due to the rapid
advancement of science and technology, yet mainstream
evaluation techniques for research papers are essentially
static, making it unfair to compare research publications
with various others. For instance, the well-known preferential
attachment process results in the typical time bias problem.
This issue exists in the science of science at both the scholar
and paper levels [7], [74]. Old research publications have
an edge in time because they were published earlier than
new research articles, which is how this issue may be stated.
Therefore, older research papers have had more time to gain
attention. Old research articles will be valued higher due to
their long-term citation gain, which leads to their eventual
global fame. While at the same time, new innovation or
discovery happens but due to older paper in the ranking
list they are ignored by the peer scientists due to the time
biased of algorithms. As a result, it is challenging for new
research publications to attract attention. Our findings show
that, in addition to the preferential attachment there are other
important aspects of previously discussed algorithms that
they have not been evaluated on various metrics which is very
important for evolving settings. The algorithms previously
presented have not been examined on a variety of criteria,
which is crucial for circumstances that are always changing.
For instance, whatever publications are currently receiving
attention or which papers have only just begun to receive
attention after being ignored for a considerable amount
of time are sometimes referred to as sleeping beauties by
researchers [75].

By considering the limitations of previous works, the
objective of this study is to propose a learning system that
can rank the newly published research papers as well as the
research papers that might have been published a long time
ago but recently they are gaining attention. While solving
the said objective, the system should not ignore the all-time
favorite papers either. To achieve this, we have evaluated the
proposed system on 6 evaluation metrics.

III. METHODS
This study aims to predict the popularity of academic
publications based on their citation counts, which serve as
an indicator of future citations. To achieve this goal, the
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study focuses on directed temporal networks, which consist
of citing papers (oi) and cited papers (oj) belonging to the sets
V . A direct link is formed when paper oi cites paper oj. The
formed graph or network can be represented as an adjacency
matrix (A) where each entry (i, j) indicates whether a link
exists between a citing and cited paper. The in-degree (ko),
i.e., the number of papers citing a paper o, is used to measure
its citation count. The cumulative citation count of a paper
o at any time t is calculated using the time-based adjacency
matrixA(t) and serves to predict its future citation counts. The
formula for the total citation count of a paper o at any time t
is as:

ko (t) =

∑
u

Auo (t) (1)

1ko = ko
(
tf

)
− ko (t) (2)

Prior to presenting our suggested citation prediction models,
we provide a brief overview of three fundamental benchmark
models. Firstly, the well-established PageRank algorithm is
used for ranking in static graphs. Secondly, we introduce the
Support Vector Regressor (SVR) machine learning model,
which is frequently used in citation prediction. Finally,
we discuss the Temporal-Based Model (TBP), which is
designed for ranking in temporal networks.

A. PageRank
PageRank was originally developed as a ranking algorithm
for web pages within the Google search engine [21].
However, its applications can extend to ranking nodes in
other networked systems where the structural attributes of
the nodes play a significant role, such as in the ranking
of scientific papers and authors [76]. The process of the
PageRank algorithm is described as follows: If node oi has
a link to node oj, a directed link is created between them
(oi− > oj). If a node (e.g., a web page or paper) possesses
a set of links to other nodes, denoted as Si, its significance
will be distributed among the nodes in set |lj|, where |Si|
represents the number of nodes. The transition matrix for the
network or graphA can be expressed in the followingmanner:

Aij =

{
1/lj if nj ∈ si
0 Otherwise

}
(3)

According to the PageRank algorithm, papers that are cited
by highly cited papers have a greater likelihood of attracting
more citations. However, the presence of unconnected nodes,
or dangling nodes, can complicate the analysis. To address
this issue, a transformed matrix (S: S = A+ N cd ) can be
introduced.

With the exception of the column identified as ‘dangling
nodes’, denoted as 1/N , all components of thematrixNcd are
zero. Here, N represents the number of rows or nodes in the
matrix. These columns undergo normalization such that their
summation equals 1, producing a column stochastic matrix.
Consequently, the PageRank for ‘dangling nodes’ will not be
zero. Assuming a user follows the PageRank (as directed by
matrix S) with probability (α), there is a probability of (1 − α)

that the user will randomly select a page during navigation.
Hence, the expression for PageRank can be formulated as
follows: M = αS +

(1−α)
n In. The matrix In denotes an n× n

square matrix consisting of n elements. Using the power
method, one can compute the PageRank vector (PR), where if
PRk = M .PR

(k−1)
, it converges to a stationary vector referred

to as PageRank.

1) TEMPORAL-BASED PREDICTOR (TBP)
In the temporal-based model developed by [73], the calcula-
tion of a node’s ranking score for future link gain takes into
account the effects of link decay. This consideration of link
decay’s impact is an important feature of the model.

so(t) =

∑
u

A(t) exp(γ (To′o − t)), (4)

where the model factors in the prediction score, denoted
as so(t), which pertains to the object of interest at a given
time t . The user-object (in this case, paper-paper citation)
adjacency matrix at time t , referred to as A(t), is also taken
into consideration. Furthermore, the time at which the node o
received a link from other nodes, which denotes the creation
time of a related node o′, is marked as To′o. It is important
to note that this event occurred before the time of interest t ,
meaning To′o < t . Additionally, the link decay rate, denoted
as γ , is incorporated into the model’s predictions.

2) SUPPORT VECTOR REGRESSOR (SVR)
As another baseline, we use the Support Vector Regressor
model with RBF kernel [77]. For SVR learning, we use similar
inputs and outputs for training as in our proposed model.

B. OUR PROPOSED DEEP LEARNING FRAMEWORK
Deep learning is part of the machine learning family of
methods, which are the state-of-the-art patterns learning
algorithms [49], [51]. It mimics biological neural-networks,
which are also known as artificial neural networks. There are
many architectures to learn the pattern from different kinds
of problems, such as deep neural networks, convolutional
networks, recurrent neural networks and so on. We are
using deep neural networks, which have many (two in our
case) layers between the input and predicted output layers.
These kinds of connected networks are also known as ‘‘fully
connected neural networks,’’ which can be divided into three
main parts: 1) input layers; 2) hidden layers; and 3) output
layers. Input layers are the first layers that take the example
data as input to be learned. Hidden layers are intermediate
layers between the input and output layers. The output layer
is the final layer, which gives the predicted result.

To solve the learning problem, we take input and at every
node in each layer apply some transformations, which are
then taken as input to the next layer, and so on as we reach
the final output layer. To learn the parameter values, we take
the gradient at the final layer and apply the chain rule in the
reverse direction up to the initial layer to find gradients of
each intermediate layer’s parameters. As the output of every
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node is taken as input in the next layer, it is possible to
learn non-linear hypotheses very easily. It is noteworthy to
highlight that all states of a graph before time t are inputs to
our model, and the predicted ranking scores are the model’s
outputs.

Our proposed framework is shown in Algo 1. So we have
learned the ranking problem as follows:

1) INPUT FEATURES
We extract the following three features from temporal graph
snapshots:

1) Node degree: As already explained, node degree ko(t)
at time t can be easily calculated just by counting the
total number of links that a node has at time t .

2) Aging effect: To consider the ageing effect at any time
t , as ao(t) = exp(t − tb), where tb is the birth time of
the node in the system.

3) Total influence with varying decay: We consider that
every new link to a node (paper) influences the future
possibility of new links. i.e., its influence decays
exponentially over time. As a paper gets more links, its
influence decay rate decreases. To consider this effect,
we consider the decay rate inversely proportional to the

current degree of the paper. i.e.
′∑
o
A(t) exp( (To′o−t)ko(t)

),

where To′o is the time when node o has received
link from other nodes. In other words, if a node’s
current degree is higher, its influence decay rate will
be lower, increasing the probability of attracting new
links. Conversely, if a node’s current degree is low, then
its decay rate will be higher, which ends up having a
low probability of attracting new links.

2) PARAMETER INITIALIZATION
For parameter initialization (W ) at each layer, we gener-
ated random numbers from an uniform distribution, i.e.,
U ∈ [0, 1]. Then we divide each random number by√

layerIndegree+layerOutDegree
2 i.e., the average of the total in-

degree of the layer l and the total out-degree of the layer l.
Parameter b is simply initialised with zero.

3) FORWARD PROROGATION
In forward prorogation, we used Tanh (hyperbolic tangent)
activation, which we found gave a slightly better result than
Relu activation in our case. In the final layer, we used
Sigmoid activation,see table [1] for detailed information.
We applied the following steps to calculate the activation
at layers 1, 2 and 3. Let the input feature matrix be X , and
randomly initialise parameters W [l] and b[l] at every layer l.
The forward propagation step is at layer 1 (l = 1).

Z [1]
= W [1].X + b[1] (5)

a[1] = g[1](Z [1]) (6)

Z [2]
= W [2]

∗ a[1] + b[2] (7)

where X is the input feature vector, W [1] and b[1] are
parameters to learn, which are randomly initialised as stated
in section [III-B2]. Z [1] is used to calculate activation a[1] at
layer 1. From e.q.[5] to e.q.[7], we can see how to propagate
from layer 1 to 2 to calculate activation a[2]. We repeat this
process two more times to calculate the activation function
for layers 2 and 3. Meanwhile, we also cache those values to
calculate gradients in backward prorogation.

At intermediate layers, the tanh(z) = (e2z − 1)/e2z + 1
activation is used, and at the final layer, the
sigmoid(z) =

1
(1+e−(z))

activation is used.

4) ACTIVATION FUNCTIONS
Activation functions play a crucial role in neural networks
because, during the flow of data from input to output layers,
they transform the data from the current layer into an
output using some non-linear functions. Because of activation
functions, neural networks are gaining more success as they
turn linear classifiers into non-linear ones. The activation
functions behave differently for different problems, therefore,
so far, many activation functions have been proposed [78].
The adaptation of activation functions over different layers
depends on the choice of the problem too. For example,
the sigmoid and hyperbolic tangent (tanh) at the final
layer are generally used for binary classification because it
crunch the number between [0, 1] and [−1, 1] respectively.
Linear or identity functions are used for regression, and
Softmax is used for multi-class classification and so on,
though they are not restricted only to these problems. There
are more choices for activation functions in hidden layers.
For example, the Sigmoid activation function in hidden
layers was considered the best until the new activation Relu
was discovered, which is considered the best for many
problems [79]. So in intermediate layers, many activation
functions can be used according to the problem under
consideration [78] or sometimes even search for the best
activation functions [80]. Our problem is a bit different
from the classification or regression problem. Therefore,
we converted our problem into a probabilistic regression
problem, and used Sigmoid activation at the final layer, which
outputs in [0, 1]. Probabilistic regression is used to make
our model suitable for learning purposes, i.e., to make the
parameter learning better.

5) COST FUNCTION
We converted our ranking problem to a regression problem by
converting the node’s ranking score into a normalised score.
So the ranking score for supervision is normalised as follows:

1ko(t,TF ) = ko(TF ) − ko(t) (8)

Yo =
1ko(t,TF )∑
u

1ko′ (t,TF )
(9)

Yo_normalized =

∑
Yo′<=Yo

Yo′ (10)
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FIGURE 1. This is architecture of our fully connected neural network. The dimensions of the hidden layer parameters W s are
(3 × 50) and (50 × 1) respectively. Consequently parameter b is re-scaled to match with W .

TABLE 1. Parameters used in our DNN architecture.

Weuse Yo_normalized for supervisionwhile parameter learning.
Normalizing in this way makes sigmoid activation a suitable
choice. As max(Yo_normalized ) will give the score 1 and also
Yo_normalized ∈ [0, 1]. Furthermore, we also normalise the
features, except for the ageing score feature, in a similar
manner and calculate the cost as cross entropy loss, which
is also described as point-wise loss in ranking problems [81].

Cost(Yo_normalized , Ŷo) = −Yo_normalized log(Ŷo) · ··

− (1 − Yo_normalized ) log(1 − Ŷo)

(11)

6) BACK PROROGATION
We performed the following actions while performing back
propagation to determine gradients:

∂Cost(Yo_normalized , Ŷo)

∂Ŷo
= dŶo = da[3]=· · · −

Yo_normalized
Ŷo

+ (
1 − Yo_normalized

1 − Ŷo
) (12)

We back propagate three levels using the chain rule to
discover the following derivatives:

dZ [3]
= da[3] ∗ g[3]

′
(Z [3]) (13)

dW [3]
= dZ [3].a[2] (14)

db[3] = dZ [3] (15)

da[2] = W [3]T .dZ [3] (16)

where dZ [3],dW [3],db[3] and da[3] are derivatives of loss
function with respect to Z ,W , b and a at layer 3. As we
can see from e.q. [13] to e.q. [16] using da[3] as input,
we find da[2]. We proceed to repeat the aforementioned
process twice more in order to estimate gradients of
parameters in our 1st layer. Furthermore, it is possible
to express the derivatives of the activation function as
follows:

sigmoid(z)′ = sigmoid(z) ∗ (1 − sigmoid(z)) (17)

tanh(z)′ = (1 − tanh2(z)) (18)
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Algorithm 1 The Pseudo-Code of the Proposed Rank Aware Learning Framework for Dynamic Citation Graph
Require: G(V ,ET )
Ensure: T > 0, ET /∈ φ

Step 1: Input: From citation data convert to graph G(V ,ET ).
Step 2: Extract node level temporal features from graph snapshots(G1,G2 . . . .,GT ).
Step 3: Create ground truth vector Yo_normalized which is suitable for our ranking based loss function(See III-B5).
Step 4: Learn d-dimensional node embedding.
Step 5: Repeat step-3 and step-4 for 5 random time points.
Step 6: return (a ensembled classifier based on above 5-trained models.)

C. DATA SET
The precision and efficacy of the predictors in our pro-
posed model were examined through experimentation with
the arXiv paper citation dataset. This dataset consists of
citation information of papers indexed in the arXiv database
of High Energy Physics. In the following paragraphs,
we present a more comprehensive overview of the pre-
processed data set, which is also publicly available [82]. Time
binnings were achieved through pre-processing, averaging at
monthly intervals. Figure[2] displays in-depth statistics of the
dataset. The arXiv-HePh dataset contains 30,500 papers and
347,185 citation connections, spanning from January 1993 to
April 2003.

IV. EXPERIMENTAL SIMULATION, RESULT ANALYSIS,
AND COMPARISON
In this section, we will begin by outlining the random
sampling strategy that was employed to acquire our data.
Additionally, we will explore our optimization methodology,
which involved utilizing the Adam optimizer alongside its
corresponding training parameters for our deep-learning
algorithm. Subsequently, we will provide a succinct overview
of our ensemble-learning strategy, which was implemented
with the aim of enhancing the overall predictive capa-
bilities of our models. Following this, we will present
four distinct evaluation metrics, namely Temporal Novelty
(TNk ), Precision, Novelty, Area Under Receiving Operating
Characteristic (AUCk ), which is commonly referred to as
ROC, Kendal’s rank correlation Tau (τ ), and Normalized Dis-
counted Cumulative Gain (NDCG). These specific metrics
were utilized to accurately measure the overall performance
of our models. Finally, we will display and analyze the
results of our assessment of varying scenarios. These include
instances where future time (TF ) varies while past time (TP)
remains consistent, in addition to scenarios where both past
and future times (TF and TP, respectively) vary while the size
of k remains fixed.

A. SAMPLING DATA FOR EXPERIMENTS
In our study, we follow a random time-based approach to
evaluate the performance of our model. To ensure adequate
evaluation, we consider a considerable size of past and
future time windows. Accordingly, we rank the nodes at the
randomly selected time t and evaluate the efficacy of our

model at the subsequent time point, t + TF . Our training
dataset comprises interaction data up to time t , while the test
dataset comprises interaction data taken between t and t+TF .

B. PARAMETER OPTIMIZATION FOR TRAINING
DEEP-LEARNING
We employed the Adam optimizer [83] in our parameter
learning process as it has been demonstrated to locate
optimal minima more efficiently than Gradient descent. This
optimization technique involves calculating an exponentially
weighted average of past gradients and correcting for
biases (vcorrected ). Additionally, it computes an exponentially
weighted average of the squares of past gradients and
adjusts for biases (scorrected ). The specific equations used are
presented below:

vdW [l] = β1vdW [l] + (1 − β1)dW [l]vcorrecteddW [l] =
vdW [l]

1 − (β1)t

(19)

sdW [l] = β2sdW [l] + (1 − β2)(dW [l])2scorrecteddW [l] =
sdW [l]

1 − (β1)t

(20)

W [l]
= W [l]

− α
vcorrected
dW [l]√

scorrected
dW [l] + ϵd

(21)

b[l] = b[l] − α
vcorrected
db[l]√

scorrected
db[l]

+ ϵb

(22)

In these equations, t indicates the number of steps taken by
Adam, l represents the number of layers (1, 2, 3), β1 and
β2 are hyper-parameters that regulate the two exponentially
weighted averages. Additionally, α denotes the learning rate
and ϵ is a very small number included to prevent division by
zero. Notably, parameter b[l] is also updated for each layer l
using the same aforementioned steps. In our implementation,
we maintained the learning rates at 0.0075, β1 = 0.9, β2 =

0.99, t = 2 and ϵ = 1e − 8. We executed 10, 000 iterations
over these parameters.

C. ENSEMBLE LEARNING
If we learn the parameter at one specific random moment,
it might not be able to generalize across another time step
t because our problem is time-varying. To solve this issue,
we picked 5 random locations inside our temporal graph
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FIGURE 2. The statistics of the data used in our experiments are shown in the accompanying figure. The number of citations per unit of
time is depicted in the left figure. The number of citations for each paper, or node in our case, is shown in the right figure.

timeline and determined the parameter by taking into account
that TP = TF = 10 months. Finally, we simply averaged
over 5 anticipated activation ratings and ordered them when
generating predictions. The good news is that even though
we only considered TP = TF = 10 when learning the
parameters, we were still able to predict up to 40 months.

D. EVALUATION METRICS
We have adopted the following six evaluation metrics to
measure the accuracy of our proposed model:

1) Temporal Novelty(TNk ) assesses the predictive capac-
ity of a model by measuring its ability to accurately
rank ‘new nodes’ that have recently gained popularity
but were overlooked during an earlier time frame.
Specifically, for a future time window TF correspond-
ing to the interval during which these nodes accrued
popularity, it quantifies howwell themodel can identify
these nodes among the top k rankings. Assuming R1t

k
defines the number of new objects that are not present
among the top rankers based on their popularity gain
during the recent past time window TP and E1t

k denotes
the number of correctly predicted new objects in the
top k rank by our model, we can calculate the temporal
novelty (TNk ) score using the following formula:

TNk =
E1t
k

R1t
k

, (23)

2) AUC, or ‘‘ROC,’’ which was introduced by Hanley and
McNeil [84], provides a measure of the importance
of the relative position of the top k items in both a
predicted and a ranked list. Specifically, this metric
selects the top k items from a real list and uses their
rank scores as a benchmark for comparison with the
top k items in a predicted list. To calculate the AUC,
one can consider the scores of an object in the predicted
list sp ∈ Lp and in the real list sr ∈ Lr , and apply the

following formula:

AUC =

∑
sp∈Lp

∑
sr∈Lr

I (sp, sr )∣∣Lp∣∣ |Lr | where, (24)

I (sp, sr ) =


0, if sp > sr ,
0.5, if sp = sr ,
1, if sp < sr .

(25)

3) Precision: The definition of precision is the ratio of the
number of objects present in the top k rankings of the
predicted and actual ranking lists [85], and is expressed
as:

Pk =
Dk
k

, (26)

In this equation, Dk represents the count of common
objects that appear in the top k positions of both
the predicted and actual ranking lists. The value of
Pk ∈ [0, 1], where a higher value ofPk indicates amore
accurate prediction.

4) Novelty(Qk ) evaluates how effectively a predictor can
rank ‘new objects’ in the top k positions which were
not in the top k positions previously. Let Rk denote the
count of ‘new objects’ present in the top k positions of
the actual list, and EK represent the number of ‘new
objects’ correctly predicted by our model in the top
k positions of the ranking list. The novelty score is
computed as follows:

Qk =
Ek
Rk

, (27)

5) Kendall’s Tau (τ ) quantifies the correlation between
predicted and actual rankings, with values ranging
from −1 to +1. A value of τ = 1 indicates perfect
agreement between the predicted and actual rankings,
τ = 0 suggests independence between the rankings,
and τ = −1 indicates complete disagreement between
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FIGURE 3. The sensitivity of the model’s performance across various future time window sizes (X-axis) is demonstrated in the figure
above. The past time window is kept fixed at 10 months. The Y-axis represents the accuracy score, with higher scores indicating better
performance. All values fall within the range of 0 to 1, except for the rank correlation tau (τ ), which ranges from -1 to 1. The solid black
line with a square symbol represents the performance of the Support Vector Regression (SVR) model. The solid blue line with a triangle
symbol is indicative of the TBP model, while the solid red line with a circle symbol shows the performance of the PageRank (PR) model.
The proposed model’s performance is represented by the pink line with a downward triangle symbol.

them. Kendall’s Tau can be expressed as:

τ =
C − D

√
(C + D− Ntp)

√
(C + D− Ntr )

, (28)

where, the number of concordant pairs, denoted by
C , and the number of discordant pairs, denoted by D.
Additionally, Ntp is the number of ties in the predicted
list, and Ntr represents the number of ties in the
real list.

6) Normalized Discount Cumulative Gain (NDCG),
which was proposed by [86], involves evaluating the
performance of the top k objects in a ranked list. If ri
represents the relevance level of the oi objects within
the top k , then the NDCG score can be computed as
follows:

NDCGk =

r1 +

k∑
j=2

rj
log2(1+5(oj))

I (5(oj), k)

r1 +

k∑
j=2

rj
log2(1+g(oj))

I (g(oj), k)

where,

(29)

I (x, y) =

{
1, if x <= y,
0, otherwise.

(30)

Here, g(o) and 5(o) indicate the ranking position of object
o in the actual and predicted lists, respectively.

E. RESULTS ANALYSIS AND COMPARISON
1) VARYING FUTURE TIME WINDOW (TF ), FIXED PAST TIME
WINDOW (TP ) AND FIXED SIZE k
In Fig.3 we have shown the performance of our model when
only the future time window is varying. To test some of the
important evaluation metrics such as novelty and temporal
novelty, we set a fixed past time window (TP = 10) and
vary the future time window TF up to 40 months. The X-axis
shows the time, and the Y-axis shows the accuracy results
based on different evaluation metrics. Higher results depict
better performance. All the evaluations are considered by
considering top 100 nodes except for rank correlation (τ )
which considers the total number of items in the list. Please
note that after randomly selecting a random training point at
time t , we rank the nodes according to citation gain during
a time window TF after t . Our model makes use of all the
information before time t to calculate the ranking scores
for each node at time (t + TF ), and determines the top k
scored nodes during each time window. From Fig.3 following
analysis can be generated.
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FIGURE 4. The figure displays the sensitivity of the proposed models when both the TF (future time window) and TP (past time window)
are varied from a period of 1 to 40 months. At each data point, the past and future time windows are kept equal, i.e., TF = TP . The solid
black line with a square symbol represents the performance of the Support Vector Regression (SVR) model. The solid blue line with a
triangle symbol is indicative of the performance of the TBP model, while the solid red line with a circle symbol shows the performance of
the PageRank (PR) model. The pink line with a downward triangle symbol represents the performance of our proposed model.

1) In AUC analysis, it is found that our proposed model
performs the same as TBP while PageRank (PR)
underperforms. It is also noticed that SVR outperforms
all by a slight margin.

2) In Precision analysis, we have found the same behavior
as AUC analysis. But PageRank underperforms with a
higher margin. It is also found that as the time window
increases our proposed model seems to dominate all,
while considering AUC, almost all methods show
similar results for a higher time window (more
than 20).

3) In Tau (τ ) rank correlation analysis, our proposed
model and SVR show a slightly better performance
after 25 month. Initially, TBP and PageRank have sim-
ilar performance but later TBP outperforms PageRank.

4) In Novelty analysis, our proposed model is less
fluctuated compared to the other three methods and
has the lowest initial value, which improves compared
to PageRank and SVR but is still not as high as
TBP. TBP is consistently increasing with time, while
PageRank initially shows better performance but after
some time, its performance decreases. SVR shows the
worst performance on predicting novel entries in the
top 100 ranking list.

5) In temporal novelty (TN) analysis, we find our
proposed model consistently performs better. The
second performer is TBP and then SVR and then
PageRank.

6) In NDCG analysis, our proposed model and SVR
outperform consistently with a high margin, while TBP
performs better than PageRank.

2) VARYING FUTURE (TF ) AND PAST (TP ) TIME WINDOWS
AND FIXED k SIZE
In Fig. 4, we have shown the performance of our model when
both future and past time window sizes are varying (at every
time step TP = TF ) while k size is fixed.

1) In AUC analysis, all four predictors show a very similar
performance, particularly for time windows larger
than 15.

2) In precision analysis, almost all models perform con-
sistently increasing with the size of the time window.
Nevertheless, our proposed model outperforms others
followed by TBP, SVR, and PageRank.

3) In rank correlation Tau (τ ) analysis, our proposed
model, SVR and TBP perform very similar. However,
after a certain time SVR outperforms the others.
PageRank is found to be the least performer.
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4) In novelty analysis, initially PageRank was the best
performer but after sometime its performance remain
almost similar while fluctuates. While the performance
of TBP and our proposed model consistently increases,
after sometimes TBP outperforms the proposed model.
SVR is the worst-performing model.

5) In temporal novelty (TN) analysis, our proposed model
and SVR consistently outperforms all the predictors
with high margin. The third performer is TBP, with
a decreasing trend, and then PageRank with almost
similar with a lot of fluctuations.

6) In NDCG analysis, our proposed model and SVR
outperform consistently with a high margin. Although
TBP’s performance was lower but it almost reaches the
other close to time window size 40 and PageRank again
is the least performer with a high margin while having
an increasing trend.

V. DISCUSSION
Predicting the future impact of scientific publications and
consequently authors, institutes, and even countries are
important but challenging task. The sole use of quantitative
metrics such as citations for measuring and comparing
scientists, institutes, and countries are highly adopted because
it is the most widely and easy-to-use method. This research
aims to predict scientific impact considering its temporal
aspects taking into account its decay over time. The impact of
publications can be found by modeling publications’ citation
interactions in a temporal citation network and ranking
the publications as the nodes in the network. There are
many sophisticated models for the ranking problem such
as PageRank that consider the whole network into account.
But these models have two main problems: not considering
the temporal effect, and their complexity increases as the
network size increases, or as new nodes enter the system it
needs to be re-calculated. Therefore, this work presents a deep
neural-network-based framework, which only considers local
node-level temporal information in ranking nodes globally.
We extracted three simple temporal network features by
considering nodes’ local temporal information such as
current total degree, birth time, and the time they receive new
links. It is crucial but difficult to predict the future impact
of scientific papers and, by extension, authors, institutes, and
even nations. Themost popular and straightforward technique
for measuring and comparing scientists, institutions, and
nations is the exclusive use of quantitative indicators like
citations. This study seeks to forecast scientific effect
by taking into consideration its temporal components and
accounting for their deterioration with time. Modeling the
citation interactions of publications in a network of temporal
citations and rating the publications as the network’s nodes
allows one to determine the influence of publications. Our
proposed model is not always the best, but on average it is
the best considering all six evaluation metrics. The model’s
performance can be improved by providing additional time

and data, as in the case of the citation, 20 years are not enough
to see all the effects in the system.

VI. CONCLUSION, LIMITATIONS, AND FUTURE WORKS
A delicate part of scientific evaluation jobs is citation
time. Therefore, for our analysis in this study, we used
20 years’ worth of citation data. We also tested the robustness
of our proposed model using six common information
retrieval-based measures. Our architecture is straightfor-
ward and easily adaptable to other temporal networks.
Figures [3 and 4] from our experimental investigation on
citation data demonstrate that, on average, our suggested
framework outperforms the other three baseline techniques,
namely PageRank, SVR, and TBP. According to the data,
our suggested model performs significantly better than the
other three models for NDCG and TN assessment metrics
than all other accuracy metrics combined. The presented
deep-learning-based framework can be easily applied to other
node-ranking problems in temporal networks.

Ranking nodes in dynamic or temporal networks can be
useful in a variety of applications. Some examples include:

1) Identifying influential nodes in social networks:
Ranking nodes in social networks can help identify
influential individuals or organizations based on their
connections and influence on the network over time.

2) Detecting anomalous behavior in network data: Rank-
ing nodes in dynamic networks can help detect
anomalies or unusual behavior by comparing the
rankings of nodes at different points in time.

3) Understanding network evolution: ranking nodes in
temporal networks can provide insight into how the
network evolves over time and how the roles of
different nodes change.

4) Predicting future behavior: Ranking nodes in dynamic
networks can be used to make predictions about future
behavior based on past patterns.

Overall, ranking nodes in dynamic or temporal networks
can provide valuable information about the structure and
evolution of the network, as well as identify important or
anomalous nodes and behavior.

The proposed model’s capacity to generalize is good
because it learns parameters at chosen time points at random.
Since it is built on an ensemble scoringmechanism, themodel
may be trained at various points in time and used to pro-
duce predictions for large, continuously evolving networks.
Therefore, it is a good choice for implementing in real-time
scenarios. One of the drawbacks of our suggested findings is
that explicit node-level features must be concatenated with
the existing framework before being passed to the DNN.
We have not used the explicit features of nodes in the current
dataset setup, hence we are unable to provide quantitative
feedback on such instances.

Some limitations of our model include:

1) Data requirements: The proposed framework often
requires large amounts of data in order to generate
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TABLE 2. List of Abbreviations and symbols.

accurate results. This can be a challenge in situations
where data is scarce or difficult to obtain.

2) Assumptions: The proposed framework often rely on
certain assumptions about the data and the underlying
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process being modeled. These assumptions may not
always hold, which can lead to inaccurate ormisleading
results.

3) Limited interpretability: The proposed framework
may be less interpretable than other approaches such
as statistical models, making it difficult to understand
the factors that are driving the rankings.

4) Complexity: The proposed framework can be com-
plex, requiring the use of advanced statistical or
machine learning techniques. This can make them
difficult to implement and interpret for some users.

5) Bias in the data: The proposed framework may be
subject to biases in the data that it is trained on, which
can lead to biased or unfair rankings.

Overall, while the proposed framework can provide powerful
tools for analyzing temporal networks, it also comes with a
number of limitations that should be taken into consideration.

In future work, one can approach the ranking problem
while considering the above-mentioned problems. There are
many potential areas of focus for future work on DNN-based
ranking problems. Some potential areas of focus include:

1) Developing more robust and accurate ranking mod-
els:Researchers could work on developingDNN-based
ranking models that are more robust and accurate,
particularly in situations where data is scarce or noisy.

2) Incorporating more diverse data sources: Many
ranking problems involve data from multiple sources,
such as text, images, and audio. Future work could
focus on developing DNN-based ranking methods that
can effectively incorporate and make use of data from
multiple sources.

3) Improving interpretability: DNN-based ranking
methods can be difficult to interpret, making it
challenging to understand the factors that are driving
the rankings. Future work could focus on developing
methods that provide more interpretability, such as
using explainable AI techniques.

4) Addressing bias: DNN-based ranking methods may
be subject to biases in the data that they are trained
on, which can lead to biased or unfair rankings. Future
work could focus on developing methods that are more
resistant to bias and that can produce fairer rankings.

Overall, there are many directions that future work in
DNN-based ranking problems could take, including improv-
ing accuracy and robustness, exploring different ranking
approaches, incorporating diverse data sources, and address-
ing bias.

APPENDICES
A. COMMONLY USED NOTATIONS
We have shown the abbreviations and notations in the
following table 2.
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