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ABSTRACT Due to the uncertain, diverse, and light-attenuating characteristics of the underwa-
ter environment, underwater images have low contrast and unclear problems. This paper proposes a
histogram equalization algorithm based on optimized adaptive image quadruple segmentation and crop-
ping (AQSCHE). Compared with the traditional histogram equalization underwater image enhancement
algorithm, this algorithm introduces histogram quadruple segmentation and cropping technology. Using
the exposure value and segmentation point calculation formula that optimizes the distribution range of the
histogram, perform quadruple segmentation on the image to obtain a more refined histogram. The adaptive
histogram clipping is realized by constructing the clipping parameter z to adjust the contrast and brightness
of the image. The original image is enhanced by double equalization of the sub-histogram and the histogram
of each channel. Finally, the simulation experiments verify the enhancement effect of the proposed algorithm
AQSCHE on underwater images. The processed underwater image has higher contrast, is clearer and more
natural in subjective evaluation, and has a better visual effect; in the image objective evaluation indicators,
information entropy (Entropy), peak signal-to-noise ratio (PSNR), structural similarity index (SSIM) and
universal color image quality evaluator (UCIQE), this algorithm also outperforms other common algorithms
such as HE and CLAHE.

INDEX TERMS Adaptive cropping, double equalization, quadruple segmentation, underwater image
enhancement.

I. INTRODUCTION
Since the 21st century, with the development of the human
economy and society, the exploration and development of
marine resources have become increasingly important. The
ocean covers 70% of the earth’s surface and covers a large
number of natural resources. Therefore, there is a growing
interest in this mysterious ocean area as one of the most
critical data for people to study aquatic resources, underwater
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image is essential [1]. However, the propagation process of
light is quite different underwater and in the air. Due to
the various media, water absorbs and scatters sunlight to
varying degrees, and blue and green light is absorbed less
than other colors, giving the underwater image a blue-green
hue. This poses a severe obstacle to obtaining information
in underwater images. Therefore, how to obtain clear and
natural underwater images has become a research topic [2].

This problem has attracted many domestic and foreign
scholars to join the research. Among them, the histogram
equalization algorithm (HE) [3] is a technique used to
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enhance an image’s contrast. This technique creates an image
with a more uniform histogram by reassigning the pixel
values of the histogram, thus enhancing image contrast.
However, the HE algorithm only considers the probabil-
ity distribution of pixel values. It does not consider the
spatial distribution of pixels in the image, leading to the
problem of brightness distortion [4]. Therefore, Pizer and oth-
ers proposed an adaptive histogram equalization (AHE) [5]
algorithm. The main idea is to equalize the local histogram of
the image, thereby improving the image’s contrast and clarity.
The AHE algorithm can avoid the noise introduced by the HE
algorithm, enhance the local detail information of the image,
and improve the visual effect. However, the image enhanced
by the AHE algorithm will produce artifacts, noise, and
other problems. Muniyappan and others proposed an image
enhancement algorithm using contrast-limited adaptive his-
togram equalization (CLAHE) [6]. This algorithm can control
the degree of image enhancement and the intensity of contrast
limitation by adjusting parameters to meet different images.
However, the CLAHE algorithm requires certain experience
and experiments in selecting parameters, which will limit the
use of the algorithm. Sim et al. proposed recursive sub-image
histogram equalization (RSIHE) [7], an image enhance-
ment algorithm based on hierarchical histogram equalization.
Compared with several other improved contrast enhancement
techniques, the RSIHE algorithm is the most robust. This
algorithm can effectively process high dynamic range images
while avoiding the brightness distortion problem produced
by the HE algorithm and the artifacts, noise, and other issues
produced by the AHE algorithm. The RSIHE algorithm can
effectively enhance the contrast and brightness of underwater
images, making the photos clearer and more vivid. However,
the RSIHE algorithm cannot equalize the entire underwater
image but can only equalize the local area of the image.
Therefore, when dealing with some underwater images with
global equalization requirements, the RSIHE algorithm could
not be suitable. Kim and others proposed a contrast enhance-
ment algorithm based on brightness-preserving bi-histogram
equalization (BBHE) [8]. This algorithm can maintain the
average brightness of the original underwater image while
increasing its contrast. However, the BBHE algorithm must
select different parameters for different underwater images.
The selection of parameters needs to be determined by expe-
rience and experiments, and adjustments may be required for
some images with severe fogging.

Although the above algorithms have different degrees and
aspects of enhancement for underwater images, these algo-
rithms have their own limitations, and it is difficult to have
a very balanced processing effect on the contrast, clarity,
and brightness of underwater images. This paper will address
these problems and propose a more balanced optimization
algorithm. The second chapter of this article introduces the
traditional algorithm, discusses the limitations of the tradi-
tional algorithm, and on this basis, introduces the principle
and advantages of the algorithm in this paper in detail. The
simulation results presented in the third chapter demon-

strate that the AQSCHE algorithm achieves a more balanced
enhancement effect for underwater images, resulting in supe-
rior results compared to traditional methods. Finally, the
fourth chapter summarizes the full text and proposes the field
of application of the algorithm and future research direction
in this paper.

II. THEORETICAL MODELING
This chapter first gives the flow chart of the algorithm pro-
posed in this paper and then introduces the principle of the
traditional histogram equalization algorithm. On this basis,
it details the principle of each innovativemodule in the overall
flow chart.

A. PRINCIPLE OF HISTOGRAM EQUALIZATION
ALGORITHM
The traditional histogram equalization algorithm enhances
the contrast of an image by redistributing its pixel values. The
main process of the algorithm involves calculating the prob-
ability density function (PDF) and cumulative distribution
function (CDF) of the histogram and then using these values
to generate a pixel mapping table, the conversion formula of
histogram equalization. Then, using the normalized CDF, the
intensity values of the pixels in each block are mapped to the
new parts created, creating an image with a more uniform
histogram, thus enhancing the image’s contrast [3].

For the histogram of the [first, last] interval, the corre-
sponding calculation formulas of PDF and CDF are:

PDF (k) =
nk
N

(1)

CDF (k) =

∑k

q=first
PDF (q) (2)

where k is the gray level, nk is the number of pixels corre-
sponding to the k gray level in the image histogram, and
N is the total number of pixels in the interval. Therefore, the
transformation formula for histogram equalization is:

F (k) = first + CDF (k) × (last − first) (3)

In the formula, the last represents the final value of the
mapping interval, the first represents the starting value, and
the difference between them represents the mapping interval
length. In the traditional histogram equalization conversion
formula, the last is 255, and the first is 0.
The conventional histogram equalization algorithm faces

difficulties in handling low-exposure and high-exposure
underwater images, thus requiring the integration of
histogram segmentation technology into the traditional
algorithm. Exposure value and exposure threshold are two
parameters introduced in the histogram segmentation. The
exposure value reflects the distribution of the number of
pixels corresponding to each gray level in the image his-
togram, and its value ranges from 0 to 1. By calculating
the exposure value of the image histogram, the exposure
threshold can be calculated. The exposure threshold can be
used as the segmentation point of the image histogram, which
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divides the image histogram into low-exposure areas and
over-exposure areas, and then performs separate processing
for each area, thereby improving the accuracy and efficiency
of the image [9].

The traditional calculation formula for exposure value is as
follows:

Ex =

∑L
k=1 nk × k

L
∑L

k=1 nk
(4)

where L represents the total number of gray levels,
and Ex represents the exposure value. The formula for the
exposure threshold is:

Xa = L (1 − Ex) (5)

B. CALCULATION METHOD OF EXPOSURE VALUE BASED
ON OPTIMIZED HISTOGRAM DISTRIBUTION RANGE
When the traditional segmentation algorithm based on expo-
sure value encounters a narrow distribution range in the
histogram, the calculated exposure threshold may fall out-
side the area with a non-zero histogram distribution range,
leading to a failure in histogram segmentation. And when
the algorithm is processing low-light images and images with
interference noise, the calculated exposure threshold Xa will
not be ideal, resulting in indirect segmentation failure, thus
affecting the final image enhancement effect [10].

Therefore, this paper proposes a calculation method of
exposure value based on optimizing the distribution range of
the histogram. In this method, a new histogram distribution
range is first defined, and the histogram distribution range
is limited by constructing a parameter m to eliminate the
interference noise existing in the histogram. The optimized
histogram distribution range is:{

SMALL= min (nk≥m) , k∈ [0,L − 1]
BIG = max(nk≥m) ,k ∈ [0,L − 1]

(6)

It can be seen from the formula that the distribution range
of the optimized histogram is changed to the interval formed
by the minimum and maximum values of the statistics in
the histogram not less than m. Different from the distribu-
tion range of the traditional histogram, the new calculation
method of the histogram distribution range can effectively
remove the interference noise in the histogram. Consequently,
it improves the accuracy of the exposure value calculation and
the image enhancement effect. The corresponding formula
for calculating the new exposure value and the split point is
as follows:

EX =

∑BIG
k=SMALL nk (k−SMALL + m)

(BIG− SMALL) ×
∑BIG

k=SMALL nk
(7)

Xa = SMALL + (1 − EX) ×(BIG− SMALL) (8)

Fig.2 illustrates the histogram of a low-light underwater
image affected by interfering noise. It can be observed from
the figure that using the optimized histogram distribution
range to calculate the new exposure value and exposure

threshold results in a more accurate calculation, and the
optimal position of the exposure threshold can be precisely
determined based on the distribution characteristics of the
histogram [11].

After segmenting the histogram into two sub-histograms,
this paper uses the mean value of the two sub-histograms as
the segmentation point. It segments two sub-histograms again
to obtain four sub-histograms to be enhanced. The formula for
calculating the Mean of the two sub-histograms is:

Xal =

k=Xa−1∑
k=SMALL

Pdl (k) × k (9)

Xau =

k=BIG−1∑
k=Xa

Pdu (k) × k (10)

where Xal and Xau represent the means of the two sub-
histograms respectively, and Pdl (k) and Pdu (k) represent the
PDFs of the two sub-histograms, respectively.

Fig.3 clearly shows the positions of the three segmenta-
tion points Xal , Xa and Xau calculated by the optimization
algorithm. From the calculation formula, these three segmen-
tation points are all calculated according to the distribution
characteristics of the histogram, which can effectively divide
the image’s histogram into sub-histograms with different fea-
tures. Then, different enhancement processing is performed
on each distinct region’s sub-histograms to improve the
enhanced image’s clarity.

C. CONSTRUCTION METHOD BASED ON OPTIMAL
CLIPPING THRESHOLD
The traditional histogram clipping method is relatively sim-
ple, and the clipping threshold calculation formula cannot
be clipped according to the distribution characteristics of the
histogram. In addition, the selection of common clipping
thresholds also includes the average number of occurrences
of gray levels, the Mean, median, and peak values of the
histogram, and so on. Referring to the traditional clipping
threshold selection method, this paper proposes an adaptive
histogram clipping algorithm, which uses a value between
the Mean and median of each sub-histogram as the clipping
threshold [12]. Among them, z is defined as the clip-
ping parameter and a better clipping threshold value can
be achieved by different values of z [13]. The calculation
formula for the median value of each sub-histogram is as
follows:

Mi = median (histogramofsubimageIi) (11)

In the formula,Mi represents the median value of the ith sub-
histogram. The formula for calculating the clipping threshold
is:

Ti = z
(
Qi
Li

−Mi

)
+Mi (12)

where Ti represents the clipping threshold of the ith sub-
histogram, Qi represents the total number of pixels of the ith
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FIGURE 1. The overall flow chart of the algorithm in this paper.

FIGURE 2. Location map before and after Xaoptimization.

sub-histogram, Li represents the interval length of the ith sub-
histogram, z represents a clipping parameter, and the value
range is [0, 1], so the value range of the clipping threshold is
between the median and the Mean of a single sub-histogram.

It can be seen from Fig.4 that the clipping threshold cal-
culated after optimization falls well within the interval of the
number of pixels in each sub-histogram. After calculating the

FIGURE 3. Location map of each split point.

clipping threshold, this paper clips each sub-histogram with
a clipping method in which the maximum number of pixels
in the histogram is limited to the clipping threshold. For the
range where the number of pixels in the sub-histogram is
greater than the clipping threshold, the number of pixels in the
sub-histogram is defined as a clipping threshold. It will not
be processed for the sub-histogram whose number of pixels
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FIGURE 4. Location map of each clipping threshold.

is less than the range of the clipping threshold. The specific
calculation formula is: [14]:

yi (k) =

{
Ti, if yi (k) ≥ Ti
yi (k) , if yi (k) < Ti, i= 1, 2, 3, 4

(13)

where yi (k) represents the clipping histogram and Ti repre-
sents the clipping threshold of the i sub-histogram.

D. SUB-HISTOGRAM DOUBLE EQUALIZATION
After obtaining the four sub-histograms, this paper first
performs independent equalization on each sub-histogram,
including calculating the probability density function PDF
of each sub-histogram and using the PDF to determine the
cumulative distribution function CDF to obtain the trans-
formation formula of each sub-histogram. The formulas for
calculating the probability density function (PDF) and cumu-
lative distribution function (CDF) of each sub-histogram are
as follows:

Pdi (k) =
yi (k)
Ni

(14)

Cdi (k) =

k=M∑
k=N

Pdi (k) (15)

The value of [N ,M ] is determined according to the distri-
bution range of each sub-histogram after segmentation and
clipping.

Then, based on the CDF and the distribution range
of each sub-histogram, the conversion formula for each
sub-histogram is obtained:

F1 (k) = (Xal − 1) × Cd1 (k) (16)

F2 (k) = ((Xa − 1) − Xal) × Cd2 (k) + Xal (17)

F3 (k) = ((Xau − 1) − Xa) × Cd3 (k) + Xa (18)

F4 (k) = ((L − 1) − Xau) ×Cd4 (k) + Xau (19)

Finally, by combining the mapping functions of each sub-
image, the mapping function of the enhanced output image

is obtained.

F = F1 (k) ∪F2 (k) ∪F3 (k) ∪F4 (k) (20)

After obtaining the four equalized sub-histograms of each
channel, this paper combines them to obtain a complete
histogram of each channel and then applies a second equaliza-
tion on each channel’s histogram. Repeat the above operation
to obtain the equalized histogram of each channel. Finally,
the three-channel equalized histograms are accumulated to
obtain an enhanced histogram, and an enhanced color image
is finally output.

Fig.5 (a) shows the four sub-histograms before R chan-
nel equalization, and Fig.5 (b) shows the corresponding
sub-histogram after equalization.Fig.6 shows the comparison
before and after the equalization of the entire R channel. It can
be seen from the figure that the number of sub-histogram
pixels after the first equalization becomes uniform, and after
the second equalization of the entire R channel histogram,
The gray level is evenly mapped to the [0,255] interval so that
the enhanced histogram distribution of the original histogram
is more uniform, the contrast of the enhanced image is more
obvious, and the display effect is better.

III. RESULTS AND ANALYSIS
The databases selected in this paper are ImageNet-O
(ImageNet-Opponent) and EUVP (European Visual Plankton
Archive). ImageNet-O was created by the ImageNet team
and is dedicated to underwater image research. The dataset
contains more than 2,000 categories of nearly 50,000 under-
water images. These images cover a variety of underwater
scenes and objects, including marine life, coral reefs, marine
environments, underwater machinery and equipment, and
more. The sources of images include real underwater images
collected by underwater drones, submersibles, underwater
cameras, and other equipment. EUVP is a database that
collects images of plankton in different waters in Europe,
including thousands of high-quality, high-resolution images
and detailed information about image collection. There are
111,670 pieces of Underwater Dark, Underwater ImageNet
among the paired data. There are 8670 images, Underwater
Scenes has 4500 images, and the unpaired data contains
6665 images with poor quality and good quality. The images
in the two data sets have different acquisition time, space,
and depth information and are of various types and rich in
scenes. They are very representative and are very convincing
for the experimental analysis of the algorithm in this paper.
The experimental simulation software and system parameters
are shown in Table 1.

A. SUBJECTIVE EVALUATION OF IMAGE QUALITY
In order to verify whether the subjective effect of this
algorithm on underwater image enhancement is better, this
paper conducts comparative experiments with six other
common underwater image enhancement algorithms. These
algorithms include CLAHE, RSIHE, AHE, HE, BBHE, and
RGHS. From the perspective of verifying the universality of
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FIGURE 5. Comparison chart before and after equalization of the four sub-histograms of the R channel. (a) means before equalization, (b) means after
equalization.

TABLE 1. Experiment system parameters.

FIGURE 6. Comparison chart before and after R channel equalization.

the algorithm, this paper selects some representative under-
water image data from the EUVP and ImageNet-O databases
for simulation experiments and shows the enhancement effect
of each algorithm [15].

This article selects six underwater images of different
tones, and each comparison chart shows the contrast between
the underwater image enhanced by seven algorithms and
the original image. The result is shown in Fig.7 - Fig.12.
It can be seen from the subjective renderings that although the
CLAHE and AHE algorithms enhance the image contrast and

FIGURE 7. Subjective comparison figure 1.

FIGURE 8. Subjective comparison figure 2.

retain some details and local features, excessive enhancement
leads to image distortion. The local enhancement effect of
the image processed by the RSIHE algorithm is obvious, but
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FIGURE 9. Subjective comparison figure 3.

FIGURE 10. Subjective comparison figure 4.

FIGURE 11. Subjective comparison figure 5.

the overall enhancement effect of the image is not ideal. The
HE algorithm can produce sharper images but may cause
a loss of detail in some areas, resulting in unnatural visual
effects. The images enhanced by the BBHE algorithm and
RGHS algorithm can enhance the detail information in the
image very well, but the enhancement effect of RGHS is not
good when processing low-contrast images, and BBHE will
appear with gray value aggregation when processing high-
contrast images, resulting in image color distortion. From the
comparison above, it can be seen that the contrast of the image
processed by the algorithm in this paper has been enhanced,
the problem of image edge blur has been improved, the image
is clearer, the color is more natural, and the local details have
also been enhanced. The enhanced image has a better visual
effect overall.

B. OBJECTIVE EVALUATION OF IMAGE QUALITY
In addition to verifying that the improved algorithm is bet-
ter than the other six enhancement algorithms from the
subjective comparison chart, this paper also uses some math-
ematical algorithms and models to calculate and analyze the

FIGURE 12. Subjective comparison figure 6.

image processed by the algorithm to evaluate the improved
algorithm’s superiority. This paper selects some image objec-
tive evaluation indicators and verifies and analyzes each
evaluation parameter of the image.

Information entropy (Entropy) is a no-reference objective
index used to evaluate the amount and complexity of image
information. The higher the information entropy of an image,
the greater its amount of information and complexity, leading
to a better visual effect. The average value represents the
overall brightness level of the image. A higher average value
corresponds to a higher average brightness of the image and
generally indicates better image quality. The Universal Color
Image Quality Index (UCIQE) is an objective indicator for
evaluating the quality of color images by comparing the
brightness, contrast, and chromaticity differences between
the distorted image and the original image, and its value range
is [0,1]. The larger the value, the better the image quality.
The peak signal-to-noise ratio (PSNR) is a full-parameter
objective evaluation index that reflects the distortion between
the image and the original image. The larger the PSNR, the
smaller the distortion between the image to be evaluated and
the reference image, and the better the image quality to be
evaluated. Structural similarity (SSIM) reflects the structural
similarity between the image to be evaluated and the refer-
ence image. The value range of SSIM is [0,1]. The larger
the value, the more similar the image is to the image to
be evaluated and the better the quality of the image to be
evaluated.

Firstly, this paper uses two non-parametric objective eval-
uation indexes, Entropy and Mean, to analyze the data of
the six underwater images selected above. According to the
data in Table 2, it can be seen that the entropy values of the
six sample images enhanced by the algorithm in this paper
are greater than those of other algorithms, indicating that
the gray-level distribution of the image histogram is more
uniform, and the details and textures contained in the image
are richer. From the data in Table 3, the Mean value of
the algorithm in this paper is relatively close to that of the
RSIHE algorithm, but judging from the overall effect of the
six example diagrams, the algorithm in this paper is still better
than the RSIHE algorithm, and the other five algorithms.
It shows that the average brightness of the image enhanced
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TABLE 2. Entropy evaluation index results.

TABLE 3. Mean evaluation index results.

TABLE 4. TIME evaluation index results.

TABLE 5. The average results of the UCIQE, PSNR, and SSIM evaluation metrics.

by the algorithm of this paper is higher, the overall brightness
is better, and the visual effect is better.

Secondly, to verify the proposed algorithm’s comprehen-
sive efficiency, this paper also compared the processing time
of 6 algorithms with the algorithm in this paper. From the
overall data results in Table 4, it can be seen that the process-
ing time of the algorithm proposed in this paper is shorter than
that of the other five algorithms except HE, indicating that the
algorithm in this paper has a better effect and high efficiency
with a shorter processing time.

This paper also selects 300 high-definition underwater
images in the EUVP database for objective image evaluation
of the full parameters. The average data of UCIQE, PSNR,
and SSIM, three full-parameter objective evaluation indica-
tors of 300 underwater images enhanced by seven algorithms,
are shown in Table 5 [16].
According to the data in Table 5, the algorithm of this

paper is superior to the other six algorithms in the three com-
prehensive and objective evaluation indicators, indicating that
the image enhanced by the algorithm in this paper is better in
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FIGURE 13. Entropy and mean average line chart.

terms of color, contrast, clarity, and the overall image quality
is higher [17]. Moreover, compared with the selected high-
definition image, the image enhanced by the algorithm in this
paper has the least distortion, is most similar to the original
high-definition image, and has the highest quality.

C. EXPERIMENTAL ANALYSIS OF DIFFERENT CLIPPING
PARAMETER Z VALUES
The value range of the clipping parameter z defined in this
paper is [0,1]. This section takes nine different values for
the clipping parameter z from 0.1 to 0.9 and calculates
the Entropy and Mean values of the six underwater images
selected above. The optimal value range of cropping parame-
ters is determined by analyzing the average value of two data
in six images.

Fig. 13 shows the average curves of Entropy and Mean of
six underwater images obtained by different clipping param-
eter z values. It can be seen from the figure that when z
is 0.4, the average values of Entropy and Mean both reach
the highest point. Therefore, in the algorithm of this paper,
when the clipping parameter z is 0.4, the calculated clipping
threshold is the optimal value, the clipping effect on the
histogram is the best, and a better underwater enhanced image
will be obtained.

IV. CONCLUSION
This paper proposes an optimization-based adaptive quadru-
ple segmentation and cropping histogram equalization
algorithm, which is mainly used in underwater image
enhancement. First, the algorithm uses the method of opti-
mizing the distribution range of the histogram to calculate
the exposure value and the segmentation point, divides
the histogram for the first time, and then uses the mean
value of the sub-histogram as the segmentation point to
perform secondary segmentation on the sub-histogram to

obtain four sub-histograms. Secondly, use the histogram clip-
ping technique to clip different regional features of each
sub-histogram, and then perform secondary equalization
on the clipped histogram, and finally output the enhanced
color image. Through the subjective and objective evaluation
experiments of the algorithm in this paper, it is shown that the
image output by the algorithm in this paper is better than the
comparison algorithm in terms of Entropy, Mean, and some
comprehensive indicators, and the algorithm is simple and
easy to understand and can be used in deep-sea exploration,
underwater archaeology and Application scenarios such as
underwater photography. The future research direction is to
address the shortcomings of the algorithm in this paper in
the processing of underwater image details and develop a
more refined histogram segmentation and cropping method
to achieve the preservation of details of underwater images
with different characteristics.
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