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ABSTRACT It is a fact that plenty of process variants are derived from the same base model in practical
applications, and the main reasons include inevitable software maintenance and adaptability of process
models. This fact raises a question that many process variants are with high similarity degree, and can not
be differentiated from each other under the state-of-the-art similarity measurements. In order to differentiate
similar-but-different process variants, we propose an approach of process variants’ behavior differentiation in
this paper. The method analyzes the complex structures of process variants with invisible tasks, and utilizes
task execution relationship to construct an integrated similarity measurement, which extends the existing
similarity measurement capacity in terms of dealing with invisible tasks. It is proved that the proposed task
execution relationship can capture the dominate features of similar-but-different process variant including
invisible tasks, which means that as long as the task execution behaviors of two process variants are different,
the corresponding behavior matrices must be different. Furthermore, a set of experiments are carried out,
in order to evaluate the properties of effectiveness, semantic uniqueness expression and correctness of the
proposedmethod.Meanwhile, the experimental results give evidences that the proposedmethod outperforms
the existing model similarity measurements in accuracy.

INDEX TERMS Behavior differentiation, behavior profiles, change mining, invisible task, silent transition,
petri nets.

I. INTRODUCTION
In the course of increasing individualization of customer
demand, configurable process models can offer various ben-
efits like reusability and more flexibility compared with
traditional predefined models. Usually, there exist many pro-
cess models generated from the same base model, and these
process models are with high similarity. Here, we call a set of
process models as similar-but-different process variants [1],
[2], which are derived through various configurable opera-
tions from a common base model.

In this setting, process variants are a subset of executions
of a business process that can be distinguished from others
based on some characteristics [3]. For example, an organi-
zation may have different process orchestrations for some
given specific business processes, such as multiple products
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sales processes in different countries (say C1, C2, C3, and
C4), or multiple accounting processes in different branches
(say B1, B2, B3, and B4). So, the actual executions of the
same process may vary with time and geography, and we
can obtain four similar-but-different process variants: one
for each of these countries or branches. In these variants,
some relevant event data such as location, different business
modules, products, and customer types could change, but the
main process models are similar, and can be divided into
different clusters. The sub-models of clusters are functionally
homogeneous, but can be differentiated from each other by
some partial variations, and these similar models can be
formalized, understood and expressed as process variants.

Process variant analysis is a family of techniques to analyze
the models and event logs produced during the actual execu-
tion of models, in order to identify and explain the differences
between two or more process variants. A wide range of meth-
ods for process variants analysis have been proposed in the
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last decade, such as configurable Business ProcessModelling
Notation (BPMN), Petri nets [1], [3], configurable process
mining [4], etc. The goal of process variant analysis is to
help business analysts to understand why and how multiple
process variants differ.

In principle, process executions are expressed as activi-
ties in BPMN, while in Petri nets they are represented as
transitions [5]. Generally speaking, in the models of process
variants, multiple transitions may bear the same label. One
can think of the transition label as the observable action.
Sometimes one wants to express those specific transitions as
unobservable. For this, we reserve the label ε, and a transition
t with the label ε is unobservable, denoted as l(t) = ε.
Such unobservable transitions are often referred to as silent
transitions or invisible tasks. Although invisible tasks are not
explicitly recorded in the event log, they need to be reflected
in the model, in other words, silent transitions or invisible
tasks can limit the expressive power of the model [5].

Process similarity techniques have proven to be an effec-
tive solution of managing large process repositories [6], [7].
The essence of process similarity metrics is to analyze the
degree of similarity between two process models given dif-
ferent business objectives and to quantify this degree into
specific similarity values. At present, most of the existing
methods of process model behavior similarity are based on
the execution timing relationship between tasks in the process
model [7], [8], [9], which could bring about the problem
that they can not deal with some complex structures, such
as structures with invisible tasks. To solve the problem,
this paper proposes an integrated similarity measurement to
evaluate behavior differences among different variants with
invisible tasks, and presents a process similaritymeasurement
approach based on Task Execution Relationship (TER), and
highlights the execution relationship between tasks based on
the order of the tasks in the process model. Furthermore,
we propose a behavior differentiation method of process
variants based on TER matrix.

The main contributions of this paper are as follows:
(1) The construction of TERmatrix to express the behavior

of process models based on task execution relationships,
which takes invisible tasks into consideration. It is proved that
there exists a one-to-one mapping between TER matrix and
process models, in other words, if two process models have
different behaviors, the corresponding TER matrices are also
different.

(2) The construction of a behavior differentiation method
for process variants based on TER similarity measurement.
It is shown that there exist multiple process variants with the
similarity degree of 1 by using the state-of-the-art techniques,
which means that it is impossible to tell these process vari-
ants apart using the current similarity techniques. However,
by utilizing the proposed behavior differentiation method
for process variants, we can differentiate different process
variants whose models or event logs demonstrate behavior
differences. Meanwhile, we verify the proposed method, and
confirm its accuracy through a set of benchmark datasets.

In the following parts, some related work is discussed in
Section II, and the problem statement is given in Section III.
Some basic knowledge about the behavior differentiation of
process variantmodels is clarified in Section IV. In SectionV,
the proposed behavior differentiation method is proposed,
which utilizes the similarity measurement for process models
and takes invisible tasks into consideration. In Section VI,
we conduct experiments and analyze the experimental results.
Finally, conclusions and suggestions for future work are pre-
sented in Section VII.

II. RELATED WORK
In this section, we review some related work about behav-
ior differentiation of process variants and process similarity
techniques.

A. BEHAVIOR DIFFERENTIATION OF PROCESS VARIANTS
Process variants usually have similar-but-different model
structures, so it is obvious that the model structures are the
essential tools to differentiate process variants. However,
in some scenarios, the models of process variants can not be
known, and there can be seen actual execution event logs only.
So, in total there are two kinds of behavior differentiation
techniques with the first kind starting from process models,
and the second from event logs directly. Here, we call the
former techniques as process variability modelling methods,
and the latter configurable process mining methods.

1) PROCESS VARIABILITY MODELLING METHODS
Given the basemodel of a specific business process as known,
some process variants clusters or families can be obtained via
configuring personalized operations to the base model [10],
[11]. These configurable operations can be performed by
stakeholders, managers, or end-users, and can be expressed
bymultiple forms, such as Not-Functional-Requirement [12],
reasonable process fragments [13], and declarative variability
rules [14].

Although the digital and the physical worlds are closely
aligned, and it is possible to track operational management
processes in detail to some extent, there exist challenges to
differentiate these process variants [15]. While employing
model-based comparisons to multiple process variants, the
key problem is related to the fact that the variants are com-
pared in terms of their structures whereas we aim to compare
the behaviors. Thus, a kind of low-level behavioral represen-
tation is preferred, instead of high-level process modelling
languages, such as BPMN or Petri nets [5]. However, low-
level modelling methods such as transition systems fall short
in state-explosion. Moreover, the existing process variability
modelling methods are mostly from the perspective of control
flow, and another drawback of model-based approaches is
that they are unable to detect differences in terms of traces
frequencies or other perspectives. Therefore, some additional
comprehensive techniques could be taken into consideration,
supporting advanced process variability modelling.
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2) CONFIGURABLE PROCESS MINING METHODS
This kind of process variants mining methods starts from
event logs directly, and does not depend on any priori knowl-
edge about the business process model [3], [16]. The first
step is mostly splitting the event logs into cohorts using some
trace merging, splitting operations, process fragmentation,
and event log slicing [17]. Owing to the fact that process
variants are composed of several process fragments with
commonalities and differences, these similarities can be used
to merge a cluster of variants together. The work in [3] for-
malizes the concepts of configurable processmodels and their
variability in change mining field, and proposes an approach
of merging and filtering a collection of event logs from the
same family with respect to variability. This kind of method
aims to enhance change mining from a collection of event
logs and detect changes in variable fragments of the obtained
event log.

The state-of-the-art techniques can discover related pro-
cess variants in an interactive manner, by utilizing the
information of event logs, such as frequency of trace, con-
trol flow relationship, and even performance indicators. This
method usually generates pattern collections of WF-nets, and
each workflow pattern describes a trace cluster, which can be
further used to discover process variants. To address the prob-
lem that existing works in configurable process discovery
lack the incorporation of the semantics in the resulting model,
the work in [4] reports a method to enrich the collection of
event logs with configurable process ontology concepts by
introducing semantic annotations, which can capture variabil-
ity of elements present in the event log.

It is noteworthy that configurable process mining may lead
to the generation of incomprehensible ‘‘spaghetti like’’ pro-
cess models, especially in some highly flexible environments.
One of the main reasons is the diversity of event logs, for
example, there are local, non-significant differences between
several process execution instances. Therefore, in order to
solve the problems caused by local diversity of event logs,
tracing clustering methods can be used [18], [19]. Tracing
clustering techniques divide the logs into more homogeneous
subsets by reducing the number of process log instances
that participate in the analysis at one time. The obtained
research conclusions show that trace clustering techniques
will enhance process mining [19]. However, to the best
knowledge of us, there exists no evidence showing that trace
clustering techniques could enhance configurable process
mining for process variants.

B. PROCESS SIMILARITY MEASUREMENTS
Over the past few decades, a series of research achievements
have been made on process similarity measurements. The
existing studies on process model similarity measurement
mainly include the following four aspects: (1) textual similar-
ity of process models [20]; (2) structural similarity of process
models [21], [22]; (3) execution semantics of process mod-
els [23], [24], [25], [26], [27], [28], [29], [30]; (4) combining

TABLE 1. The types of business model applicable to similarity techniques.

process model structures and execution logs together [20],
[31], [32], [32], [33]. Compared with the textual similarity of
process models and structural similarity, the actual execution
logs of process models can describe the dynamic behavior
semantics of a process model comprehensively, and hence
reflect the essence of a process model. Therefore, process
similarity measurement based on behavior semantics has
become a hot topic in the related research field in recent years.

The textual similarity mainly refers to the label textual
information similarity of the elements contained in the pro-
cess models. The structural similarity mainly reflects the
similarity of the process model topology which expresses
the logical relationship between business activities. The
behavioral similarity emphasizes the execution semantics of
business models. The similarity measures combine the log
behavior with the model structure, and take process actual
preference into consideration. Therefore, we argue that the
last kind of similarity measurement can better reflect the
execution preference that facilitates recommending similar
processes with high accuracy.

Typical similarity measurement techniques include
TAR [24], BP [15], CF [28], ETR [33], TOR [25], BP+ [26],
and these techniques have laid down a solid foundation for
process models in model inquiries, or recommendations.
Besides, each similarity technique has its own applicable
business model, which is concluded and shown in Table 1.
Obviously, as described in Table 1, the most applicable model
of these extant similarity techniques is WorkFlow Net (WF-
net for short).

AWorkflow net is a special type of Petri nets. Specifically,
a workflow net is a Petri net with a dedicated source place
where the process starts and a dedicated sink place where
the process ends, and all nodes are on a path from source to
sink [5]. Hereafter, for the sake of brevity, a workflow net is
shorten as a WF-net.

C. BUSINESS PROCESS DEVIANCE MINING
The behavior differentiation research in this paper is similar
to those in the field of business process mining to some
extent. Business process deviance mining is the research area
that aims to characterize deviations of a business process
from its expected outcomes [34]. Existing techniques for
business process deviance mining are based on the extraction
of patterns from event logs, using different pattern mining
approaches [34], [35], [36], [37], [38], [39], [40], [41], [42].
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Given event logs of a business system as known, process
discoverymethods construct a processmodel representing the
processes recorded in the log, while conformance checking
techniques quantify how well the discovered model achieves
this objective. Conformance checking techniques can be used
to detect, locate and explain deviations, and to measure
the severity of these deviations. Techniques within confor-
mance checking discover which features of a set of process
executions are associated with changes, such as possible
correlations among process activities, frequencies of events,
control-flow information, and multi-perspective data flow
information [36], [37], [40], [41]. Process deviance mining
provides insights on which process leads to the best perfor-
mance and also reveals behaviors that result in undesired
process outcomes. Besides, most of the traditional confor-
mance checking techniques are off-line; however, on-line
or multi-perspective conformance checking techniques are
highlights of the current research.

Although our work in this paper is similar to process
deviance mining study, our work doesn’t belong to it. The
process deviance mining techniques usually take the deriva-
tion of a process model from its actual execution event logs,
whereas our work focuses on the behavior differentiation
among a set of similar-but-different process variants, and in
particular, these process variants are expressed as Petri nets,
and include invisible tasks or silent transitions.

D. SUMMARY OF RELATED WORK
As outlined in the previous subsections, a wide range ofmeth-
ods and techniques have been proposed to tackle the problem
of process variants analysis and behavior differentiation. The
comparisons between our work and those in literature review
are concluded in Table 2.

From the perspective of considering complex model struc-
tures with invisible tasks, this paper proposes an approach
of behavior differentiation for process variants, which could
have a high similarity degree under the existing techniques.
The proposed method highlights the tackling of four types
of invisible tasks, and presents a framework of behavior
differentiation based on task execution relationships.

III. PROBLEM STATEMENT
In order to describe the main target of this work, and provide
a better understanding of the deficiencies of the existing
process similarity measurement techniques, especially when
they are applied to evaluate the behavior differentiation
among process variants, we first give an example to illustrate
the motivation of this work in this section.

There is a cluster of process variants, including three
process models named WFN1, WFN2 and WFN3 respec-
tively, expressed by labelled WF-net modeled by Petri nets,
as shown in Fig. 1. WF-nets are a kind of business process
models, where there exists a unique entrance place, a unique
exit place, and no dead nodes. The definition of WF-nets will
be given in next section. As shown in Fig. 1, the black filled

FIGURE 1. Three labelled WF-net systems with silent transitions.

rectangle represents silent transition (invisible task), whose
transition label is ε.

We utilize the current four process similarity measurement
methods to evaluate the similarities between any two models
in Fig. 1. The selected similarity measurement methods are
ETR [33], BP [15], CBP [27], and TOR [25] respectively,
and the process similarity indices are calculated and shown
in Table 3.

It can be observed that by using the existing four kinds
of similarity measurements, the similarity of any two of the
process models in Fig. 1 is equal to 1 (shown in Table 3).
In other words, the above depicted three process models in
Fig. 1 are considered to be the same, under the state-of-the-
art similarity measurements. However, there exists distinct
behavior differentiation among the three process models in
Fig. 1. For example, activity A in WFN1 can be directly
followed by activity B, in WFN2 activity A can be directly
followed by activity C , while in WFN3 activity A can be
directly followed by activity B or activity C . So, from the
perspective of task execution semantics, WFN1, WFN2 and
WFN3 are different from each other; however, the four simi-
larity measurements cannot tell them apart, as the similarity
degrees of ‘‘1’’ are obtained, which is inaccurate obviously.

IV. PRELIMINARIES
In this paper, we use WF-net as a formal modeling and
analysis tool, representing different business processes and
measuring the similarity between them. Some basic concepts
are presented in this section.

The Petri net model was first proposed by Carl Adam
Petri [43], which is suitable for describing asynchronous
concurrent operations, and has been widely used in many
fields such as intelligent control [43], [44], [45], business
system modelling [36], etc.

A Petri net [32] is a triplet N = (P,T ,F), where P is a
nonempty finite set of places, T is a nonempty finite set of
transitions, F ⊆ (P×T )∪(T×P) is a set of arcs, and P∩T =

∅. In a net N , the preset and postset of a node x ∈ P ∪ T are
defined as •x = {y | y ∈ P ∪ T ∧ (y, x) ∈ F} and x•

= {y |

y ∈ P ∪ T ∧ (x, y) ∈ F}, respectively.
This notation can be extended to a set of nodes. For any

node set X (X ⊆ P∪ T ), (1) and (2) are defined as the preset
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TABLE 2. Comparisons of our work with the existing techniques.

TABLE 3. The similarity measurement results of different algorithms for the process model in Fig. 1.

and postset of X , respectively.

•X =

⋃
x∈X

•x (1)

X•
=

⋃
x∈X

x• (2)

Given a place p, B(p) denotes the number of tokens in p.
A marking M is the set of all multisets over the places set P.
6 = (N ,M ) is called a marked net, where M is the initial
marking of Petri net N .
In a marked net (N ,M ), a transition t ∈ T is enabled if all

places p in the preset of t satisfyM (p) ≥ 1, which is denoted
as (N ,M )[t⟩. A marking M ′ is directly reachable from M
when t fires, which is denoted as (N ,M )[t⟩M ′, satisfying
M ′

= M + t• −
• t .

If there exists a transition firing sequence σ =

t0, t1, · · · , tn−1 of length n ∈ N, which satisfies
(N ,M )[t0⟩M0,M0[t1⟩M1, · · · ,Mn−2[tn−1⟩Mn−1 andMn−1 =

M ′, then M ′ is reachable from M in the net system (N ,M ),
i.e., M ′

∈ R(N ,M ).
Definition 1: (Boundness, Safeness and Livenss) [32]
Let 6 = (P,T ,F,M0) be a marked Petri net, whereM0 is

the initial marking. 6 = (P,T ,F,M0) is said to be bounded,
if for each place p ∈ P, there exists a natural number n ∈ N
such that for each reachable marking M ∈ RM (N ,M0), the
number of tokens in p is less than or equal to n.

6 = (P,T ,F,M0) is said to be safe, if and only if for
each place p under all markings M ∈ RM (N ,M0) implies
that M (p) ≤ 1.

6 = (P,T ,F,M0) is said to be live, if and only if for
each reachable markingM ∈ RM (N ,M0) and each transition
t ∈ T , there exists a marking M ′

∈ RM (N ,M0) reachable
from M , which enables t .
Definition 2: (WF-net system) [32]

A marked net WFN = (P,T ,F,M0) that satisfies the
following conditions is called a workflow net system.

(1) There exists a unique source place i ∈ P satisfying that
•i = ∅;
(2) There exists a unique sink place o ∈ P satisfying that

o•
= ∅;
(3) N = (P,T ,F) is strong connected Petri net. For each

node x ∈ P ∪ T , x is in a directed path from i to o;
(4) M0 = [i] is the initial marking of Petri net N =

(P,T ,F).
Definition 3: (Soundness) [32]
LetWFN = (P,T ,F,M0) be a WF-net system withM0 =

[i].WFN is said to be sound if the following conditions hold.
(1) Proper completion: for any markingM ∈ RM (M0), o ∈

M impliesM = [o];
(2) Option to complete: for any marking M ∈ RM (M0),

[o] ∈ RM (M );
(3) Absence of dead transitions: WFN = (P,T ,F,M0)

contains no dead transitions, in other words, for any t ∈ T ,
there is a firing sequence enabling t .

Obviously, a WF-net system WFN = (P,T ,F,M0) has
the only initial marking [i] and the only final marking [o],
and each of them has only one token in place i or place o,
respectively.
Definition 4: (Path)
In aWF-net systemWFN = (P,T ,F,M0), node sequence

⟨n1, n2, · · · , nk ⟩ is called a path if the following condition is
satisfied:

∀i ∈ [1, k − 1] : ni ∈ P ∪ T ∧ (ni, ni+1) ∈ F (3)

Based on the concept of path, precursor, common precursor
and nearest common precursors are defined as follows.
Definition 5: (Precursor, Common Precursor, and

Nearest Common Precursor)
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Let x ∈ P ∪ T be a node in a WF-net system WFN =

(P,T ,F,M0), and t be a transition in T .
(1) If there exists a path from x to t , node x is a precursor

of transition t , denoted as x ∈ pre(t).
(2) If x ∈ pre(t1)∩pre(t2), x is called the common precursor

of transitions t1 and t2, denoted as x ∈ cmpre(t1, t2).
(3) If x ∈ cmpre(t1, t2), and there exists no node x ′ such

that x ′
∈ cmpre(t1, t2) ∧ x ̸= x ′

∧ x ∈ pre(x ′), x is called the
nearest common precursor of transitions t1 and t2, denoted as
x ∈ ncpre(t1, t2).
Definition 6: (Full Firing Sequence, FFS)
LetWFN = (P,T ,F,M0) be a WF-net system withM0 =

[i]. Marking [i] means the only initial marking in the source
place i, marking [o] means the only final marking in the sink
place o, and there is only one token in place i or place o.
A transition sequence σi is called a full firing sequence if
[i]σi⟩[o] holds.
The set of all full firing sequence is denoted as FFS, i.e.,

FFS = {σi | i ≥ 0}.
Definition 7: (Labelled WF-net)
A five-tuple LWFN = (P,T ,F, 8,L,M0) that satisfies

the following conditions is called a labelled WF-net:
(1) WFN = (P,T ,F,M0) be a WF-net system;
(2) 8 is the set of activity label for transitions;
(3) L : T → 8 ∪ {ε} is a function of assigning labels to

transitions, and ε denotes empty label for silent transitions.
Definition 8: (Task Execution Relationship, TER)
Let LWFN = (P,T ,F, 8,L,M0) be a labelled WF-

net, and x, y ∈ T be two transitions in LWFN . TER =

{→,⇝, ∞,NAN } is called as the task execution relationship
between x and y, denoted as R(x, y) ∈ TER, if the following
conditions are satisfied.

(1) If there exists a transition sequence σ = ⟨t1, t2 · · · tn⟩ ∈

FFS (i, j ∈ {1, 2, · · · , n}, 1 ≤ i ≤ n − 1) that satisfies ti =

x ∧ ti+1 = y∧L(ti) ̸= ε ∧L(ti+1) ̸= ε, then transitions x and
y are in direct follow relationship, denoted as x → y.
(2) If there exists a transition sequence σ ⟨t1, t2 · · · tn⟩ ∈

FFS (i, j ∈ {1, 2, · · · , n}, 1 ≤ i < j − 1 ≤ n) that satisfies
ti = x ∧ tj = y∧ L(ti) ̸= ε ∧ L(tj) ̸= ε, then transitions x and
y are in indirect follow relationship, denoted as x ⇝ y.
(3) If transitions x and y are not in relationship x → y or

x ⇝ y, and L(x) ̸= ε ∧ L(y) ̸= ε, then transitions x and y are
in unreachable relationship, denoted as x∞y.
(4) If transitions x and y satisfy L(x) = ε ∨ L(y) = ε, then

transitions x and y are in a NAN value relationship, denoted
as x NAN y.
Definition 9: (TER matrix, TERM )
Let LWFN = (P,T ,F, 8,L,M0) be a labelled WF-net.

TERM (LWFN ) is called as the TER matrix of LWFN , if the
following two conditions are satisfied.

(1) The size of TER matrix is | T | × | T |, where |

T | means the number of transition in T , including invisible
transitions.

(2)

TERM (LWFN )i,j = R(ti, tj) ∈ TER (4)

FIGURE 2. A labelled WF-net system 61 with silent transition.

TABLE 4. The TER matrix of 61.

For the sake of brevity, all NAN values are omitted in
TERM matrix.
The labelled WF-net system 61 shown in Fig. 2 is taken

as an example to illustrate the concept of task execution
relationship. The full firing sequence FFS of 61 is denoted
asFFS = {ABF,ACEF,ADF}, and its corresponding TERM
matrix is shown in Table 4.

V. CONSTRUCTION OF BEHAVIOR DIFFERENTIATION
METHOD FOR PROCESS VARIANTS
A. PROPOSED BEHAVIOR DIFFERENTIATION METHOD
FRAMEWORK
In order to differentiate behaviors of similar-but-different
process variants, we propose a framework of process similar-
ity measurement based on TER matrix, and further expand
the research conclusions of the existing process similarity
measurement methods. And the biggest innovation lies in
the fact that it takes the TER of any pair of tasks including
invisible tasks into consideration.

The main procedures are as follows.
(1) Calculating the nearest common precursor for any pair

of tasks in the process model;
(2) Computing TER matrix TERM ;
(3) Performing additional handling on structures con-

taining invisible tasks, and updating TERM of the process
models;

(4) Calculating similarity of process variants based on
TERM , which can tell the behaviors of processes apart.

The specific algorithms for these four steps are described
in the following subsections.

B. NEAREST COMMON PRECURSOR COMPUTING
ALGORITHM
The nearest common precursor of two tasks can reflect the
execution relationship between them, so it can be used to dif-
ferentiate the types of invisible tasks. Algorithm 1 calculates
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the corresponding nearest common precursor for two given
tasks, and the corresponding pseudo code is shown below.

Algorithm 1 Nearest common precursor computing
algorithm (computeNCP(x, y) for short.)
Require: Tasks set T of process model, and two tasks x and

y.
Ensure: The nearest common precursor ncpre(x, y) of tasks

x and y.
1: Initialize a queue Q = ∅;
2: Initialize a set S = ∅;
3: for each z ∈

• x do
4: enqueue(Q, z);
5: while notempty(Q) do
6: q = del(Q);
7: if q ∈

• y then then
8: S = S ∪ {q};
9: end if

10: end while
11: x = z, goto step 3;
12: end for
13: return ncpre(x, y) = S ∩ T .

We utilize a queue Q and a set S to extract the nearest
common precursor of tasks x and y, and initialize Q and S
firstly (lines 1 and 2). Then, we enqueue z in Q, where z is
the preset of task x (lines 3 and 4). When Q is not empty, the
front of Q is named q: if q is the preset of task y, then q is
added to set S (lines 5–10). Thereafter, we assign z to x to
complete iteration (lines 11 and 12). Finally, line 13 returns
the result of the nearest common precursor ncpre(x, y).

C. TER MATRIX CALCULATION ALGORITHM
Calculation steps of the values in TER matrix are shown in
Algorithm 2, where each value denotes the task execution
relationship between any two tasks in the correspondingWF-
net.

According to Definitions 8 and 9, lines 1–7 of Algorithm 2
calculate all the direct follow relationship in T , and lines 8–
14 calculate all the indirect follow relationship in T . Besides,
according to the result of ComputeNCP(x, y) in algorithm 1,
the related direct follow relationship is obtained in lines 15–
21. Otherwise, the relationships among the retained tasks are
set to ∞ (lines 22–28), indicating that there exists neither
direct follow relationship, nor indirect follow relationship.
Finally, TERM is returned in line 29.

D. HANDLING OF INVISIBLE TASKS
Invisible tasks refer to tasks that exist in the process model
but do not appear in the actual execution log. In other words,
invisible tasks correspond to the transitions with label ε in
a labelled WF-net system, and are represented as black filled
rectangles in the model. Most of the latest process model sim-
ilarity measurement methods ignore invisible tasks. In fact,

Algorithm 2 TER matrix calculation algorithm
Require: A WF-netWFN = (P,T ;F,M0).
Ensure: Task execution relation matrix TERM .
1: for each p ∈ P\{i, o} do
2: for each x ∈

•p do
3: for each y ∈ p• do
4: set x → y in TERM ;
5: end for
6: end for
7: end for
8: for each z ∈ T do
9: for each x ∈ T do
10: for each y ∈ T ∧(x → z∨x ⇝ z)∧(z → y∨z⇝

y) ∧ (x ↛ y) do
11: set (x ⇝ y) in TERM ;
12: end for
13: end for
14: end for
15: for each x ∈ T do
16: for each y ∈ T do
17: if computeNCP(x, y) = z and x ̸= z∧ y ̸= z then
18: set (z → x), (z → y) in TERM ;
19: end if
20: end for
21: end for
22: for each x ∈ T do
23: for each y ∈ T do
24: if the relation between x and y is not set before

then
25: set (x∞y) in TERM ;
26: end if
27: end for
28: end for
29: return TERM .

FIGURE 3. Illustration of different kinds of invisible tasks.

the previous section of problem statement also shows that
ignoring the impact of invisible tasks may lead to inaccu-
rate similarity measurement results. Therefore, this section
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introduces the differentiation method of various types of
invisible tasks and its corresponding handling method.

As shown in Fig. 3, invisible tasks can be divided into four
types, named SKIP, REDO, SWITCH and AND gateways,
respectively. It is noteworthy that AND gateway includes not
onlyAND−SPLIT andAND−JOIN gateways, but also SIDE
gateways, because the function and role of SIDE gateway are
the same as AND gateway [46].

With an invisible task τ , its corresponding preset and post-
set are denoted as P1 and P2, respectively. The type of τ can
be determined by the following procedures:

(1) AND gateway can be located simply according to the
number of the preset and postset of the invisible task. If both
of | P1 |= 1 and | P2 |≥ 1 are satisfied, then x is called
AND− JOIN gateway.

(2) The determinations of SKIP, REDO and SWITHCH
gateways are comparatively complex. As | P1 | and | P2 |

are all equal to 1, so the type determination should be judged
by the nearest common precursors, which can be calculated
from the model that deleting the corresponding invisible task.

The type determination algorithm of invisible tasks is pre-
sented in Algorithm 3 for specifically.

Algorithm 3 Type determination algorithm for invisible
tasks
Require: A WF-netWFN and an invisible task τ ∈ T .
Ensure: Type τ of task TYPE(τ ) is not visible.
1: for each τ do
2: if |

•τ | = 1 ∧ |τ •
| > 1 then

3: TYPE(τ ) = AND− SPLIT ;
4: else if |τ •

= 1| ∧ |
•τ | > 1 then

5: TYPE(τ ) = AND− JOIN ;
6: else if •τ = P1 and τ •

= P2 ∧

computeNCP (P1,P2) = P1 then
7: TYPE(τ ) = SKIP;
8: else if •τ = P1 and τ •

= P2 ∧

computeNCP (P1,P2) = P2 then
9: TYPE(τ ) = REDO;

10: else if •τ = P1 and τ •
= P2 ∧

computeNCP (P1,P2) = P3 then
11: TYPE(τ ) = SWITCH ;
12: end if
13: end for
14: return TYPE(τ ).

For a given invisible task τ , if |
•τ | = 1∧|τ •

| > 1, then the
type of τ is called AND−SPLIT , as shown in lines 2 and 3 in
algorithm 3; similarly, if |τ •

| = 1 ∧ |
•τ | > 1, then the type

of τ is called AND − JOIN (lines 4 and 5). Likewise, SKIP,
REDO, and SWITCH can also be obtained (lines 6–13).

The executable codes corresponding to Algorithm 1–3 are
available online1, which are implemented by the Python lan-
guage.

1https://github.com/zhangzhengzhuifeng/algorithms

After the type of invisible tasks in the process model is
determined by Algorithm 3, different invisible tasks can be
handled accordingly. As shown in the following cases, this
paper deals with four types of invisible tasks.

(1) Case 1: Given τ is an invisible task, if type(τ ) ∈

{AND, SKIP,REDO, SWITCH}, then invisible task τ is
treated as a special kind of visible tasks, when calculating the
task execution relationship matrix TERM . Specifically, if a
visible tasks named t satisfies that ComputeNCP(τ, t) ̸= ∅,
then the value of TERM(τ,t) is set as ∞ in TERM .
(2) Case 2: Given τ is an invisible task, if type(τ ) ∈

{AND,REDO, SWITCH}, then it is set that x → y, where
x ∈

• τ ∧ y ∈ τ •
∧ x ⇝ y. For the reason that invisible tasks

would not appear in the execution sequence of the process
model, these kinds of gateway type only play the role of
routing in the process model, and no further special handling
operation is required.

(3) Case 3: Given τ is an invisible task, if type(τ ) ∈

{SKIP}, then it is necessary to check each path between task
τ and task y, where y ⇝ τ ∨ τ ⇝ y, due to the particularity
of invisible tasks of SKIP type. After completion of handling
in Case 2, if there exists a task execution relationship a⇝ b,
and the path from task a to task b contains no visible task, then
the task execution relationship between a and b is replaced by
a → b; otherwise, the task execution relationship of a and b
will not be updated.

(4) Case 4: Since invisible tasks of SKIP type are involved
in filling in the task execution relationship matrix, they need
to be marked through a special set of tags to distinguish dif-
ferent invisible tasks of SKIP types. The principle of naming
rules for special tags is to use SKIP as the prefix of the tag,
and use the tag of visible tasks whose scope is skipped as
the suffix in the matrix. The tags in the suffix are arranged in
dictionary order.

Invisible tasks are processed according to the above han-
dling procedures, and the task execution relationship matrix
TERM can be obtained. For example, the TERM of the pro-
cess model in Fig. 3 is obtained, as shown in Table 5.

E. BUILDING FRAMEWORK OF SIMILARITY
MEASUREMENT USING TASK EXECUTION RELATIONSHIP
As mentioned above, when the task execution relationship
matrix is obtained, the similarity between two process models
based on TERM is successively determined. There are many
researches on the task alignment in process models, and this
content is beyond the scope of this paper. We assume that if
the tasks in two process models have the same label, then they
refer to the same task.
Definition 10: (Similarity between two process models

based on TERM )
Let WFN1 = (P1,T1,F1, 81,L1,M01), WFN2 =

(P2,T2,F2, 82,L2,M02) be two labelled WF-net systems,
and TERM1, TERM2 be the task execution relationship matrix
of WFN1 and WFM2, respectively, r1, r2 ∈ 0 = {→,⇝
, ∞}. sim (WFN1,W FN2) is called the similarity between
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TABLE 5. TERM containing each type of invisible task model.

TABLE 6. The similarity weight parameter setting in this work.

WFN1 andWFM2, and it is calculated by (5) and (6).

sim (WFN1,W FN2)

=
| TERM1 ∩ TERM2 |

| TERM1 | + | TERM2 | − | TERM1 ∩ TERM2 |
(5)

| TERM1 ∩ TERM2 |=

∑
x1r1y2∈TERM1∧m(x1)r2m(y2)∈TERM2

wr1,r2

(6)

In (5) and (6), m(x) is a task alignment function for task
x, in other words, m(x) means the alignment task of x in
counterpart process model, and wr1,r2 is the similarity weight
between different task execution relationships.

It is noteworthy that wr1,r2 is a user-defined parameter.
In the subsequent similarity calculation, the value of the sim-
ilarity weight between different task execution relationships
in this paper is shown in Table 6.
So far, the introduction of similarity calculation method

based on task execution relationship is completed, and in next
section several experiments are carried out to evaluate the
performance of the proposed method.

VI. EVALUATION OF PROPOSED METHOD
For the sake of convenience, we refer to the proposed simi-
larity measurement method based on TERM as TER method
for short.

The experimental evaluation of this work is mainly divided
into four stages. The first stage compares the effectiveness of
different similarity measurement methods through six manu-
ally constructed process models. The second stage conforms
the uniqueness of the behavior semantics of TER method by
constructing process models. The third stage checks the cor-
rectness of TER method through a set of benchmark dataset
that consists of 100 process models [47]2. And the fourth
stage verifies the accuracy of TER method through a set of
benchmark dataset.

2https://github.com/wjxSky/Benchmark-Dataset/tree/master/Benchmark

FIGURE 4. Six groups of base models and their counterpart variants.

A. EXPERIMENT SETTING
This section mainly verifies the processing ability of TER
method to differentiate some complex process model struc-
tures. The experimental data include six groups of 12 process
models, each of which is composed of a base model and
its process variant obtained by operating some changes to
the structure of base model. The corresponding grouping
information is shown in Table 7.

Six behavior similarity measurement methods of process
models are compared with the proposed TER method in this
paper. The specific comparisonmethods are shown in Table 8.
The six manually constructed process models are shown in

Fig. 4.

B. EFFECTIVENESS ANALYSIS OF EXPERIMENTAL RESULTS
Seven similarity measurement methods in Table 8 are taken
to calculate the similarity of Groups G1–G6 process models,
and the obtained results are shown in Table 9.

As we know, two process models are considered to be the
same if the similarity degree between them equals one. As for
the process variants of G1–G6, it is obvious that there exists
a specific base model, and its variants are regarded as having
the same behavior. For example,M1 andV1 inG1 are regarded
as the same under the method of A2 or A3 (shown in Table 9).
However, it can be deduced that the behaviors inM1 and V1 in
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TABLE 7. Experimental grouping information.

TABLE 8. Information of comparison methods.

TABLE 9. Effectiveness experimental results.

G1 are obviously different, as shown in Fig. 4. Therefore, the
proposed TER similarity measurement can differentiate all
similar-but-different process variants, for the reason that the
similarity degrees under the proposed TERmethod in Table 9
are not equal to the value of 1. The lower the similarity value,
the greater the degree of difference in behavior. Both the
BP+ method and our proposed TER method can distinguish
similar-but-different behaviors in process variant groups of
G1–G6; however, the BP+ method does not consider the silent
transitions of the model, while our method does.

C. ANALYSIS AND COMPARISON OF EXPERIMENTAL
RESULTS
The effectiveness of the process similarity measurement
method lies in the fact that it can distinguish two process
models with high structural similarity but different behaviors.
Here, in order to verify the effectiveness of different process
similarity methods, 12 process models and their variants are
constructed in Fig. 4, and the results are shown in Table 9.
To sum up, a comprehensive effectiveness comparison is
shown in Table 10, where ✓ denotes that the method can
distinguish the similar process structure, while× denotes that
it cannot distinguish.

It is obvious that the extant similarity methods have some
deficiencies, such as A1–A5. There are some erroneous sim-
ilarity results, as there are some ‘‘1’’s in Table 9, in other
words, A1–A5 methods can not tell similar process variants
apart. Our proposed method (A7) and BP+ (A6) can dis-
tinguish similar behaviors of these process variants, as the
similarity degreesmeasured byA6 andA7 are less than 1. BP+

method is effective and efficient, and it is based on important
properties pertaining to uniqueness, span and necessity &
sufficiency [26]. Compared with the BP+ method, by reveal-
ing the flaws of the state-of-the-art similarity techniques in
dealing with invisible tasks, our proposed method highlights
the capacity of invisible tasks handling. The TER method
proposed in this paper cannot only correctly and effectively
deal with the process model including cyclic structure and
invisible tasks, but construct a one-to-one matching cooper-
ation between the TER matrix and the process model. The
semantic behavior uniqueness of the TER matrix will be
discussed in the next subsection through experiments.

D. BEHAVIOR UNIQUENESS EXPRESSION VERIFICATION
The behavior uniqueness expression of TER method means
that TER method can characterize the task execution
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TABLE 10. The effects of different methods are compared.

relationship between any pairs of task a in process model.
In other words, the generated task execution relationship
matrix behaves uniquely for any process model. As long as
the behaviors of the two models P and Q are different, their
corresponding TER matrices obtained must be different, and
sim(P,Q) < 1. Similar to the uniqueness verification of
ExRORU algorithm [20], the uniqueness verification of TER
method in this work is also based on the construction method.

By adding an arbitrary one-step change operation to a free
choice WF-net named P, a new process model namedQ (also
a free choice WF-net) is obtained. Here, the mentioned free
choice WF-net is a special kind of WF-net, in which for any
two tasks t1, t2 ∈ T , t1 ̸= t2 ∧

• t1 ∩
• t2 ̸= ∅ implies that

|
• t1 |=|

• t2 |= 1. It can be proved that the TER matrices
of P and Q are different from each other, starting from three
perspectives by graphical demonstrations as the following
procedures under various scenarios.
Theorem 1: Let us assume that P,Q are two free choice

WF-nets, and Q is generated through continuous one-step
change operations to P. If P and Q have different behaviors,
their corresponding TER matrices are different from each
other.

Proof: This proposition is proved by constructive proof
method, through the following scenarios.

(1) Scenario 1:Changing the relationship of a pair of tasks.
If the relationship of a pair of tasks is changed, for example,

a pair of tasks in the sequence structure are transformed into
a parallel structure or a cyclic structure, and this kind of
structural change will have a direct impact on the TERmatrix
of the process model according to Definition 8.

(2) Scenario 2: Adding or deleting a visible task.
When adding a new visible task to the existing process

model structure, this added visible task must be in sequential
relationship, parallel relationship, mutual exclusion relation-
ship, or cyclic relationship with an existent task. Fig. 5 depicts
several process model structures generated by possible addi-
tion of visible task in different locations. For the sake of
clarity, only part of the changing structure of a WF-net is

shown in Fig. 5. In Fig. 5, B is a visible task to be inserted into
the model, and S represents the precursor task immediately
before the changing structure, and E represents the successor
tasks immediately after the changing structure.

It can be concluded that an obvious changewill occur to the
TER matrix of process model after taking any single step of
visible task adding operation, as shown in Fig. 5. Likewise,
similar proofs can be used to the analysis of deleting a visible
task, and it is omitted for the sake of brevity.

Due to the fact that a new process variant model is eventu-
ally constructed by continuously applying the above single
step changes (adding or deleting) to the original process
model, it can be concluded that the new process model and
the original process model have different TER matrices.

(3) Scenario 3: Adding or deleting an invisible task.
A new invisible task can also be added to or deleted from

the original process model, which is similar to the structures
in Scenario 2. The process models and their corresponding
TER matrices of adding an invisible task are shown in Fig. 6.

It can be seen from Fig. 6 and the task execution relation-
ship matrix of each process model that any single step change
of adding invisible tasks will cause the corresponding TER
matrix to change. Likewise, similar proofs can be used to the
analysis of deleting an invisible task.

In summary, the proposition is proved.
Compared with the existing process model similarity

methods, the proposed TER method has the advantages of
effectively handling process model similarity involving invis-
ible tasks, and it can distinguish the behavior differences
caused by sequential, cyclic and parallel structures.

From the above-mentioned experiments, it is obvious that
for any two sound free choice WF-nets P and Q, if P and Q
show any different behavior on their traces, their correspond-
ing TER matrices must be different. So, even if the models
are restricted to the simplest WF-nets, such as free choice
WF-nets, the latest process similarity measurement methods
are incapable of depicting the semantic uniqueness character-
ization. In contrast, the proposed TERmethod can effectively
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FIGURE 5. Inserting a task into base model.

TABLE 11. The similarity values of 10 process models obtained by TER method.

deal with invisible tasks, so as to distinguish the differences
caused by sequential, cyclic and parallel structures.

E. CORRECTNESS EVALUATION
In order to evaluate the correctness of TER method, a bench-
mark dataset that consists of 100 process models is used [47],
and randomly divided into 10 groups thereafter, that is, 10 for
each group. Then, by using the proposed TER method in
this paper, the similarity value between a pair of models
in each group is calculated, and the results are listed in
Table 11.

It can be seen that the experimental results obtained by
TER method are all within the range of [0,1] in Table 11.
When a pair of processes are identical, their correspond-
ing similarity degree equals one; likewise, when a pair of
processes are completely different, their corresponding sim-
ilarity degree equals zero. The feasibility and correctness of
the TER method have been verified in previous subsections.

F. ACCURACY EVALUATION OF TER METHOD
In terms of accuracy evaluation, we select a public set of
benchmark data for the evaluation [47]. The data consist of
100 process models, among which 10 retrieval processes and
their 9 related processes are marked, as well as the sorting
order of related processes. For each retrieval process, the
order of relevance between the 9 related processes and the
retrieval process is determined by the results of user survey,
and is used as a benchmark to evaluate accuracy of the TER
method.

The accuracy evaluation of TER method is carried out
according to the following steps. Firstly, we use the bench-
mark dataset and its related processes to calculate the process
similarity based on TERmethod and the counterpart methods
listed in Table 8; then, we sort the obtained similarity results,
and compare the sorted ranking with the benchmark ranking;
finally, we evaluate the accuracy of each method by applying
Normalized Discount Cumulative Gain(NDCG for short),
a family of ranking measures widely used in practice, which
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FIGURE 6. Adding an invisible task to base model.

adopts a logarithmic discount that converges to one as the
number of items to rank goes to infinity [48].

1) MEASUREMENT STANDARDS
The relevant formula of NDCG is shown as (7) and (8).

DCGn =


r(n), n = 1

r(1) +

n∑
n=2

r(n)
logn 2

, n > 1
(7)

NDCGn =
DCGn
IDCGn

× 100% (8)

In (7) and (8),DCGn is theNDCG value of a specific query
model and its n related processes, and r(n) is the weight of
the relevant process in the n − th position, which is user-
defined. IDCGn represents the ideal discount cumulative gain
of processes under the standard sorting of n related pro-
cesses, in other words, IDCG is the value of the DCG value
under the ideal case of sorting. This accuracy experiment
mainly explores the similarity values of 10 retrieval processes
and their corresponding related processes, and the average
accuracy of their ranking, namely, the average normalized
discount cumulative gain (ANDCG for short). The higher
the ANDCG value, the higher the archive accuracy of this
method.
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TABLE 12. Detailed information of retrieval processes.

TABLE 13. Similarity ranking of search processes and related processes.

FIGURE 7. NDCG values for different methods.

The structural details of the 10 retrieval processes in
the experimental data are shown in Table 12, where
S, E , P, L, EP and EPL represent the combination
of sequential structure, selective structure, parallel struc-
ture, cyclic structure, sequential+selective structure and
sequential+selective+cyclic structure respectively.

The data designer can make changes to each retrieval
process by adding or deleting edges/nodes. For example,
No. 1 retrieval process in Table 13 only contains a sequen-
tial structure; however, by adding or deleting edges/nodes
to the No. 1 retrieval process, a related process can be
obtained, which includes a selection, parallel, cyclic structure
or different combinations of various structures. Therefore,
the processes in the benchmark dataset basically cover all
possible control flow changing structures. Table 13 shows the
specific information about retrieval process dataset, such as
group identifier, retrieval process model identifiers, and the
relevant process models sorting information.

2) ACCURACY EXPERIMENT RESULTS ANALYSIS
For the 10 retrieval processes marked in the dataset, by cal-
culating the values of the relevant processes and their sorting

FIGURE 8. ANDCG values for different methods.

order corresponding to each retrieval process, the process
archive accuracy results of investigatedmethods are obtained.
Fig. 7 shows the NDCG values of each method, and Fig. 8
shows the ANDCG (Average NDCG among different pro-
cesses) values of each method.

From Figs. 7 and 8, it can be seen that the accuracy results
of all investigated methods are generally high. As the data
designer indicates, one of the reasons lies in the fact that
respondents pay more attention to process behavior than
process structure when sorting related processes. The TER
method proposed in this work is superior to most of the
existing behavior similaritymethods in terms of accuracy, and
more in line with the results of the previous studies by other
scholars.

VII. CONCLUSION AND FUTURE WORK
Behavior differentiation of similar-but-different process vari-
ants is an important research subject in business process
management. At present, the latest process similarity mea-
surement methods cannot evaluate the similarity accurately
by taking process behavior semantics into consideration, nor
can they work effectively when invisible tasks are contained
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in the process structures. To solve the problem, this research
proposes an approach of process similarity measurement
based on task execution relationship, which takes the behav-
ior profiles of tasks into consideration, and the corresponding
similarity evaluation method is called TER method for sim-
plicity. More importantly, the biggest innovation of the TER
method lies in the fact that, even under the scenarios that
invisible tasks are included in the process structures, the TER
matrices evaluating the execution task relationship of all tasks
can achieve the expected target of distinguishing dynamic
semantics of different behaviors of process variants. In other
words, as long as the TER matrices of two process models
are different, the behaviors of the corresponding process
variants must be different. And it is proved theoretically in
this research.

In the experiment part, a series of experiments are
designed to evaluate four perspectives of the TER method,
including the perspectives of effectiveness, semantic unique-
ness expressing, correctness and accuracy. The experimental
results show that the proposed method is superior to the cur-
rent typical process similarity methods in terms of accuracy.

It is undeniable that, while the proposed method in this
paper has the above-mentioned advantages, it also has some
shortcomings. For example, it has longer execution time than
typical process similarity measurement methods, because
there exists a procedure dealing with invisible tasks; however,
as the proposed method is based on process models and
it has the complexity of O(n2), the total execution time of
proposed method is also in an acceptable range. As for future
work, we will focus on the performance improvement of the
proposed method, specifically when the method is applied to
large and complex process models.

Besides, to further the study, we will carry out research into
how to retrieve process models based on the existing TER
method, and solve the problem of handling non-free choice
structures. In addition, it is assumed that the task alignments
of two counterpart processes is well defined, so the tagmatch-
ing issue between task nodes is not taken into consideration
in this paper. Therefore, in future studies, the TER method in
this paper can be improved by considering duplicated tasks.
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