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ABSTRACT Pneumothorax is a critical medical condition among human-beings. A severe pneumothorax
causes collapsed lungs. It is a life-threatening disease. Therefore, pneumothorax detection is an important
step for the prevention and curing of a patient. Pneumothorax can be classified into three major categories:
primary, secondary, and injury. Magnetic resonance imaging (MRI)-based digital imaging and communica-
tions in medicine (DICOM) files of Chest X-ray (CXR) images provide insight and help the doctor to make
an appropriate decision. An early decision can prevent the mortality rate among patients. Since the outbreak
of the COVID-19 pandemic, the medical systems and staff have gone under massive pressure. Classification
from a CXR image by an expert requires huge manpower and a longer time to determine. Deep learning-based
automatic classification of Pneumothorax (CXR) images can assist the medical community in a fast diagnosis
and reduce the burden of work overload. Doctors can focus on better treatment and cure of Pneumothorax.
In this paper, we have proposed seven scratch Convolutional Neural Networks (CNN) architectures and
compared them with another seven transfer learning models. The best-performing CNN model (PneuNetV1)
is determined based on various standard performance metrics. It has gained the highest test accuracy, efficacy
ratio, and F1-score of 0.9123, 5.2370, and 0.9220, respectively with a minimum training time. The obtained
results are achieved through rigorous experimentation and yet provide satisfactory performance.

INDEX TERMS Convolutional neural network (CNN), CXR images, pneumothorax, transfer learning,
VGG-19.

I. INTRODUCTION

Over the past few decennaries, cases of lung diseases have
increased rapidly. The presence of air in the pleural space
of the lungs is defined as Pneumothorax. Homo sapiens
have been facing pneumothorax as a common clinical health
problem. Lungs are essential air-filled organs of the human
body which is set of spongy, positioned on both sides of
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the thorax (chest). Lungs consist of Trachea which works
as the passage for inhaled air into the lungs through its
tubular branches known as bronchi. Bronchi consist of small
bronchioles which are microscopic. Similarly, Alveoli are air
sacs that consist of clusters of bronchioles [1].

Humans have suffered from various lungs diseases such as
chronic obstructive pulmonary disease (COPD), Pneumonia,
Asthma, Sarcoidosis, pulmonary fibrosis, lung cancer, tuber-
culosis, influenza, etc. Pneumothorax occupies the largest
proportion of lungs related diseases. This problem occurs
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when air enters the area around the lungs abnormally [1].
These situations related to pneumothorax might occur due
to ruptured air blisters, lung disease, mechanical ventilation,
any accident, or any internal injury which can directly impact
on lungs. Pneumothorax is also known as collapsed lung
disease. In this severe condition air leaks into the space
present between the chest wall and lungs. Pneumothorax
consists of two states wherein in one state a lung can com-
pletely collapse and in another one, only a portion of the
lung gets collapsed. It can be classified into binary categories:
Traumatic pneumothorax and Non-traumatic pneumothorax
where traumatic appears due to an internal injury while non-
traumatic are closely related to peoples who smoke, Marfan
syndrome, during pregnancy, lung diseases like COPD, lung
cancer, asthma, cystic fibrosis, and other diseases. Smoking,
genetics, and previous pneumothorax are various risk factors
associated with pneumothorax. A minor error in the proper
diagnosis may result in disastrous repercussions. So in terms
of treatment for a pneumothorax usually comprises of inser-
tion of a needle or chest tube between the ribs to remove the
extra excess air present inside the lungs. In small cases related
to pneumothorax, it may heal on its own. After considering
a long-term scenario for pneumothorax it can create a huge
impact but results may vary.

Pneumothorax is a curable disease but it also depends on
various aspects such as the current condition of the disease,
whether the cavity is expanding, the cause of pneumothorax,
and many other factors that impact the treatment condition
related to pneumothorax. Various techniques like draining
excess air, surgery via using thoracoscopy, various surgery
techniques like sewing blisters closed, closing the air leakage
path, and removal of the portion related to collapsed lungs
known as lobectomy. For better diagnosis, various medical
imaging like CT scan, X-ray, and thoracic ultrasound plays
an essential role in the segmentation of pneumothorax. In the
current scenario, the modern problem requires modern solu-
tions so various niche areas like machine learning and deep
learning play an important role in the diagnosis of various
diseases like diabetes by supervised algorithms [2], [3], pneu-
monia by using multimodal deep learning techniques [4],
liver diseases by using various boosting and supervised
techniques [5], Alzheimer disease by using convolutional
neural networks [6], arrhythmia detection by using deep
belief network and supervised methodologies [7], COVID
19 detection by utilizing federated machine learning [8] and
chronic kidney by using various standard machine learning
algorithms [9].

Most of the researchers have focused on the segmenta-
tion and detection of pneumothorax, but they lack in terms
of rigorous experiments based on wide range of evaluation
metrics. Some proposed architectures are not well analyzed
and training has been performed on small datasets. Here,
we overcome the problem associated with all other studies
in terms of performance evaluation and size of the dataset
(more than ten thousands images). Many researchers have
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also contributed for the classification of pneumothorax but
most of them were concentrated towards the highest classifi-
cation accuracy but this paper emphasizes on low computa-
tional cost deep learning architecture for classification with
outstanding results. So, in this research article, we have pro-
posed a Convolutional Neural Network for the classification
of pneumothorax. We have designed scratch CNN models
to compare with other widely used SOTA CNN models.
In classification, our proposed PneuNetV 1 performs better on
the used pneumothorax dataset. In addition, the PneuNetV1
takes less training time to reach best performances from the
CXR images over other CNN architectures.

The paper is divided into five sections. Section II deals
with literature review whereas Section III deals with the
materials and methods related to this study, Section IV dis-
cusses the results and provide an analysis of work done, and
Section V provides the discussion section which shows the
better aspects related to the proposed work and its comparison
with other related work, and finally Section VI deals with
a conclusion and future work of pneumothorax. This real-
world deployment will lead us to propose a low computa-
tional cost framework for better analysis and diagnosis of
pneumothorax.

II. LITERATURE REVIEW

Many researchers have contributed to solve the problem.
Deep learning can provide an efficient classification and
detection pneumonia using a convolutional neural net-
work [10], EEG signal classification [11], [12], and vari-
ous medical diseases and problems [13]. Similarly, many
researchers have also contributed to the domain of pneumoth-
orax such as Kitamura and Deible [14] trained a machine
learning model on the CXR image dataset for the classifica-
tion of pneumothorax from non-pneumothorax CXR images
and they achieved an area under the curve of 0.90 and infer-
ence on validation set achieved an area under the curve of
0.59. The dataset contained a training set of 41946 images
for the non-pneumothorax class and 4696 for the pneu-
mothorax class while the validation set was 11120 for the
non-pneumothorax class and 54 for the pneumothorax class.
Chan et al. [15] have proposed an automatic method for seg-
mentation of pneumothorax where they used a support vector
machine (SVM) for classifying the pneumothorax class. Fea-
ture extraction has been carried out by using the local binary
pattern technique. The proposed architecture is based on mul-
tiscale intensity texture segmentation. They also diagnosed
and recognized the boundaries of ribs via Sobel edge detec-
tion. They have achieved an accuracy of 0.858, a precision
value of 0.836, and a sensitivity of 0.874 via a patch size
of 5 x 5.

AUC of 0.98 has been achieved by Rohrich et al. [16]
by proposing an automatic detection system that can quan-
tify pneumothorax by using CT scans. They proposed a
UNet architecture and dataset containing 43 CT scans
and for testing 9 CT scans have been considered for
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pixel-based annotation while 567 Computed tomography
scans are based on volume level. The evaluation is con-
centrated on automated, volume-level pneumothorax grading
and pixel-level classification. In their results, they achieved
an average precision value of 0.97 and a dice similarity
coefficient of 0.92. Similarly, Li et al. [17] proposed a deep
learning-based image classification system for the diagnosis
and detection of pneumothorax via computed tomography
scans. In their study, they proposed a Convolutional neural
network (CNN) of 8 layers which consisted of 2D image
patches of size (36 x 36) pixels, and training was performed
on 80 CXR CT scans were 62.5% of the data has been
consisting pneumothorax class while rest 37.5% is from non-
pneumothorax class. Test data contains 200 CT scans where
160 images are with pneumothorax and 40 images are consid-
ered as a non-pneumothorax class. In terms of performance,
they achieved a sensitivity of 100% and specificity of 82.5%.

Taylor et al. [18] have used 13292 images to propose an
automatic detection of pneumothorax by using deep convo-
lutional neural network architecture. Their dataset contains
3107 positive classes. They have compared the deep neural
architectures in terms of sensitivity, the area under the curve,
and specificity. On analysis, they achieved a sensitivity score
of 0.84, 0.94 for AUC, and a specificity of 0.90. In terms
of the high specificity model, they had a sensitivity of 0.80,
AUC-ROC of 0.96, and specificity of 0.97. They also have
performed testing on the NIH dataset but the results are not
satisfactory in terms of performance metrics.

Collapsed lungs are diagnosed by Lindsey et al. [19] by
using deep transfer learning architectures and they proposed
a tChexNet with 122 layers and trained this architecture from
scratch. They have used the technique of transferring weights
from CheXNet to tCheXNet and they have achieved an AUC
of 10% better than the CheXNet on the testing set. Dataset
is distributed into three categories: a training set with 94,482
images, a validation set of 23,620 images, and a 202 testing
set. The receiver operating characteristic — area under the
curve (ROC - AUC) achieves the value of 0.708 for the classi-
fication and detection of pneumothorax. The results are good
but the performance on the test set is poor and comprehensive.
Table 1 shows the tabular comparison of related works of
pneumothorax concerning their advantages and disadvan-
tages. From the above studies, we can conclude that machine
learning and deep learning is playing an essential role in
medical fields as they are solving major chunks of problems
like sperms classification [20], Parkinson’s disease [21], brain
tumor [22], skin lesion [23] and predicting depression [24]
efficiently.

In recent studies, Hong et al. [25] have proposed a deep
learning—based computer-aided detection system in clinical
practice improved the diagnostic performance for detecting
pneumothorax. It has performed on 1352 chest radiographs
from 1319 patients. Lee et al. [26] have introduced a deep
learning based pneumothorax detection through an electro-
cardiogram. It includes 107 ECG signal data from 98 pneu-
mothorax patients.
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Feng et al. [27] used CANDID-PTX dataset for the seg-
mentation and classification of pneumothorax where they
evaluated model on the basis of AUC-ROC, specificity and
sensitivity whereas true positive dice coefficient and mean
dice were considered as performance metrics for segmenta-
tion. Best model achieved an AUC-ROC of 0.94 with speci-
ficity of 0.95 and sensitivity of 0.93. Tian et al. [28] used
the power of transfer learning paradigm ResNet for 2 stage
strategy for identification of pneumothorax by using dual
dataset approach. They achieved an accuracy of 0.94 and
F1 score of 0.94 by a state of the art (SOTA) architec-
ture on NIH dataset. Kumar et al. [29] propose PneumoNet,
an ensemble deep learning model for pneumothorax detec-
tion. PneumoNet addresses class disparity through data aug-
mentation and utilizes a segmentation system to identify dark
areas. The model achieves an accuracy of 98.41% on the
pneumothorax dataset, outperforming other deep learning
models.

Ill. MATERIALS AND METHODS

The following section discusses the materials and method-
ology used for the classification of pneumothorax on CXR
images. The section is divided into seven sub-sections where
Section III-A deals with the original dataset used for this
study, Section III-B deals with the in-depth analysis of the
original dataset, Section III-C discusses the data augmen-
tation and preprocessing, Section III-D, II-E, and III-F
deal with methodologies used such as Convolutional Neural
Network, Artificial Neural Network, and Transfer Learning
models, and Section III-G discusses about the software and
hardware used for classification of pneumothorax.

A. DATASET USED

The pneumothorax dataset used for this study has been taken
from Kaggle which was deployed by Abhishek Thakur [30].
Dataset author has generated all these images from a Kag-
gle competition and the dataset contained binary categories,
Pneumothorax and Non-Pneumothorax class. In terms of
ground truth, images are in the form of a DICOM file. For
our case, we converted DICOM images into. jpg format for
classification. Figure 1 shows the sample of the CXR image
from the dataset. The original dataset consisted of 12,089
DICOM images.

B. DATASET VISUALIZATION

In this section, we explored and analyzed the details related
to the DICOM images. Various insights were gathered from
these graphs. Figure 2 shows the graph where 77.6% of the
majority class consists of non-pneumothorax CXR DICOM
files and the rest 22.4% are pneumothorax CXR DICOM
files. From Figure 2 we can also observe the imbalance nature
in the classes as it will lead to developing a model which
will be highly inclined towards non-pneumothorax classifi-
cation. So for further consideration and analysis, we need
an image augmentation technique that will help to resolve
the issue of the imbalanced nature of class labels. Figure 3
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TABLE 1. Tabular representation of literature review.

Author Name Advantages

Disadvantages

Kitamura et al. (2020) [9] AUC-ROC was very high.

Dataset was very good in terms of size.

Chan et al. (2018) [10] Propose work was good.

Extraction and classification were well explained.

Robhrich et al. (2020) [11] The results were very good.

The proposed work was efficient.

Lietal. (2019) [12] The results were good.
CNN architecture performed well.

Taylor et al. (2018) [13] Testing was performed on large scale.

Architecture gave good performance metrics.

Lindsey et al. (2018) [14] ROC-AUC was very good.

Dataset was large.

No segmentation was performed.
No other performance metrics were considered.

Dataset was very small in size.

No comparative results were included.
The results gained were also not so good.
Dataset used was very small.

Lacked in the comparative study.
Dataset was imbalanced.
Dataset was inclined towards non-pneumothorax classes.

No comparison in terms of accuracy, precision, and recall.
No comparative study was done.

FIGURE 1. Sample of CXR image from original dataset.

Percentage of Class Labels

Non
Pneumothorax

Pneumothorax

o0 0 0o
No. of Datapoints

FIGURE 2. Graphical representation of class labels.

shows the distribution of pneumothorax disease based on gen-
der. According to the graph, 55% of pneumothorax patients
were male while the rest 45% were females. So as per the
graph, we can observe males were majorly suffering from
pneumothorax.

Figure 4 shows the comparative graph between males and
females suffering from pneumothorax with their age graph.
From the graph, we can notice that the age group between
55-60 is highly impacted by this disastrous pneumothorax.

From Figure 5, it is evident that the age of 58 is highly
impacted with pneumothorax where more than 2004 records
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FIGURE 3. Distribution of pneumothorax patients based on gender.
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FIGURE 4. Comparative graph between males and females suffering from
pneumothorax with their age.

are registered and it has been followed by the 1754 cases
which are registered at the age of 65. Hence, based on the
histogram, it can be concluded that the age group of 50-65
is highly affected by pneumothorax. Additionally, the his-
togram reveals a notable case where a baby was affected
with pneumothorax at the age of 3. Subsequently, there is a
substantial shift in the histogram after the age of 15, indicat-
ing a drastic increase in pneumothorax cases. Various useful
insights can be observed from these visualizations.

C. DATA AUGMENTATION AND PREPROCESSING
Data augmentation plays a crucial role in addressing the issue
of imbalanced classes by providing a means to balance the
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FIGURE 5. Male’s age histogram concerning pneumothorax.

distribution of data. It helps by providing various aspects
of the sample image by transforming the various prop-
erties related to the image. In our case, we can observe
from Figure 2 that the dataset was highly imbalanced. From
Figure 2 we can observe that 9378 (77.6%) were from the
non-pneumothorax class and the rest 2711 (22.4%) were from
pneumothorax this shows the highly imbalanced nature of
class labels. So for balancing the dataset, Data augmentation
played an important role. Data augmentation helps us in
regenerating the images from the true images by implement-
ing various parameters like shearing, brightness increment,
zooming, shifting, rotating, whitening, cropping, and flipping
Data augmentation will lead us to develop a fine-tuned unbi-
ased deep learning architecture. For our approach, Table 2
shows the various parameters used for data augmentation.

TABLE 2. Parameters used for data augmentation.

Parameters Values
Rotation range 10
Width shift range 0.1
Height shift range 0.1
Shear range 0.1
Brightness range (0.4, 1.0)
Horizontal flip True
Vertical flip True
Fill mode Nearest

In terms of pre-processing, as images are in the form of
DICOM so for a better classification model we have con-
verted the DICOM files into .jpg format for creating the
training, testing, and validation set for classification archi-
tectures. Table 3 shows the dataset distribution after dataset
augmentation. Figure 6 shows the proposed workflow for the
classification of pneumothorax using Convolutional Neural
Network and Transfer Learning Models.

D. CONVOLUTIONAL NEURAL NETWORK

Convolutional Neural networks (CNN) are a major con-
tributor to imagery data. CNN architectures contribute on
large scale towards the day to day applications such as
Classification of Skin Cancer lesions [31], [32], Detection
and Classification of Mycobacterium Tuberculosis using
Convolutional Neural Network [33], [34], Diabetes Disease
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TABLE 3. Dataset distribution after image augmentation.

Pneumothorax Non-Pneumothorax Total
No. of  Percentage  No.of  Percentage
Images (%) Image (%)
s

Training 8544 53.24 7503 46.75 16047
Set
Testing 1601 46.04 1876 53.95 3477
Set
Validation 1601 46.04 1876 53.95 3477
Set

Classification using Deep Neural Network [35], Retinal Dis-
ease Classification using Optical Coherence Tomography
Images (OCT Images) [36], [37] and Soil Classification [38].
Convolution Neural networks can perform better on any
imagery data in terms of another deep neural network. These
architectures are highly related to a pattern associated with
images.

PreumoCNN |

Unbalanced Imi

| 208 <4
ﬂ e | Dataset Augmentation _ 5

L 1 DATA >
i l X | SPINNG Dataset | e oot i Baanced Dataset :

4 [ cLassiFER
‘ MODELS

- False Ry 9 -

3 Fal | \

OATASET CREATION (OKR SampleDataser] /| Fase, Neﬁg:(:ve Fi \vams/ LeNet )
i | Negative | | Rae Score - -

| |Prediotive|

i| Score -
' V| Faise
v i | Discovery
i Rate |
| Pracision T (o= =
[Speciticiy| |
N Senstiiy] [VL| | MVA = =

Preumothorex ( AexNel [ DenseNet )

RESULT
AND ANALYSIS

FIGURE 6. Proposed workflow for pneumothorax classification.

This convolutional neural network follows the property of
the convolutional theorem and these architectures recognize
images through various matrices. In terms of composition,
these CNN are composed of four basic layers, 1) Convo-
lutional Layer, 2) Pooling Layer, 3) Flattening and Fully-
connected Layer.

1) CONVOLUTIONAL LAYER

This is the primary layer of Convolutional Neural Networks
(CNN). The convolutional layer follows the property of the
convolutional theorem. Majorly this focuses on the condition
where the output of the initial or parent layer acts as the input
for the next successive layer. The output received is known
as a feature map and these outputs are in the form of vectors.
The convolutional theorem is depicted in Equation (1) where
x and y are convolutional layers and z refers to the hidden
operations.

x(y () = y(x(2)) €]

2) POOLING LAYER
Pooling layers are the second basic layer of CNN architec-
tures. These provide us with the facility and help to reduce
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the dimensions associated with feature maps. Pooling layers
facilitate us by downsampling the feature map by using vari-
ous spatial variances. Pooling layers can be categorized into
two parts: Max-pooling and Average-Pooling. In terms of a
mathematical equation, output dimensions can be calculated
via Equation (2).

Dimoypur = n_ft+Dxtw-ptl) 2

q(q x 0)

where m represents height (feature map), n represents width
(feature map), o represents channel (feature map), p repre-
sents the filter size (feature map), and q represents stride
length (feature map).

3) FLATTENING LAYER AND FULLY CONNECTED LAYER

The flattening layer is the second last layer of CNN archi-
tecture. It plays an important role as it converts the output of
the max-pooling layer into a 1-D array which acts as input
parameters for the last layer. The fully connected layer is
the last layer of CNN architecture and it helps in connecting
all the 1-D arrays received through the flattening layer it
performs various operations which help to generate various
outputs as per requirement.

E. ARTIFICIAL NEURAL NETWORK

Artificial Neural Networks (ANNs) are computational sys-
tems inspired by the structure and function of biological
neural networks. They simulate the transmission of signals
between neurons using a simplified representation of bio-
logical nervous systems. ANNs are a subset of machine
learning and serve as the foundation for deep learning algo-
rithms. Through self-learning and continuous adjustment of
weights and biases, ANNs improve accuracy over time. They
are powerful tools for classification, clustering, and pattern
recognition tasks. ANNs consist of interconnected nodes,
or perceptrons, organized into layers, including input, hid-
den, and output layers. The input of the processing element,
I,, multiplied by the connection weight, W, , , accelerates
the strengthening of neural trails in the network. All the
weight-adjusted processing element input are then accumu-
lated through a vector to scalar function via summation which
is shown in Equation (3).

X = z anln (3)
Mathematically, it can be more elaborated as input — y.
Then transform a set MCBE” of input signals where (b:y —
neuron on M) is a function as follows in Equation (4):
K:AE* xM > (W, 1) > K (W, 1) =f (< w,u>) >BE
“4)
where, w = weight vector; <...> = real scalar product as
follows: f : BE — B
This is known as the activation function of the neuron in

Artificial Neural Network layers. If f is a linear operator, then
the neuron is linear as follows:

K*: =K@ .):M>i— K*(@i) € BE 5)
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From Equation (5), K* is the function known as a model that
is trained on the y — neuron on M.

F. TRANSFER LEARNING
Transfer learning is a machine learning method that utilizes
knowledge gained from solving related problems and applies
it to a different but similar problem. It involves repurposing
a pre-trained model to achieve rapid performance on a new
problem. Transfer learning saves time and computational
resources by reusing pre-trained models instead of training
large similar tasks from scratch. It offers advantages such
as improved neural network performance and the ability to
achieve better accuracy without requiring massive amounts
of data.

Domain and tasks can be used as terms for an explanation
of transfer learning in a mathematical way.

Let domain Y consist of S — feature space and P(D) —
Marginal Probability Distribution where

D={s1,5,85......... sn} €8 (6)

Let specific domain Y = {S, P (D)}. It has 2 parts, i.e., X —
Label Space and {f : S — X} i.e., an objective predictive
function.

For new instances, a function f is used for predicting f(s)
i.e., the corresponding label.

Now T = {X, f(s)} Where T is the task that is learned for
the pair i.e., T{s, € S} {x, € X} is part of training data Y;
— Source domain (given), Ty — Learning task, Y; — Target
domain, and Ty — Learning task

Where,

Yo # Y
Ty # Ty 7

where target predictive function f; (.) Ts, Fs, Ty will be able
to improve its learning when transfer learning will be imple-
mented with the help of knowledge in Y and Ts.

Transfer learning models are proposed during the Ima-
geNet competition and these architectures outperform all
other architectures by gaining very high results and accuracy.
In our study we have used 7 transfer learning paradigms
for better analysis of pneumothorax classification system.
Visual Geometry Group (VGG-19) and Residual Neural
Network (ResNet50V2 and ResNet152V2) are widely used
architecture among the various transfer learning architec-
tures. Neural Architectural Search Network (NasNetLarge),
Densely Connected Convolutional Networks (DenseNet121
and DenseNet201), AlexNet and LeNet are also outstanding
paradigms for various deep learning applications. So for bet-
ter insights and comparative study these architecture played
an important for proposing our pneumothorax classification
system. Table 4 shows various transfer learning models used
in this study:

G. SOFTWARE AND HARDWARE USED
All the implementation was carried out on Jupyter Note-
book using Tensorflow (2.8.0) and Keras with Python 3.0.
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TABLE 4. Tabular representation of transfer learning models.

Model Name Parameters (Million) Depth
VGG 19 143.7 19
NASNetLarge 88.9 533
DenseNet121 8.1 242
ResNet152V2 60.4 307
ResNet50V2 25.6 103
DenseNet201 20.2 402
AlexNet 24.7 8
LeNet 6.3 7

The hardware setup consisted of 16 GB RAM and an i5 8th
generation processor. The architectures were saved in .hdf5
format.

IV. RESULTS

This section includes the results and analysis associated with
our study. This section comprises 4 sections [V-A. Analysis
of Pneumo-Convolutional Neural Networks (PenumoCNNSs),
IV-B. Analysis of Transfer Learning Models IV-C. Compari-
son of Transfer Learning Model versus CNNss.

A. ANALYSIS OF PNEUMO-CONVOLUTIONAL NEURAL
NETWORKS (PNEUMOCNNSs)
In total 7 proposed convolutional neural networks were anal-
ysed for classification of pneumothorax using CXR images.
Various hyper parameter tunings such as the number of con-
volutional layers (CL), artificial layer (AL), features detected
(FD), input image size (IS), optimizer learning rate, pooling
size (PS), kernel size (KS), regularization conditions like L1
and L2, Batch Normalization (BN), and dropout (DO) were
considered for the formation of all the CNN architectures.
Table 5 shows the configuration for all the proposed Con-
volutional Neural Networks. Models evaluations were based
on different criteria such as Training Time(TT), Normalized
Training Time(NormalizedTT), Maximum Validation Accu-
racy (MVA), Testing Accuracy (TA), Testing Loss (TL), Least
Validation Loss (LVL), Sensitivity (Se), Specificity (Sp), F1
Score (F1), Precision (Pr), Negative Predictive Score (NPS),
and Matthews Correlation Coefficient (MCC).
PneumoCNN-1 was consisting of 3 convolutional layers
and 4 artificial layers which was lightest among all the
proposed architectures and it also achieved an accuracy of
0.9883 with very less validation loss of 0.0397. In terms
of MVA, the highest validation accuracy was achieved by
PneumoCNN-5 of 0.9947 with the LVL of 0.0264 which
is very low. This architecture had minimal loss as per the
study. But in terms of TA, PneumoCNN-5 was the second-
highest scorer. PneumoCNN-5 contained six CL layers and
nine AL layers. According to the study, the lowest MVA was
achieved by PneumoCNN-6 of 0.9659 due to an imbalance in
layers. PneumoCNN-6 consisted of four convolutional layers
and eight artificial layers. In terms of weight adjustment,
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PneumoCNN-6 was biased towards artificial layers. In terms
of LVL, PneumoCNN-6 had a loss of 0.1219 which was very
high when compared with all other PneumoCNN architec-
tures.

PneumoCNN-2 scores an MVA of 0.9904 and has a loss
of 0.0389 which indicates that light architectures can per-
form better than heavy configure PneumoCNN:s. It is noticed
that training time increased concerning layers indulged dur-
ing the training of neural networks. So we can state that
training time is directly proportional to the depth of Pneu-
moCNN. As parameters increased in PneumoCNN through
the increment in the number of layers, the models are try-
ing to overfit. So to avoid overfitting, L1, L2, BatchNor-
malization, and Dropouts have been included. For further
consideration, we also configure the learning rate of opti-
mizers. PneumoCNN-4 had optimal performance in all the
performance metrics where it had 5 convolutional layers and
7 artificial layers and they helped PneumoCNN-4 to gain the
testing accuracy of 0.9008 with the testing loss of 0.1978.

From Table 6, in terms of sensitivity PneumoCNN-7 has
the highest scorer with metrics of 0.8864 which is pretty
good for any binary classification problem but it has the
only score of 0.9488 in terms of specificity. PneumoCNN-2
outperforms all other architectures in terms of specificity
by achieving a score of 0.9836 whereas PneumoCNN-6 has
the least specificity score of 0.8904. All other architectures
achieved a specificity above 0.95. F1 score is a majorly
focused performance metric and our PneumoCNNs outper-
formed in this domain as 5 PneumoCNN achieved an F1
score of 0.90 or above. PneumoCNN-5 had the highest F1
score of 0.9230. In terms of precision, PneumoCNN-2 has
the highest score of 0.9888 which is very high, and the
lowest score achieved in the field of precision is 0.9163 by
PneumoCNN-6. Matthews Correlation Coefficient (MCC)
score of 0.8256 was achieved by PneumoCNN-7 and the least
MCC was 0.7223 which was achieved by PneumoCNN-6.
In terms of Negative Predictive Score (NPS), PneumoCNN7
achieved a value of 0.8557 whereas the lowest NPS was
by PneumoCNN-3 which scored just the NPS of 0.7545.
Figure 7 shows the performance metrics of all the PeumoC-
NN in graphical form.

So for more analysis, Table 7 shows the testing accuracy
and testing loss with a confusion matrix for deep analysis.
In terms of inference, PneumoCNN-7 outperforms all other
PneumoCNN architectures by achieving the highest testing
accuracy of 0.9123 and also has a minimal testing loss of
0.1742. In Table 7, it is noticed that PneumoCNN-6 has
the lowest scorer at the time of inference where a score of
0.8614 is achieved.

It also has a maximum testing loss of 0.3167 which sug-
gests that after building good relations with the dataset still,
PneumoCNN lacks quality inferencing as per scores. So for
further consideration, PneumoCNN-7 and PneumoCNN-5
are considered to be the best and optimal architecture for the
classification of pneumothorax in various aspects of perfor-
mance metrics. So, for further consideration PneumoCNN-5
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TABLE 5. Configuration of proposed convolutional neural network.

S.no. Name CL AL Regularization IS FD KS PS
L1 L2 BN DO

1 PneumoCNN-1 3 4 X X v v (128,128) {128,64,32} (33,3} 2.2.2}

2 PneumoCNN-2 4 5 X X v v (128,128) {128,128,64,32} 3,3.3.3} 2,222}

3 PneumoCNN-3 4 6 X X v v (128,128) {256,128,64,32} {3,3,3,3} {2,2,2,2}

4 PneumoCNN-4 5 7 v v v v (128,128) {256,128,64,32,32} {6,6,6,3,3} {2,22,2,2}

5 PneumoCNN-5 6 9 v v v v (128,128) {256,128,64,64,32,1 {3,3,3,3,3,3 {2,2,222,2

6} } }
6 PneumoCNN-6 4 8 X X X X (128,128) (512,256,128,64} 16,6,3,3} 4222}
; PneumoCNN-7 . 0 v v v v (128,128) {256,128,128,64,32, {333,333 {222.222
16} } }
TABLE 6. Performance metrics of PneumoCNN architectures.
Model Name MVA LVL Sc Sp F1 Pr NPS TT (in MCC
seconds)

PneumoCNN-1 0.9883 0.0397 0.8351 0.9786 0.9042 0.9856 0.7720 11213 0.7852
PneumoCNN-2 0.9904 0.0389 0.8451 0.9836 09113 0.9888 0.7876 14092 0.8022
PneumoCNN-3 0.9830 0.0891 0.8244 0.9750 0.8969 0.9835 0.7545 24494 0.7681
PneumoCNN-4 0.9883 0.0572 0.8616 0.9618 0.9136 0.9723 0.8170 4480 0.8061
PneumoCNN-5 0.9947 0.0264 0.8663 0.9828 0.9230 0.9877 0.8214 4592 0.8289
PneumoCNN-6 0.9659 0.1219 0.8410 0.8904 0.8770 0.9163 0.7970 19245 0.7223
PneumoCNN-7 0.9856 0.0628 0.8864 0.9488 0.9220 0.9606 0.8557 4349 0.8256

TABLE 7. Testing results, normalized training time, and confusion matrix concerning PneumoCNN architectures.

Model Name NormalizedTT TA TL Confusion Matrix
PneumoCNN-1 0.2623 0.8872 0.2975 1849 27
365 1236
PneumoCNN-2 0.3723 0.8961 0.2432 1855 21
340 1261
PneumoCNN-3 0.7698 0.8781 0.2355 1845 31
393 1208
PneumoCNN-4 0.0050 0.9008 0.1978 1824 52
293 1308
PneumoCNN-5 0.0092 09111 0.2098 1853 23
286 1315
PneumoCNN-6 0.5692 0.8614 0.3167 1719 157
325 1276
PneumoCNN-7 0.0000 0.9123 0.1742 1802 74
231 1370

is referred to as PneuNetVO0, and PneumoCNN-7 is referred
to as PneuNetV1.

B. ANALYSIS OF TRANSFER LEARNING MODELS

In terms of transfer learning model, in total seven models are
considered namely, VGG-19, NASNetLarge, DenseNet121,
ResNet152V2, DenseNet201, AlexNet, LeNet. All transfer
learning models are enriched in parameters and have been
trained on the pneumothorax dataset by using Keras and
TensorFlow. In terms of computational cost, these archi-
tectures are very complex due to their large training time.
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During inference and testing, these models are lagging behind
our PneumoCNN models.

For better analysis and result gathering, transfer learning
models have been compared in terms of performance metrics
in Table 8. VGG-19 dominates in almost every performance
metric. VGG-19 has the highest specificity of 0.8829, the
highest F1 score of 0.9293, the highest negative predictive
score of 0.8476, and the MCC score of 0.8426. NASNetLarge
has the lowest scores of 0.7031 and 0.5522 in sensitivity and
negative predictive, respectively. ResNet50V2 scores very
less in specificity, precision, MCC, and F1 with a score of
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FIGURE 7. Performance metrics of PneumoCNN architectures.

TABLE 8. Performance metrics of transfer learning architectures.

Model Name MVA LVL Sc Sp F1 Pr NPS TT MCC
(in seconds)

VGG-19 0.9963 0.0199 0.8829 0.9742 0.9293 0.9808 0.8476 23389 0.8426
NASNetLarge 0.9009 0.5882 0.7031 0.8324 0.7914 0.9051 0.5522 30515 0.4948
DenseNet121 0.7933 0.5137 0.8097 0.7637 0.8016 0.7937 0.7814 8643 0.5743
ResNet152V2 0.8583 0.5048 0.7071 0.7812 0.7764 0.8600 0.5821 17241 0.4651
ResNet50V2 0.7906 0.5817 0.7247 0.7284 0.7579 0.7942 0.6465 8874 0.4468
DenseNet201 0.8737 0.4505 0.7388 0.7884 0.7913 0.8518 0.6471 15984 0.5129
AlexNet 0.9984 0.0100 0.7764 0.9861 0.8711 0.9920 0.6852 8244 0.7079
LeNet 0.9995 0.6263 - 0.4605 0.0000 0.0000 1.0000 4445 -

TABLE 9. Testing results, normalized training time, and confusion matrix concerning transfer learning models.

Model Name Normalized TT TA TL Confusion Matrix
VGGI19 0.7276 0.9194 0.1968 1840 36
244 1357
NASNetLarge 1.0000 0.7425 0.2801 1698 178
717 884
DenseNet121 0.1641 0.7880 0.2693 1489 387
350 1251
ResNet152V2 0.4927 0.7325 0.3592 1615 261
669 932
ResNet50V2 0.1729 0.7262 0.3518 1490 386
566 1035
DenseNet201 0.4446 0.7575 0.2880 1598 278
565 1036
AlexNet 0.1488 0.8415 0.2174 1861 15
536 1065
LeNet 0.0036 0.4605 0.8923 0 1876
0 1601

0.7284, 0.7942, 0.4468, and 0.7579 respectively. So we can
state that ResNet50V2 was not a good performer at all and
had the least connections with the dataset. LeNet has been
the worst performer as it is overfitted with the dataset. LeNet
has a very weak relationship with the dataset where positive
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classes are not identified and architecture is inclined towards
only one class. During training, LeNet achieves an accuracy
of 0.9995 but it is overfitted and the results are not good.
So in terms of consideration, LeNet cannot be considered as
an architecture for comparison.
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FIGURE 8. Performance metrics of transfer learning.

TABLE 10. Performance metrics of selected models.

= Sensitivity

m Negative Predictive Score

ResNet50v2 DenseNet201 AlexNet LeNet

Specificity

® Matthews Correlation Coefficient

Performance Criteria PneuNetV0 PneuNetV1 VGG-19
MVA 0.9947 0.9856 0.9963
LVL 0.0264 0.0628 0.0199
TA 09111 0.9123 0.9194
TL 0.2098 0.1742 0.1968
Sensitivity 0.8663 0.8864 0.8829
Specificity 0.9828 0.9488 0.9742
Precision 0.9877 0.9606 0.9808
Negative Predictive Score 0.8214 0.8557 0.8476
False Positive Rate 0.0172 0.0512 0.0258
False Discovery Rate 0.0123 0.0394 0.0192
False Negative rate 0.1337 0.1136 0.1171
F1 Score 0.9230 0.9220 0.9293
Efficacy Score 4.1602 5.2370 0.9945
MCC 0.8289 0.8256 0.8426
Confusion Matrix 1853 23 1802 74 1840 36

286 1315 231 1370 244 1357

From Table 9, it is noticed that VGG-19 has the best clas-
sifier for pneumothorax in terms of transfer learning models
with a testing accuracy of 0.9194 and also has a minimal loss
of 0.1968. Figure 8 shows the performance metrics of the
transfer learning model. So for further consideration, VGG
19 is considered the best transfer learning model.

C. COMPARISON OF TRANSFER LEARNING MODELS
VERSUS SELECTED PNEUNET

PneuNetVO and PneuNetV1 are considered to be the best
classification architecture among all PneumoCNN mod-
els. In transfer learning, VGG-19 is considered to be the
best and optimal model in the transfer learning category.
Table 10 shows a detailed comparison of all the three selected
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architectures for classification and Figure 9 shows the graphi-
cal comparison of selected models. For proposing an efficient
architecture, the efficiency ratio is considered to be the most
important factor. Equation (8) shows the mathematical for-
mula for the calculation of the efficacy score.

Efficacy Score

Testing Accuracy ®)

- Testing Loss + Normalized Training Time

From table 10, we can observe that in terms of MVA VGG-19
scored the highest by gaining an MVA of 0.9963 whereas it
also had minimal LVL. For accurate testing, VGG 19 domi-
nated by gaining the testing accuracy (TA) of 0.9194. In terms
of TL, PNeuNetV1 had minimal TL with a score of 0.1742.
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FIGURE 10. Structural view of PneuNetV1.

In terms of specificity and precision, PneuNetVO outper-
formed the other two models. While looking into an important
ratio factor, we have noticed that PneuNetV1 is the least
complex, and the results gained by PneuNetV 1 are good with
a low computational cost. PneuNetV1 has an efficiency ratio
of 5.237 which implies that this architecture can work with
a low computational cost and will work as a feasible tool for
various medical specialists and physicians. From Figure 9 we
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can state that PneumoCNN7 performed best in terms of all the
performance metrics.

V. DISCUSSION

PneuNetV1 is an efficient architecture for the classification
of Pneumothorax. Pneumothorax is a critical collapsed lung
condition that can lead to severe consequences. So to over-
come the classification of CXR images of Pneumothorax,
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TABLE 11. Comparison with related work.

Author Name No. of Pneumothorax Images used Accuracy Precision Sensitivity Specificity
for training
Chan et al. [15] 22 0.8580 0.8360 0.8740 -
Lietal. [17] 50 - - 1.0000 0.8250
Taylor et al. [18] 3107 - - 0.8400 0.9000
PneuNetV1 8544 0.9123 0.9606 0.8864 0.9488

FIGURE 11. Neural activation of PneuNetV1 (first convolutional layers).

we have proposed an efficient deep learning architecture.
PneuNetV1 consisted of six convolutional layers with ten
artificial layers. Figure 10 provides the structural view of Pne-
uNetV1. PneuNetV1 has the least training time and the model
is fully trained on the Pneumothorax dataset by 4349 seconds.
Maximum validation accuracy achieved by PneuNetV1 was
found to be 0.9856 while testing accuracy is 0.9123 which is
very high.

PneuNetV1 outperformed all the other proposed works by
gaining the accuracy of 0.9123 with less training time. This
study proposed a paradigm which is an efficient tool with low
computational cost as this architecture can be easily deployed
on classification system machines and portals for an accurate
result in less time. As training was based on 8544 positive
test of pneumothorax which resulted in an better training
of paradigm for the classification of pneumothorax cases
when compared with all other previous studies. PneuNetV1
is a light weight CNN paradigm which can be easily trained
further on more datasets as per current training report we state
that for training of this paradigm on 16047 CXR images it
took 4349 seconds so this state of the art architecture can also
outperform all the other proposed architectures by training
almost 4 images per second.

In terms of loss of PneuNetV1, the least validation loss
and testing loss were found to be 0.0628 and 0.1742 respec-
tively. These all performance metrics led to high efficacy
score of 5.2370. In terms of F1 score, PneuNetV1 had a
score of 0.9220. So PneuNetV1 was highly balanced in
performance metrics with an efficient training time. Pne-
uNetV1 was trained on 8544 images. PneuNetV1 is a light
weighted paradigm when compared with transfer learning
models. So due to its light weighted nature PneuNetV1 can
be easy retrained on new datasets and can act as a real world
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deployed classification system which can be handled at low
cost maintenance and raining cost. PneuNetV1 was trained
on 8544 pneumothorax cases which helped the model for a
better understanding regarding the pneumothorax region for
better classification. PneuNetV1 can be a feasible tool for
pneumothorax classification by the real world deployment of
this paradigms for clinical purpose which can beneficial for
physicians and medical experts for a quick classification of
pneumothorax patients though Chest X-ray images.

While comparing the size of positive cases in the training
set, images used in other related work are less in number for
training when compared with our dataset. In terms of results,
Chan et al. [15] had less precision and sensitivity than our
proposed work. They did not provide the specificity of their
best model. Li et al. [17] and Taylor et al. [18] provided and
compared their results in terms of Sensitivity and Specificity.
Chan et al. [15] gained the accuracy, precision and sensitiv-
ity of 0.8587, 0.8360 and 0.8740 but results of PneuNetV1
outperformed results of Chan et al. in terms of all perfor-
mance metrics calculated. Li et al. [17] and Taylor et al. [18]
calculated results on the basis of sensitivity and specificity
where Li et al. [17] gained sensitivity and specificity of
1.000 and 0.8250 respectively. Similarly, Taylor at al. [18]
gained sensitivity of 0.8400 and specificity 0.9000 but Pne-
uNetV1 gained highest specificity of 0.9488 among all the
related works. In terms of sensitivity, Li et al. [17] outper-
formed PneuNetV1 but they had less training images and
they also lacked in all other performance metrics. Overall
PneuNetV1 is an optimal architecture for a pneumothorax
classification system as it was evaluated on all the perfor-
mance metrics with Efficacy Score and it also outperformed
all the existing studies. Table 11 shows the comparison of our
work with other related and reported best works. PneuNetV 1
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FIGURE 12. Neural activation of PneuNetV1 (last convolutional layers).

has performed excellently by outperforming all the state-of-
the-art architectures. To the best of our knowledge, we can
claim that the proposed PneuNetV1 is the most efficient
Pneumothorax classification model with low computational
costs.

Neural activation heatmap provides the better insights
regarding the background working of PneuNetV 1. Figure 11,
Figure 12, shows the neural activation of first and last convo-
lutional layers present in PneuNetV 1.

VI. CONCLUSION AND FUTURE WORK

Here, the main focus is to develop a lightweight CNN model
that can classify Pneumothorax from CXR images. Light-
weight CNN signifies less trainable parameters, training, and
inference time. In biomedical image classification, the cor-
rectness of the model is very important. The deep learning-
based proposed PneuNetV1 provides the best performance
over popular SOTA CNN models. It reaches higher accuracy
and achieves better results than the existing methods in this
domain. In this work, an optimal approach for the classi-
fication of pneumothorax is proposed by considering low
computational cost as an important factor where training time
and efficacy ratio are considered for the selection of optimal
architecture. PneuNetV1 is the most optimal architecture for
the classification of Pneumothorax CXR images by gaining
an efficacy score of 5.2370, testing accuracy of 0.9220, and
training time of 4349 seconds (minimum among the fourteen
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used models). Furthermore, it is observed that a light archi-
tecture performs better in less training time when compared
with heavy architectures.

In the future, PneuNetV1 will be compared with other
models such as EfficientNet and MobileNet variants for the
classification task. Classification indicates the detection of
Pneumothorax, but the localization of the infected region of
the lungs is missing. Semantic segmentation can be a possible
solution to pinpoint the area of interest. We have already
started working in the direction of developing a PneuNetV1
encoder-based UNet architecture for efficient semantic
segmentation.
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