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ABSTRACT To accurately understand user information needs and provide better search experiences, various
methods have been proposed to model user search intent from their search logs. Most traditional methods
based on query understanding only consider the similarity between the query and documents while ignoring
the user’s session interaction sequence. Some researchers also adopt neural network-based methods to model
user search intent. However, most neural network-based models mainly focus on the user’s session interaction
sequence without considering the role of topic relevance in modeling user search intent. In this paper,
we propose a novel topicality relevance-aware intent model (TRIM) for web search. TRIM consists of a
topic relevance predictor and a user short-term intent predictor. The topic relevance predictor utilizes the
BERT model to predict the topic relevance between the query and documents. The user short-term search
intent predictor utilizes session context information to predict the user’s short-term search intent. We further
investigate several fusion strategies to integrate the topic relevance and user short-term search intent for user
search intent prediction. We conduct our experiments on two public web search datasets named TianGong-
QRef and TianGong-ST. The experiments show that TRIM outperforms all baselines in the document ranking
task. On TianGong-QRef dataset, TRIM achieves a 15.19% increase over the best-performing baselines
M-Match in terms of Mean Average Precision (MAP). On TianGong-ST dataset, TRIM achieves a 5.77%
increase over the best-performing baselines CARS in terms of MAP. The experimental results indicate the
effectiveness of topic relevance in user search intent modeling.

INDEX TERMS Session search, search intent model, document re-ranking, topic relevance, transformer.

I. INTRODUCTION intents. In order to solve this problem, researchers try to

Search engine is widely used as a common tool to obtain
information from the web. Understanding web search user
behavior can help search engines better understand their
information needs and improve the performance of retrieval
systems. However, according to the four-level theory of infor-
mation needs [1], user information needs are dynamic. For
different users, the same query may represent different search
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model user search intent and re-rank the search results based
on it.

Traditional methods based on query understanding typ-
ically assume that the query represents the user’s original
search intent. Therefore, these methods focus on analyzing
the characteristics of keywords, phrases, and combinations in
queries. Several studies [2], [3], [4], [5] have attempted to
understand the user search intent through query classification,
which may cause some important information loss. When
the user’s query is short, using query classification may have
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a negative impact on search results. To solve this problem,
several studies have attempted to expand the query [6], [7],
[81, [9], [10], [11]. However, they may introduce irrelevant
words to the original query, causing search results to deviate
from the user’s actual intent.

With the emergence of deep learning, researchers focus
on obtaining vector representations of the query and doc-
uments [12], [13], [14], [15]. Specifically, they first obtain
the interactive or individual representations of the query and
documents, then calculate the similarity between the query
and the document through the Multi-Layer Perceptron(MLP).
Finally, re-ranking the search results. The advantage of these
methods is that they can better model the semantics of the
queries. However, at the beginning of the search, most user
search intent are unclear. So, it is difficult to predict the actual
user search intent without considering the user’s session inter-
action sequence.

Recently, some context-aware methods [16], [17], [18],
[19], [20], [21] have been proposed to model user search
intent. They obtain the representation of queries and doc-
uments and then utilize recurrent neural networks [22]
or attention mechanism [23] to model the session pro-
cess. They can better model the changes of user’s search
behavior, but these methods still face long-term depen-
dency. Furthermore, they ignore the role of topical relevance.
To solve this problem, our model aims to utilize the BERT
model to predict the topic relevance. The BERT model
has powerful language representation and feature extraction
capabilities. Previous studies [24], [25] have demonstrated
that the BERT performs well in deep semantic matching
tasks.

To solve the shortcomings of existing methods, we propose
the topicality relevance-aware intent model (TRIM) for web
search. The idea is illustrated in Figure 1. We combine topic
relevance with users’ short-term interests to predict users’
real search intent and re-rank the search results. TRIM con-
sists of a topic relevance predictor and a user short-term intent
predictor. Firstly, We utilize the BERT model to predict the
topic relevance between the query and documents. We input
the vector representation of the query and documents into the
BERT model to obtain the topic relevance score of the query
and documents. Secondly, We use Transformer to model the
current session process. We input the user’s current session
interaction sequence into Transformer to obtain the vector
representation of the users’ short-term search intent. Thirdly,
we further investigate several fusion strategies to integrate
the topic relevance and user short-term search intent for user
search intent prediction. Then, we get the final document
ranking score.

The contributions of this paper can be summarized as
follows:

o We proposed a novel topicality relevance-aware intent
model named TRIM. It models the users’ short-term
search intent and topic relevance with an end-to-end
neural network and re-ranks the search results.
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« TRIM achieves significantly better performance than all
baselines in document ranking by utilizing contextual
and topic relevance information.

« To explore the importance of topic relevance and user
short-term search intent, we further design several fusion
strategies to integrate the topic relevance and user short-
term search intent for user search intent prediction.
Experiment results show that topic relevance and user
short-term search intent have different importance in
predicting user actual search intent.

The rest of the paper is arranged as follows. Related works
are summarized in section II. The proposed method is shown
in section III. We introduce the experimental settings in
section IV, and analyze the results in section V. The conclu-
sion is drawn in section VI.

Il. RELATED WORK

Overall, through an in-depth investigation of existing
research, we divide the study of modeling user search intent
into two research directions: (1) Search intent modeling based
on query understanding. (2)Search intent modeling based on
session sequence.

A. SEARCH INTENT MODELING BASED ON QUERY
UNDERSTANDING

Some works are already trying to understand the query
to model the user search intent. Border systematically
expounded the classification of query keywords, which laid a
solid foundation for the later research on query classification
[2]. Recently, many neural query intent classification models
have been proposed [3], [4], [S]. Specifically, Xu et al. [3]
proposed a hybrid deep neural network model for query intent
classification. They encoded the query representations using
the recurrent and recursive neural networks, respectively.
Wang et al. [4] used a nature network algorithm to classify
different building information-related queries. Yuan et al. [5]
proposed a Multi-granularity Matching Attention Network to
comprehensively extract features from the query and a query-
category interaction matrix. However, query classification
may cause the loss of important information, which could
result in inaccurate predictions of user search intent.

The majority of queries issued by users are short and
ambiguous [26], [27]. In this case, it is necessary to expand
the query. Savitha et al. [6] fused statistical information from
the news corpus and topic diversity of news articles to expand
the query. Wang et al. [7] generated words from local word
embeddings to expand the original query. Alqahtani et al. [8]
proposed a novel approach of hybrid COOT-based Cat and
Mouse Optimization algorithm to select optimal candidate
terms in the automatic query expansion process. The advan-
tage of these methods is that they improve the recall rate of
search engines and the diversity of search results. However,
they lack feedback information from users.

Rocchio et al. [9] used explicit feedback from users to
expand the query. However, it is difficult to obtain active

VOLUME 11, 2023



M. Wang et al.: Topicality Relevance-Aware Intent Model for Web Search

IEEE Access

Current search session

| Query q; | | Query g2 | ---|Queryq¢-1|

A

L r

Clicked

H

Docmneng

Clicked
Documen

=)
Clicked
Document

U

[ Short-term personalized information ]

Topic relevance ranking

oy, Quety g
i by, Document d; 4/ " | Document

!

I Document
reranking

Documents

FIGURE 1. The idea of our paper. When the user issues a query, the search engine will return
a list of results based on relevance. On this basis, the user will choose the most relevant

documents according to their search intent.

feedback from users during retrieval. Thus, some studies
attempt to expand queries through pseudo relevance feed-
back. Specifically, Dev and Balasubramanian [10] utilized
the semantic properties of context phrases that occur within
the top-ranked retrieved documents to generate diversified
query expansions. Nasir et al. [11] used information from a
knowledge base to improve the pseudo-relevance feedback
process and further expand the query. In addition, some of
the pseudo-relevant documents obtained by the user’s initial
search may not be relevant to the user’s query, which leads to
a deviation in understanding the user’s search intent.

With the emergence of deep learning, Most existing models
use deep neural networks to obtain vector representations
of queries and documents. They then re-rank search results
based on the similarity between the query and document
vectors [12], [13], [14]. Specifically, Hu et al. [12] proposed
ARC-I model, which obtains the text representation by two
layers of 1-D convolution network. Then, the MLP is used
to compute their matching score. Compared to the ARC-I
model, the ARC-II model [12] considers the order of words
and interaction information between sentences. It utilizes
2D-convolution network to obtain a global vector represen-
tation. Xiong et al. [13] used the kernel pooling method to
obtain the ranking features on the interaction matrix between
the query and documents. Mitra et al. [14] simultaneously
considered the interactive information and distributed repre-
sentation of queries and documents. Li et al. [15] selected key
blocks of a long document as the input of the BERT model.

However, users usually put forward a series of queries
to solve a search task or multiple similar search tasks [28].
Therefore, the representation of the query and documents
may not be able to encode the user’s actual search intent.
On the basis of considering the representation of queries and
documents, our model utilizes the user’s session behavior
sequence to enhance user search intent. By this, we attempt
accurately model the actual search intent.
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B. SEARCH INTENT MODELING BASED ON SESSION
SEARCH

Some traditional approaches already utilize session context
to infer search intent [29], [30], [31], [32], [33]. Specifi-
cally, Carterette et al. [29] proved that using session data
can improve retrieval effectiveness. Van Gysel et al. [30]
explored the viability of lexical query matching in session
search. They found that specialized models can make bet-
ter use of long session history than naive term weighting
methods.

With the emergence of deep learning, researchers have
focused on designing neural context-aware ranking models
[16], [17], [18], [19], [20], [21]. Specifically, Ahmad et al.
[16], [17] encoded the session contextual information using
RNNSs and attention mechanism. They jointly optimized the
ranking task and the next query prediction task. Cheng et al.
[18] learned user search intent from their long-term and short-
term behavior. They utilized a multi-hop memory network
to infer the users’ long-term search intent. Deng et al. [19]
modeled multi-granularity user feedback information. Zuo
et al. [20] modeled the historical query change in the user’s
current session. Chang et al. [21] molded user latent intent
by a probabilistic modeling approach. They incorporated the
latent intention model into the RNN-based sequential recom-
mendation model.

However, these methods still face long-term dependency.
The appearance of Transformer [23] technology effectively
alleviates this problem. BERT4Rec [34] have proved the
effectiveness of Transformer in sequence problems. Due to
its powerful ability to leveraging contextual information,
we apply it to encode user current session. It is worth men-
tioning that these methods all ignore the role of topical
relevance. Our model attempt to apply the BERT model to
predict the topic relevance between the query and docu-
ments. By this, we aim to predict user search intent more
comprehensively.
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lil. METHOD

In this section, we describe the architecture of TRIM. We first
make a definition of the session search task, and then we
introduce three components in the model: topic relevance
predictor, user short-term intent predictor and fusion layer.

A. PROBLEM DEFINITION

In session search, the search engine retrieves and sorts can-
didate documents according to the query and session context
submitted by the user. The session context contains the user’s
historical queries and the clicks for each query. We assume
that for every query, there is at least one document clicked by
a user. Suppose the given query is g, the search session S is
represented as a sequence of query-clicks documents pairs,
which is defined as: S = [(g1,d1), ..., (g1—1,di—1)]. qi 18
the i-th query in the session and d; is the clicked document
for query g;. The task is to rank the candidate documents in
D, for query g;.

B. TRIM: TOPICALITY RELEVANCE-AWARE INTENT MODEL
The overall structure of TRIM is shown in Figure 2. The
model can be divided into three parts: (1) topic relevance
predictor. We use the BERT model to obtain a topic relevance
score between the query and each candidate document. (2)
user short-term intent predictor. Based on users’ feedback
information within the current session, we use Transformer
to obtain the user’s short-term search intent. Then calculate
the user’s short-term interest relevance score. (3) fusion layer.
We fuse the topic relevance score and the user’s short-term
interest relevance score to calculate the final relevance score
of each candidate document. Then, we re-rank candidate
documents based on their relevance scores.

1) TOPIC RELEVANCE PREDICTOR
Suppose the given query is g;, the set of candidate documents
D; returned for this query can be obtained, which is defined
as: Dy = [dy, da, ..., d;]. To obtain the joint representation
of query and candidate documents, we use the BERT model
(bert-base-chinese) for learning. The BERT model sends
every word in the input text to the token embedding layer to
map each word into a low-dimensional vector space, and then
convert it into a text representation vector. The Embedding
layer consists of the following three parts: 1) Token embed-
ding. It transforms words into unified dimensions. 2) Segment
embedding. It enables the model to distinguish between two
texts. 3) Position embedding. It enables the model to under-
stand the word order of words.

For the current query g;, we combine the query and candi-
date documents as the input of BERT, and the output of BERT
is as follows:

s; = BERT ([CLS1q, [SEP1d, [SEP], ...,
[CLS]q: [SEP]d; [SEP]) (M

where s; refers to the vector representation of CLS.
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We apply a linear layer to calculate the relevance score
from the obtained representation. The relevance score can be
regarded as the aggregation of local relevance information,
and we take the final relevance score as the topic relevance
score O;.

O; = Linear (s;) 2)

2) USER SHORT-TERM INTENT PREDICTOR
In this part, we use Transformer to model the user’s search and
click behavior in the current session. The Transformer layer
contains a Multi-head Self-attention layer and a Position-wise
Feed-forward (FFN) layer.

For the current query ¢; and search session § =
[(g1,d1),...,(qs—1,d:—1)], we join the query with its
clicked documents to obtain their vector representation.

E=Emb(qi®dy) iell,1] 3)

For the current query ¢y, there is no document clicked by the
user, so d; is initialized by zero vector.

The embedding vector E is calculated by multi-head self-
attention. Specifically, It converts E into query vector Q =
EWZ.Q, keyword vector K = EWiK, and value vector V =
EWI-V through WiQ, Wl.K and WiV, respectively. The formula
is as follows.

head; = Attention (EWiQ, EWK, EW,.V) o

Attention (Q, K, V) ft (QKT)V ®)
ention (¢, K, = softmax | ——
vd

H = Concat (head,, . .., heady) wo (6)

where head; represents the i-th self-attention. The final output
is the connection of all heads.

We incorporate Point-wise Feed-Forward Networks (FFN)
to further enhance the model with non-linearity, which is
defined as follows.

Iy =¢ (LN (H + D (FFN (H)))) )

where I; is the output vector of the FFN layer as user’s
short-term search intent. The function ¢(-) is the multilayer
perceptron (MLP) with LeakyRelu(-) as the activation func-
tion. LN(-) is layer normalization to stabilize the output. D(-)
is a dropout layer with 0.1 probability. FEN is a Position-wise
Feed-forward layer.

Finally, we connect the current query g; with the short-
term search intention /; through non-linear transformation,
and apply a sigmod function to generate the user’s short-term
interest relevance score Uy;.

Uy = Sigmoid (di - tanh (WP [qi: 1] + bP)) iell, 1]
(8)

where W” and b are parameters of our model, N is the num-
ber of candidate documents, d; is the i-th candidate document
for query g¢;.
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FIGURE 2. The overall structure of TRIM. TRIM consists of a topic relevance predictor and a user short-term intent predictor. The topic
relevance predictor is used to estimate the topic relevance score O;. The user short-term intent predictor is used to obtain the user
short-term Interest relevance score U;. TRIM integrates O; and U; through a fusion layer to predict users’ search intent.

3) FUSION LAYER

In this part, our task is to fuse the topic relevance score O,
and the user’s short-term interest relevance score U; and re-
rank the documents according to the fused score P;. Suppose
the given query is ¢;. There are 10 candidate documents under
the query. We have formulated the following three integration
strategies:

Strategy 1: When checking search results, users are often
influenced by the position of the results [35], [36]. Users tend
to check the top-ranked documents and ignore the results
with lower rankings. The user’s clicking behavior is usu-
ally complex, often influenced by various factors such as
presentation form and credibility. Therefore, it is difficult
for users to accurately express the document’s relevance
by clicking. To this end, we have formulated the following
strategy.

Firstly, the relevance scores U; and O; are sorted in
descending order, and the descending sorting lists Lu and Lo
of the two relevance scores are obtained. Secondly, we reorder
the candidate documents according to Lu and Lo, and get
the ranking lists L1 and L2 of the candidate documents. The
relevance score of any candidate document is calculated as
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follows.

Luj + Loy,
Loy,

di € {L1, L2t} j k€ (1,2,3)

Py = )
otherwise

€)

where i € {1,2,...,10}, j, k represent the position of the
document d; in the list Lu, Lo, L1 and L2.

Strategy 2: According to the data fusion algorithm Comb-
Sum [37], we add the relevance scores U; and O; to represent
the final relevance score of the document. This strategy holds
that topic relevance and short-term user feedback are equally
important.

P, =U, + 0O, (10)

Strategy 3: We use the linear combination method to
obtain the final relevance score of candidate documents. This
strategy holds that topic relevance and short-term user feed-
back have different importance to document relevance scores.
Therefore, we use a trainable parameter to adjust the weights
of U; and O;.

Pi=mxU,+ (1 —m)* O a1
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TABLE 1. Configuration of TRIM.

Configuration of TRIM

embedding size 64 batch size 1
epoch 16  learningrate  0.05
head number 8 dropout 0.2

Transformer block 1 weight decay 107

We re-rank the candidate documents according to the rel-
evance score P;. To learn the weights and parameters of the
model, we use the binary cross entropy loss function as the
objective function of the model.

i

N
1 _
Lygnk = _N ;Cil()g (Cl) +0=-C) lOg (1 - C)
=
(12)

where N is the number of candidate documents, and C; is the
real label of the i candidate document under the current query
q:. C; is the prediction label.

IV. EXPERIMENT
In this section, we conduct experiments to answer the follow-
ing questions:

RQI1: Compared with baseline models, Does TRIM
achieve the best performance in the document ranking task
on TianGong-QRef and TianGong-ST datasets?

RQ2: What is the effectiveness of the topic relevance pre-
diction component in modeling user intent?

RQ3: What strategy performs best in integrating topic
relevance and users’ short-term feedback?

A. EXPERIMENTAL SETUP

1) IMPLEMENTATION DETAILS

The operating system used is Windows, the GPU is NVIDIA
TITAN V. We train our model with Adam optimizer. We give
detailed model parameters in Table 1.

2) DATASET

We evaluate our proposed method on two public datasets:
TianGong-QRef search logs [38] and Tiangong-ST query
logs [39]. The statistics of the datasets can be found in Table 2.
TianGong-QRef has a longer session length than TianGong-
ST, so the user’s interaction behavior is more complicated
than TianGong-ST. TianGong-ST has a shorter user query,
which is more difficult than a long query in predicting the
user search intent.

o TianGong-QRef': The TianGong-QRef search logs is
a Chinese web search log data set contains the user’s
search behavior log (queries, candid documents, mouse
movements, clicks and scrolling, URLs, timestamps)
and the user’s usefulness evaluation of each search
result.

1 http://www.thuir.cn/tiangong-qref/
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TABLE 2. Statistics of datasets.

Dataset TianGong-QRef  TianGong-ST

Session 2356 147,155

Query 7464 356,252
Average Session Length 3.47 242
Average Query Length 7.73 2.88
Average Click per Query 1.04 0.98
Average Document Length 18.73 8.24
Relevance Judgments 7464 2000

o TianGong-ST?: The Tiangong-ST is collected from a
Chinese commercial search engine contains web search
session data extracted from an 18-day search log. It con-
tains the query text and query identifier. URL, document
identifier, title, and six click-based relevance tags are
given for each document in the result list.

3) EVALUATION METRIC

We use three widely used evaluation measures for document
ranking: Mean Average Precision (MAP), Mean Reciprocal
Ranking (MRR), and Normalized Discounted Cumulative
Gain (NDCG). Defined as follows:

0

where Q represents the number of queries, AveP represents
the average accuracy of each query, and the calculation for-
mula of AveP is as follows:

Doy (P (k) *rel (k))
N

where k represents the ranking position in the search result
list, P (k) represents the accuracy of the first k£ results, and
rel (k) represents whether the documents in the position are
relevant, with correlation being 1 and irrelevance being 0. N
represents the total number of related documents.

MAP = (13)

AveP =

(14)

DCG@k
NDCG@k = — (15)
IDCG@k
K
8i
DCG@K = _ 16
; logr i+ 1) (16)

where g; is the relevance label of the i-th document in the
result list, with relevance of 1 and irrelevance of 0. IDCG@K
rank the retrieved K documents from high to low in relevance
(that is, the most ideal ranking order), and then calculate the
value DCG in this order.

N

1 1
MRR = — 17
N ; rank (i) 17

where N is the number of queries, and rank (i) is the ranking
of the first related document in the retrieval results under the
k-th query.

2http://WWW.thuir.cn/tizmgong-st/
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4) BASELINES
To evaluate the effectiveness of our proposed model TRIM,
we compare it with two kinds of baselines:

(1)Ad-hoc ranking models. These models only use the
information of query and document to get the ranking score.
1) ARC-I [12] obtains the representation of query and
candidate documents through a two-layer one-dimensional
convolutional network. 2) ARC-II [12], it uses a 2-D con-
volution network to obtain the deep features of text on the
interaction matrix between query and candidate documents.
3) KNRM [13], it uses the kernel pooling method to obtain
the ranking features on the interaction matrix between the
query and document. 4) DUET [14], the model integrates
the representation-based method and the interaction-based
method.

(2) Context-aware ranking models. These models attempt
to understand the search intent by modeling session context.
1) M-NSRF [16] and 2) M-Match [16]. The two models
combine current query and session information to solve docu-
ment ranking task. They joint query suggestion and document
ranking tasks. 3) CARS [17]. It introduces the user’s click
and attention mechanism to obtain a better representation of
session context. 4) LostNet [18]. It use hierarchical session-
based attention mechanism and multi-hop memory network
to infer the user’s search intent.

V. RESULTS AND ANALYSIS

A. OVERALL PERFORMANCE COMPARISON

(ANSWER RQ1)

We compared our model with other baseline models on
TianGong-QRef and TianGong-ST datasets, and the results
are shown in Table 3. We can observe:

(1) Compared with all ad-hoc models, our model shows
the best effect on both datasets. Compared with the best
ad-hoc baseline model DUET, our model has significant
improvements in all evaluation metrics. Concretely, for
TianGong-QRef dataset, TRIM outperforms DUET by over
21.5% improvement on MAP, while the improvement per-
centage is 57.6% for TianGong-ST dataset. These results
show the importance of modeling the session context con-
taining the historical behavior of users. However, we find
some session search models perform worse than some ad-
hoc search, e.g. M-NSRF and CARS are worse than DUET
on TianGong-QRef dataset. The reason may be that DUET
combines the two methods of representation-based and inter-
action -based, which is more useful than the user’s context
information on the TianGong-QRef dataset.

(2) Our model shows the best effect compared with all
context-aware Ranking models. Compared with the context-
aware ranking models, our model significantly improved
in all evaluation metrics on both datasets. This proves
the effectiveness of modeling the topic relevance between
the query and documents. Modeling topic relevance can
better understand users’ search intent. Specifically, com-
pared with the best context-aware baseline model CARS on
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TianGong-ST dataset, our models have significant improve-
ments in all evaluation metrics. TRIM outperforms CARS
by over 5.7% improvement on MAP, and on the NDCG@1
Metric, it increased by 9.3%. Compared with the best session
search baseline model M-Match on TianGong-QRef dataset.
TRIM outperforms M-Match by over 15.1% improvement on
MAP, and on the NDCG@1, it increased by 27.0%. In par-
ticular, because TianGong-ST dataset does not contain user
ID information, it can’t obtain the long-term historical infor-
mation of users, so we compare the LostNet model’s variant
LostNet-Short [18] proposed by the author on TianGong-ST
dataset. Compared with the LostNet-short on TianGong-
ST dataset, TRIM outperforms LostNet-short by over 7.8%
improvement on MAP.

(3) In all session search models, the RNN network is
mainly used to process the sequence information of ses-
sion context. Our model is superior to the model using the
RNN network, which shows that Transformer can better learn
the deeper representation of each feature in the behavior
sequence.

B. ABLATION ANALYSIS(ANSWER RQ2)

To prove the influence of topic relevance on the modeling of
users’ search intentions, we conducted ablation experiments
on TianGong-QRef and TianGong-ST datasets. Specifically,
we remove one component at a time for performance com-
parison in the following.

« w/o. TPR. We removed the topic relevance predictor and
only modeled users’ search intent through user short-
term search intent predictor.

« w/o. SFM. We removed the user short-term search intent
predictor and only used topic relevance predictor to
model the user’s search intent.

The experimental results are shown in Table 4 and Table 5,
and we can get the following conclusions through the ablation
analysis:

(1) The introduction of topic relevance predictor can
improve the model’s performance. When the topic relevance
predictor in the model is deleted, model’s performance on
all evaluation metrics will be greatly reduced. Specially, for
TianGong-QRef dataset, the evaluation of MAP and MRR
decreased by over 40% and NDCG@1 metrics decreased
by more than 70%. For TianGong-ST dataset, the evaluation
of MAP and MRR decreased by over 55% and NDCG@1
metrics decreased by more than 70%. By analyzing the model
structure, we can see the importance of topic relevance pre-
dictor in modeling user search intent.

(2) The user short-term search intent predictor effec-
tively models the user’s intention. When the user short-term
search intent predictor is removed, the model’s performance
on all evaluation metrics will be reduced. Specially, for
TianGong-QRef dataset, the MAP and MRR metrics dropped
by over 6%. The NDCG@ 1 metric dropped by over 14%. For
TianGong-ST dataset, the MAP and MRR metrics drop by
over 2%. The NDCG@1 metric dropped by over 3%. These
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TABLE 3. Overall performance of all models on TianGong-QRef and TianGong-ST dataset. The best results are shown in bold.

TianGong-QRef

TianGong-ST

Model Type Model name NDCG NDCG
MAP MRR @1 @3 @5 @10 MAP MRR @1 @3 @5 @10
ARC-I 04656 0.4869 0.3107 04167 04971 0.5884 04641 04977 03116 0.408 0.4795  0.5753
Ad-hoc ARC-II 04687 04941 03164 0.4045 04824 0.6051 04610 0.4876 0.3021 04076 0.4740 0.5716
Ranking Models KNRM 0.4341 0.4501 0.2671 0.3661 0.4404 05700 0.4349 04776 02797 03786 0.4515 0.5533
DUET 04893  0.5102 03310 04370 0.5078 0.6149 0.4651 0.5020 0.3289  0.4097 0.4696 0.5718
M-NSRF 04824 05002 03281 0.4302 04869 0.6134 0.6754 0.6921 0.5591 0.6513  0.6995 0.7601
Context-aware M-Match 0.5161  0.5346 03672 0.4632 0.5444 0.6424  0.6567 0.6729 0.5380 0.6259  0.6784  0.7456
Ranking Models CARS 04800 0.5023 0.3288 0.4298 0.5025 0.6119 0.6932 0.7094 0.5805 0.6717 0.7170  0.7736
LostNet 0.5105 0.5285 03678 0.4551 0.5146  0.6337  0.6801 0.7001  0.5686  0.6549  0.7076  0.7647
TRIM 0.5945 0.6198 0.4667 0.5593 0.6126 0.7010  0.7332 0.7512 0.6348 0.7163  0.7573  0.8046
TABLE 4. Ablation study of TRIM on the TianGong-QRef dataset. TABLE 7. Performances of different fusion strategies on TianGong-ST. The
We sequentially perform the following steps: 1. remove the topic best results are shown in bold. Strategy 1 is to re-rank to obtain
relevance predictor; Il. remove the user short-term search intent relevance scores. Strategy 2 is to add the topic relevance score and the
predictor. The best results are shown in bold. user’s short-term interest relevance score. Strategy 3 is to assign different
weights to the topic relevance score and the user’s short-term interest
NDCG relevance score.
Model MAP MRR @1 @3 @5 @10
Tw/o. TPR 03278 03406 0.1363 02474 03249 04913 Method  MAP  MRR NDCG
Mw/o.SFM 05584 05781 04013 05119 05792  0.6717 @1 @3 @5 @10
TRIM 0.5945 0.6198 0.4667 0.5593 0.6126 0.7010 strategyl ~ 0.7301  0.7504  0.6262  0.7165 0.7300  0.8000
strategy2 07212 0.7379  0.6187  0.7015  0.7460  0.7950
strategy3  0.7332  0.7512  0.6348  0.7163  0.7573  0.8046
TABLE 5. Ablation study of TRIM on the TianGong-ST dataset.
We sequentially perform the following steps: 1. remove the topic
relevance predictor; Il. remove the user short-term search intent
predictor. The best results are shown in bold. short-term feedback have different influences on modeling
user search intent.
Model MAP MRR NDCG
@1 @3 @5 @10
I w/o.TPR 0.3213  0.3322  0.1272 0.2380  0.3240  0.4852
Iw/o.SEM  0.7157 0.7334 0.6153  0.6929 0.7382  0.7910 VI. C.ONCLUSION . . .
TRIM 0.7332  0.7512  0.6348 0.7163  0.7573  0.8046 In this paper, we propose a toplcahty relevance-aware intent

TABLE 6. Performances of different fusion strategies on TianGong-QRef.
The best results are shown in bold. Strategy 1 is to re-rank to obtain
relevance scores. Strategy 2 is to add the topic relevance score and the
user’s short-term interest relevance score. Strategy 3 is to assign different
weights to the topic relevance score and the user’s short-term interest
relevance score.

NDCG
Method MAP MRR o1 @3 @5 @10
strategyl  0.5684  0.5901 0.4290 0.5269 0.5878  0.6803
strategy2  0.5765  0.5995  0.4401 0.5366 0.5978  0.6867
strategy3  0.5945  0.6198  0.4667 0.5593 0.6126  0.7010

results show the effectiveness of the user’s short-term intent
modeling. We should consider both topic relevance and users’
short-term feedback.

C. COMPARISON OF FUSION LAYER STRATEGIES
(ANSWER RQ3)

We study the influence of different fusion strategies on the
experimental results. The fusion strategy is described in
section III. The performance of different fusion strategies
on TianGong-QRef and TianGong-ST is shown in Table 6
and Table 7, respectively. From Table 6 and Table 7, we can
observe that strategy 3 can achieve the best results in the
fusion layer. The result of using strategy 2 is worse than
strategy 3. This shows that the topic relevance and the users’
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model (TRIM) for web search. TRIM consists of a topic
relevance predictor and a users’ short-term intent predictor.
We further investigate the performances of several fusion
strategies which integrate topic relevance and user short-term
intent for user actual search intent prediction.

We conduct extensive experiments on two open Web search
datasets. We can find that: 1) TRIM significantly outperforms
all baselines on the document ranking task. On TianGong-
QRef dataset, TRIM achieves a 15.19% increase over
the best-performing baselines M-Match in terms of MAP.
On TianGong-ST dataset, TRIM achieves a 5.77% increase
over the best performing baselines CARS in terms of MAP.
2) The ablation experiment indicates the effectiveness of topic
relevance information in modeling user search intent. 3) The
fusion strategy 3 has the best overall performance among
all the fusion strategies. The reason is that using a learnable
method to assign weights is more flexible than manually
assigning them.

Modeling user search intent is a challenging task due
to the complex and dynamic nature of user search intent.
We combine topic relevance and users’ short-term intent in
modeling user search intent. However, our work only con-
siders the current session information of users. Compared
with the user’s current session information, the longer-term
session information contains the user’s more stable interests.
In future work, we plan to apply user’s long-term sessions
so as to enhance the current session search. Also, External
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domain knowledge can supplement the information learned
by the model. So, we would like to integrate external domain
knowledge to further improve the performance of TRIM.
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