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ABSTRACT Reactive project scheduling is an important branch of project scheduling under uncertainty. This
paper proposes a resource-constrained multi-project reactive scheduling problem (RCMPRSP) with new
project arrival to minimize the adjustment cost of the baseline schedule while achieving the deterministic
multi-project scheduling goal. Although the RCMPRSP aims to minimize the adjustment cost, it adds a
constraint to ensure that the reactive schedule is one of the schedules with shortest possible make-span after
new project arrival. Therefore, the make-span and cost can both be optimized during when the multi-project
schedule must be reactive scheduled due to new project arrival. Therefore, this scheduling problem has two
stages. In the first stage, the shortest make-span is obtained by fully rescheduling the multi-project after new
project arrival. If the new project has a higher priority, the new project will be prioritized for implementation.
Otherwise, the new project will be delayed. In the second stage, the multi-project is rescheduled to minimize
the adjustment cost of the baseline schedule after new project arrival. The exact solution is implemented on
IBM ILOGCPLEXOptimization Studio. It is found in the experiments that the CPLEX execution efficiency
is acceptable for activity numbers below 80. The results of computational experiments demonstrate that the
proposed method has distinct advantages over existing methods.

INDEX TERMS Project scheduling, reactive scheduling, resource-constrained multi-project scheduling,
new project arrival, uncertainty.

I. INTRODUCTION
The resource-constrained multi-project scheduling problem
(RCMPSP) combines multiple independent projects into a
large project and all projects are scheduled uniformly based
on common goals and same available resources of all the
projects by the multi-project manager [1], [2], [3]. The tradi-
tional RCMPSP is a deterministic project scheduling problem
that assumes that all project parameters are known during
the planning phase and will not change during the execution
of multi-project [4], [5]. However, this assumption is often
in direct conflict with the reality that all the parameters
that define a project may change during the implementation
phase [6]. Consequently, many researchers in the past few
decades have devoted themselves to establishing models or
developing algorithms for project scheduling problems under
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uncertainty [4]. For review papers on project scheduling
under uncertainty, we refer to Herroelen and Leus [5] and
Hazır and Ulusoy [4].

Reactive project scheduling refers to modifying or
re-optimizing the baseline schedule when it becomes no
longer feasible or optimal after the unanticipated distur-
bance events occur during project execution [4], [5], [7],
[8]. The disturbance event commonly occurs when activ-
ity durations, resource requirements, and availabilities vary
during the implementation of projects. Another disturbance
event is the new project arrival. For example, in mass cus-
tomization production, the emergence of a new customer
will lead to a new project, which should be inserted into
the running multiple projects and disrupts the schedules of
the running multiple projects. Other than the variation of
activity duration or resources, the new project arrival will
change the network structure of the multi-project, causing the
baseline schedule formulated during the planning phase to
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become no longer optimal [9]. In this case, reactive measures
are necessary [7], [8]. In many situations, project man-
agers require the reactive schedule to be optimal in the new
project execution environment [10]. Given this prerequisite,
they hope that the deviation between the reactive schedule
and the baseline schedule is as small as possible because
a large deviation from the baseline schedule may lead to
significant adjustments in personnel, equipment, and mate-
rials [8]. These adjustments result in undesirable side-effects,
such as having to change agreements with subcontractors,
accumulating inventory costs, and coping with employee
malcontent [8].

The reactive single-project scheduling problem has been
well studied by researchers. However, there is little research
on reactive multi-project scheduling, and to our knowl-
edge, there are only two studies on reactive multi-project
scheduling problems [11], [12]. In these two reactive multi-
project papers, the scheduling situation is similar to that of
a single-project when a disruption interruption event occurs.
All of them use tardiness penalty and adjustment cost as
scheduling objectives, construct and solve the problemmodel
with precedence constraints and resource constraints, but do
not consider the new project arrival. Therefore, the majority
of research is directed at reactive single-project scheduling
[4], [5], [8], [13], [14], [15]. However, the new project arrival
is a special situation, in which many activities should be
inserted into the multi-project schedule. To the best of our
knowledge, literature on reactive multi-project scheduling
that considers new project arrival has not been reported so
far, although new project arrival occurs frequently during
multi-project execution. Furthermore, the existing reactive
multi-project scheduling methods only focus on the adjust-
ment cost of the baseline schedule and cannot guarantee
that the reactive schedule is still optimal in the new project
execution environment [8], [11], [13], [16], [17].

New project arrival increases the number of activities in
the multi-project, each of which has resource requirements.
Since the network of the multi-project is changed, new
project arrival causes more serious disruption than the vari-
ation of activity duration, resource requirement, or resource
availability. The new project can be started before all the
running projects in the multi-project are finished. However,
the new multi-project schedule is no longer an optimal
schedule since the make-span of the new multi-project is
prolonged and the resources may be fully utilized. The orig-
inal optimal baseline schedule typically becomes suboptimal
in the new project execution environment when the new
project started directly [9]. In many cases, project man-
agers prioritize minimizing the sum of tardiness penalty of
each project over minimizing the adjustment cost of the
baseline schedule [4]. Consequently, this paper proposes a
resource-constrained multi-project reactive scheduling prob-
lem (RCMPRSP) with new project arrival, where the adjust-
ment cost of the baseline schedule is minimized on the
premise of minimizing the sum of tardiness penalty of each
project.

The structure of the paper is as follows. In Section II,
we briefly review the literature on multi-project schedul-
ing under uncertainty and reactive project scheduling. The
RCMPRSP with new project arrival proposed in this paper
is described in Section III. In Section IV, the mathematical
models of the multi-project full rescheduling (FR) problem
and the proposed multi-project reactive scheduling problem
are established and illustrated. The solution to the proposed
problem is described in Section V. In Section VI, the exper-
imental scheme and experimental results and analysis are
discussed.We provide overall conclusions in the final section.

II. LITERATURE REVIEW
A. MULTI-PROJECT SCHEDULING UNDER UNCERTAINTY
Reactive scheduling, proactive scheduling, stochastic
scheduling, and fuzzy scheduling are four standard project
scheduling methods under uncertainty [4], [5]. The defini-
tions and characteristics of these four schedulingmethods can
be found in Herroelen and Leus [5] and Hazır and Ulusoy [4].
The current research on project scheduling under uncertainty
focuses on single-project problems [4], [5], [8], [13], [14],
[15], [17]. For reviews of single-project scheduling under
uncertainty, we refer to Herroelen and Leus [5] and Hazır
and Ulusoy [4].

However, the literature on multi-project scheduling under
uncertainty is scarce [4]. To the best of our knowledge, there
is only one study on purely reactive multi-project schedul-
ing by Wang et al. [12], where a dual population genetic
algorithm was proposed to solve the reactive multi-project
scheduling problemwith the goal of minimizing the deviation
between the new scheduling scheme and the baseline sched-
ule. Likewise, the literature on fuzzymulti-project scheduling
and proactivemulti-project scheduling is scarce. Hu et al. [18]
proposed an outer-inner fuzzy cellular automata algorithm
for dynamic uncertainty multi-project scheduling problem;
Wang et al. [11] designed a genetic simulated annealing
algorithm to address the proposed proactive-reactive multi-
project scheduling problem; Afruzi et al. [19] solved the
proposed proactive multi-project scheduling problem with a
scenario-relaxation algorithm.

Compared with these three multi-project scheduling meth-
ods under uncertainty, more literature exists on stochastic
multi-project scheduling. In the field of stochastic multi-
project scheduling, Wang et al. [20], Chen et al. [9], and
Liu and Xu [21] designed a strategy approximation method,
a heuristic hybrid method, and a heuristic algorithm, respec-
tively, with multiple priority rules to solve their pro-
posed problems. Wang et al. [22] and Satic et al. [23]
explored the performance of several priority rules and several
scheduling policies, respectively. Both Wang et al. [22] and
Satic et al. [23] established a Markov decision process for
the stochastic RCMPSP. However, only Chen et al. [9] and
Satic et al. [23] considered the new project arrival, a common
disruption event during multi-project execution. Burdett and
Kozan et al. [24] conducted a similar study in the field of
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railway scheduling, where they considered the competition
for railway infrastructure between new services and existing
services.

From the above existing research, in terms of coping with
the uncertainty of activity duration and resource, there is
little difference between solving multi-project problems and
solving single-project problems for the above four project
scheduling methods under uncertainty a major reason for the
lack of research on uncertain multi-project scheduling [4],
[5]. Unlike the uncertainty of activity duration and resource,
new project arrival usually only occurs during multi-project
execution and hardly occurs in single-project scheduling
problems [9], [23]. Consequently, in recent years, the study of
uncertainmulti-project scheduling problemswith new project
arrival has become an important research topic. Although
similar research has been reported in railway scheduling
field [24], literature on reactive multi-project scheduling that
considers new project arrival has not been reported so far.

B. REACTIVE PROJECT SCHEDULING
Reactive project scheduling refers to the process of adjust-
ing the baseline schedule to minimize the breakage of the
baseline schedule caused by unanticipated disruption events
during project execution [4], [5], [7], [8]. With the schedul-
ing objective as the classification criteria, reactive project
scheduling methods can be divided into two categories [4],
[5]. One is the full rescheduling (FR)methodwith a determin-
istic project scheduling goal as the objective [5], [25], [26],
[27], and the other is the general reactive scheduling method
to minimize the adjustment cost of the baseline schedule [4],
[7], [8], [13], [15]. The latter is the most common in the
reactive project scheduling literature [7], [8], [13], [14], [15],
[17], [25], [26]. There are few studies on FR [10], [27]
because the FR method closely resembles the deterministic
project scheduling method [5], [27].

Generally, the goal of reactive project scheduling is to
minimize the deviation between the reactive schedule and the
baseline schedule [4], [5], [8], [13], [14], [15], [17], usually
measured by the adjustment cost of the baseline schedule
[8], [11], [13], [16], [17]. Most reactive project scheduling
problems attempt to minimize the adjustment cost of the
baseline schedule [8], [11], [13], [16], [17]. Many studies
regard the cost of changing the activity starting time caused
by reactive scheduling as an important part of the adjustment
cost of the baseline schedule [15], [16], [28], [29], [30].
The cost of changing the activity starting time, is usually
expressed by the total weighted deviation of the activity
starting time between the reactive schedule and the baseline
schedule,

∑
i∈N wi · |Si − si|, where wi is the cost incurred

when decreasing or increasing the starting time of an activity
i ∈ N by one time unit, and si and Si represent the baseline
starting time and the reactive starting time of an activity
i ∈ N , respectively [16], [29], [30]. Van de Vonder et al. [15],
Deblaere et al. [28], Lambrechts et al. [29], Zheng et al. [30]

and Ning et al. [16] modeled the reactive project scheduling
problem to minimize the total weighted deviation of the
activity starting time. Similarly, the reactive project schedul-
ing problem proposed by Chakrabortty et al. [7], [13], [14]
attempts tominimize the total weighted deviation of the activ-
ity finishing time. The objectives of Suwa and Morita [17],
Deblaere et al. [8] and Kuster et al. [26] were minimizing
the sum of activity delay time, minimizing the sum of mode
switching cost and the cost of delaying the activity starting
time, and minimizing a weighted sum of overall process
tardiness, activity execution costs and the number of sched-
ule modifications, respectively. All of these reactive project
scheduling problems are single-objective problems. Except
for these single-objective problems, there are very few studies
which proposed dual-objective reactive project scheduling
problems, such as Elloumi et al. [25] and Zaman et al. [31].
Both of these studies proposed a dual-objective reactive
scheduling problem for MRCPSP. The first goal of these two
studies is to minimize the project makespan. The second goal
of Elloumi et al. [25] is to maximize schedule stability, and
the second goal of Zaman et al. [31] is to minimize the repair
cost for the disrupted resources.

In terms of constraints, most reactive project scheduling
problems only consider precedence constraints and resource
constraints [11], [15], [16], [25], [26], [29], [30], [31]. Based
on these two constraints, several reactive project scheduling
problems limit the reactive starting time of some activities [7],
[8], [13], [14], [17]. There are two common restrictions
on the activity starting time: one requires that no activity
can be started before its baseline starting time [8], [17],
and the other limits the activity starting time to the recov-
ery time window [7], [13]. By connecting the objectives
of the existing reactive project scheduling problems with
their constraints, it can be found that the existing reactive
project scheduling method ignores the optimal achievement
of deterministic project scheduling goals when adjusting the
baseline schedule. Consequently, it cannot guarantee that the
reactive schedule is still optimal in the new project execution
environment.

Reactive project scheduling problems can be classified
under the resource-constrained project scheduling problem
(RCPSP), which is NP-hard [14]. Developing algorithms
for solving such problems is an important research direc-
tion in the field of reactive project scheduling [4]. For
reactive single-project scheduling problems, many heuris-
tic algorithms [8], [15], [25], [28], [30], [31], [32] and
meta-heuristic algorithms [14], [16], [33], [34] have been
developed. However, the literature on exact algorithms for the
reactive single-project scheduling problem is scarce. To the
best of our knowledge, only Deblaere et al. [8] proposed and
evaluated a number of dedicated exact reactive scheduling
procedures for repairing a disrupted schedule. For heuristic
algorithms, Van de Vonder et al. [15] described new heuristic
reactive project scheduling procedures; Deblaere et al. [28]
proposed three integer programming-based heuristics and
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one constructive procedure for resource allocation; Deblaere
et al. [8] proposed a tabu search heuristic; Elloumi et al.
[25] proposed an Evolutionary Algorithm and a new reac-
tive multi-objective heuristic; Zheng et al. [30] developed
three heuristic algorithms, including TS, VNS, and VNTS;
Zhao et al. [32] developed a heuristic algorithm based on
priority rules; Zaman et al. [31] employed a new E-HA. For
meta-heuristic algorithms, Ge and Xu [35] proposed a soft-
ware project staffing model considering dynamic elements
of staff productivity with a Genetic Algorithm(GA) and Hill
Climbing (HC) based optimizer; Ning et al. [16] proposed
two hybrid algorithms, Tabu-SA and VNTS; Zhang et al.
[34] proposed a novel generic rescheduling strategy based
on adaptive ant colony optimization algorithm; Chakrabortty
et al. [14] developed an enhanced iterated greedy approach;
Rahman et al. [33] developed an advanced metaheuristic
based approaches called IGFBIS and IGFBID.

Although sufficient research has been conducted on the
models and algorithms of reactive project scheduling prob-
lems, the majority of research is directed at reactive single-
project scheduling [5], [6], [15], [36], [37]. The literature on
reactive multi-project scheduling, however, is scarce. To the
best of our knowledge, there are only two studies on reactive
multi-project scheduling problems [11], [12]. Wang et al.
[11] developed a genetic simulated annealing algorithm to
solve the proposed reactive multi-project scheduling problem
to minimize the total cost of delaying activity starting time.
A reactive multi-project scheduling problem to minimize the
sum of the duration deviation and cost deviation, along with a
dual-population genetic algorithm, was proposed by Wang et
al. [12]. Moreover, to the best of our knowledge, literature
on developing exact algorithms for reactive multi-project
scheduling problems has not been reported so far.

Many reactive project scheduling problems assume that
the activity duration or resource availability follows a cer-
tain probability distribution, which are usually classified
as stochastic project scheduling problems. In classic reac-
tive project scheduling problems, the duration and resources
are deterministic before or after the interruptions. The
problem presented in this work is a variant of the clas-
sic reactive project scheduling problems. Comparison of
the most representative studies on the classic reactive
project scheduling problems and this work are listed in
Table 1.

The existing reactive project scheduling problems only
consider the adjustment cost of the baseline schedule,
ignoring the optimal achievement of deterministic project
scheduling goals. Consequently, they cannot achieve the
reactive schedule minimizing the tardiness penalty of the
multi-project after a new project arrives. Furthermore, the
existing research on reactive project scheduling focuses
on single-project problems, and the literature on reactive
multi-project scheduling is scarce. The RCMPRSP pro-
posed in this paper aims to cope with the arrival of new
projects, a common disruption event during multi-project
execution to minimize the adjustment cost of the baseline

schedule and minimizing the sum of tardiness penalty of
each project. Accordingly, the proposed RCMPRSPwith new
project arrival has obvious practical and theoretical research
significance.

III. NOMENCLATURE AND PROBLEM DESCRIPTION
A. NOMENCLATURE
Sets
Q Set of existing projects before new

project arrival.
Jp Set of all activities of project p.
Pp,j Set of all immediate predecessors of

activity pj.
K Set of all renewable resource types.
At Set of all activities being executed at

time instant t .
Q̃ Set of existing projects after new

project arrival.
Uq Set of all activities that have not started

to execute at time instant q.

Parameters
p Serial number of projects.
Dp Completion deadline of project p.
Mp Actual completion date of project p.
cp Tardiness penalty of project p per unit time.
pj The jth activity in project p.
dp,j Duration of activity pj.
ωp,j Cost incurred when decreasing or increasing

the starting time of activity pj
by one time unit.

k Serial number of the renewable
resource type.

Rk Per-period availability of the
renewable resource type k, k ∈ K .

rp,j,k Per-period requirement of activity pj for the
renewable resource type k, k ∈ K .

T Upper bound of the multi-project makespan
before new project arrival.

Sb Baseline schedule.
sbp,j Baseline starting time of activity

pj, p ∈ Q, j ∈ Jp.
q Time instant of the multi-project reactive

scheduling after new project arrival.
δq Optimal value of the sum of tardiness

penalty of each project (including newly
arrived projects) which can be achieved in
the new project execution environment
at time instant q.

Sq Reactive schedule determined at time
instant q.

sqp,j Reactive starting time of activity pj,
p ∈ Q̃, j ∈ Jp.

f qp,j Reactive finishing time of activity pj,
p ∈ Q̃, j ∈ Jp.
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TABLE 1. Comparisons of representative reactive project scheduling problems.

B. PROBLEM DESCRIPTION
RCMPSP involves several parallel projects and a shared
resource pool containing several types of renewable resources
with limited availability. There is no precedence relationship
between projects and no precedence relationship between
activities from different projects. Consequently, competition
for limited shared resources is the only link between these
projects [1], [2], [3]. Furthermore, it is assumed that all
projects are scheduled uniformly in a centralized environ-
ment. In the study of classic reactive project scheduling
problems, it is usually assumed that the durations of activities
are deterministic before and after unexpected disturbances.
This work follows this assumption that the completed activ-
ities will be executed according to the baseline schedule
without deviation before the new project arrival. This assump-
tion is reasonable for projects with high levels of certainty,
such as manufacturing projects.

The set of existing projects during the planning phase is
represented by Q. This set contains |Q| independent projects,
and all projects are numbered from 1 to |Q|. The set of
all activities of project p is denoted as Jp, and all activi-
ties of project p are numbered from 1 to |Jp|. All activities
have only one execution mode. The project tardiness penalty
shall be paid when Mp is later than Dp. All activities are
non-preemptive (i.e., they cannot be interrupted when in
progress). Non-renewable resources are not considered in this
paper; only renewable resources are considered.

The traditional RCMPSP assumes that all project parame-
ters are known in advance and fixed. Its goal is to determine
a baseline schedule Sb during the planning phase, sat-
isfying the precedence relations and resource constraints
while minimizing the sum of tardiness penalty of each
project [38]. The baseline schedule Sb = (sb1,1,s

b
1,2,. . .,s

b
1,|J1|

;
sb2,1,s

b
2,2,. . .,s

b
2,|J2|

;. . .; sb
|Q|,1,s

b
|Q|,2,. . .,s

b
|Q|,|J|Q||

),
where sbp,j,p ∈ Q,j ∈ Jp represents the baseline starting time
of activity pj.

q is the time instant of the multi-project reactive scheduling
after new project arrival, namely the time instant of adjusting
the baseline schedule, referred to as the adjustment time
instant. The set of existing projects after new project arrival
is represented by Q̃, containing |Q̃| independent projects. The
reactive schedule determined at time instant q is denoted
as Sq. Sq= (sq1,1, s

q
1,2, . . . , sq1,|J1|; s

q
2,1, s

q
2,2, −, sq2,|J2|; . . . ;

sq
|Q̃|,1

, sq
|Q̃|,2

, . . . ,sq
|Q̃|,|J

|Q̃|
|
), where sqp,j,p ∈ Q̃, j ∈ Jp, repre-

sents the reactive starting time of activity pj. Uq is the set of
all activities that have not started to execute at time instant q.
The reactive starting time of activity pj /∈ Uq should be the
same as its baseline starting time, that is, sqp,j=s

b
p,j, because

activity pj /∈ Uq has started to execute at time instant q
under the assumption that all activities are non-preemptive.
However, the reactive starting time of activity pj ∈ Uq must
be determined in real-time according to changes in the project
execution environment because activity pj ∈ Uq has not
started to execute at time instant q.
Under the assumption that other project parameters remain

unchanged, the problem to be solved in this paper is how
to adjust the baseline schedule to obtain a new scheduling
scheme after new project arrival. The new scheduling scheme
can guarantee that (1) the precedence constraints and resource
constraints are satisfied, (2) the minimum of the sum of
tardiness penalty of each project that can be achieved after
new project arrival is achieved, and (3) based on (1) and
(2), the deviation from the baseline schedule is minimized as
much as possible. Of these, (2) has not received attention in
the existing research on RCMPRSP.

IV. MATHEMATICAL MODELS
A. MODEL OF MULTI-PROJECT FR PROBLEM
When the baseline schedule cannot be implemented due to
unanticipated events, the project manager may reschedule the
activities that have not been started or completed according
to the original goals of the baseline schedule, commonly
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called the tardiness penalty of projects. The goal of the
multi-project FR problem in this paper is to formulate an
FR schedule satisfying the precedence relations and resource
constraints while minimizing the sum of tardiness penalty
of each project (including newly arrived projects) after the
unanticipated disruption events occur during multi-project
execution. The mathematical model of the multi-project FR
problem, denoted by M1 can be written as follows:

M1 : Min TP =

∑∣∣∣Q̃∣∣∣
p=1

cp · max{Mp − Dp, 0} (1)

s.t. Mp = max
j∈Jp

{sqp,j + dp,j}, p ∈ Q̃ (2)

sqp,j = sbp,j, pj /∈ Uq (3)

sqp,j ≥ q, pj ∈ Uq (4)

sqp,z + dp,z = f qp,z, p ∈ Q̃, z ∈ Jp (5)

f qp,z ≤ sqp,j, pz ∈ Pp,j, p ∈ Q̃, j ∈ Jp (6)∑
pj∈At

rp,j,k ≤ Rk , k ∈ K , t = 1, 2, . . . ,T (7)

sqp,j is non− negative integer,p ∈ Q̃, j ∈ Jp (8)

The objective (Eq. (1)) is to minimize the sum of tar-
diness penalty of each project (including newly arrived
projects),denoted by TP. Eq. (2) is the calculation formula
of Mp indicating that the actual completion date of project p
equals the maximum of the actual finishing time of activities
of project p. Regardless of the status of the other projects, it is
sufficient to find the maximum of the actual finishing time of
activities of project p. Each activity in each project releases
the assigned resources as soon as completed. In other words,
completed projects release resources to subsequent projects,
driving them forward and then generating a complete reactive
schedule. Constraint (3) indicates that the starting time of
activity pj /∈ Uq should be the same as its baseline starting
time because activity pj /∈ Uq has started to execute at time
instant q under the assumption that all activities are non-
preemptive. Constraint (4) ensures that the starting time of
activity pj ∈ Uq shall not be earlier than time instant q
because activity pj ∈ Uq has not started to execute at time
instant q. Constraint (5) represents duration constraints on
the activity, where the activity start time plus the activity
duration equals the activity end time, with no extra time for
the activity to be interrupted from start to finish, ensuring
that the activity is not preempted. Constraint (6) represents
precedence constraints between the activities within each
project—all predecessors must finish before an activity can
start. Constraint (7) represents renewable resource constraints
of the multi-project before or after the new project arrives—
the usage of any type of renewable resource at any time instant
cannot exceed its availability. Constraint (8) identifies the
value range of the decision variable sqp,j.

The mathematical model of the traditional RCMPSP can
be obtained by setting the value of q in the model represented
by Eqs. (1)-(8) to 0 and replacing Q̃ with Q. The goal of

the traditional RCMPSP is to determine a baseline schedule
Sb during the planning phase that satisfies the precedence
relations and resource constraints while minimizing the sum
of tardiness penalty of each project.

Therefore, the model represented by Eqs. (1)-(8) has two
purposes: (1) it can be used to determine a baseline schedule
and (2) it can be used to formulate an FR schedule to obtain
the optimal value of the deterministic multi-project schedul-
ing goal (i.e., minimizing the sum of tardiness penalty of each
project) achievable after new project arrival.

Obviously, the impact of the new project arrival on the orig-
inal multi-project depends on the priority of the new project.
If the new project has a higher priority, the model M1 will
prioritize the new project to ensure the overall optimization
of the new multi-project. Otherwise, the new project will
be delayed. Of course, the priority of project activities is
determined by the tardiness penalty per unit time, such as
objective function 1.

B. MODEL OF PROPOSED MULTI-PROJECT REACTIVE
SCHEDULING PROBLEM
When the baseline schedule cannot be executed due to unex-
pected events, a more common practice is to adjust the
baseline schedule with the lowest cost, which is the most
commonly used goal of reactive project scheduling. How-
ever, in most cases, the project manager needs to make a
better schedule to minimize both the tardiness penalty of the
multi-project and the adjustment cost of the baseline schedule
in reactive scheduling.Similar to the existing RCMPRSPs,
the RCMPRSP proposed in this paper also aims to minimize
the adjustment cost of the baseline schedule. The cost of
reactive scheduling is directly caused by the changes of per-
sonnel, equipment or materials when adjusting the baseline
schedule. Each activity is different from others, and thus it
is too complicated to consider the particular cost of each
activity when adjusting activities. Therefore, the adjustment
cost is simplified by a parameterωp,j, which is the adjustment
cost per unit time for activity j of project p. ωp,j represents
the all possible adjustment cost, including the changes of
personnel, equipment and so on. The value of ωp,j depends
on the specific situation in actual production. The value
of ωp,j varies greatly in different environments and is rea-
sonably taken by the project manager after judgment and
analysis. For example, if the equipment used in the activity
is more complex to start up, then the adjustment of the
activity will be more costly, and in this case, a higher value
of ωp,j should be taken for the activity. Unlike the existing
RCMPRSPs, the proposed RCMPRSP prioritizes achieving
minimized tardiness penalty of multiple projects,and takes
the minimized tardiness penalty as a constraint to further
minimize the adjust cost of the baseline schedule. In other
words, the proposed RCMPRSP minimizes the adjustment
cost of the baseline schedule on the premise that the sum
of tardiness penalty of each project (including newly arrived
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projects) has been minimized. The mathematical model of
the proposed RCMPRSP, denoted by M2, can be written as
follows:

M2 : Min AC =

∑|Q|

p=1

∑|Jp|

j=1
ωp,j ·

∣∣∣sqp,j − sbp,j
∣∣∣ (9)

s.t.
∑∣∣∣Q̃∣∣∣

p=1
cp · max{Mp − Dp, 0} = TP (10)

Constraints (2) − (8) of M1

The objective (Eq. (9)) is to minimize the total weighted
deviation of the starting time of activities between the reac-
tive schedule and the baseline schedule (i.e., minimizing the
adjustment cost of the baseline schedule), denoted by AC.
Compared to the existing research, constraint (10) is a distinct
improvement, which requires the tardiness penalty to be the
lowest while minimizing the adjustment cost of the baseline
schedule. Constraint (10) ensures that the reactive schedule
Sq is one of optimal scheduling schemes in the new project
execution environment by requiring that the sum of tardiness
penalty of each project (including newly arrived projects) of
the reactive schedule Sq must be equal to TP, the optimal
value of the sum of tardiness penalty of each project after
new project arrival.

Multiple iterations of reactive scheduling may be required
during multi-project execution because new project arrival
may occur multiple times. In this paper, each iteration
of reactive scheduling is based on the result of the last
reactive scheduling (except for the first time). Accord-
ingly, the scheduling scheme formulated by the last reac-
tive scheduling is regarded as the baseline schedule of
each iteration of reactive scheduling (except for the first
time).

C. BI-OBJECTIVE MULTI-PROJECT REACTIVE SCHEDULING
PROBLEM
The model of the multi-project FR problem minimizes the
tardiness penalty of the multi-project, and the model of the
proposed multi-project reactive scheduling problem further
optimizes the adjustment cost of the baseline schedule on
the premise of the result of the multi-project FR problem.
However, this multi-project reactive scheduling problem can
only achieve a unique solution. Based on the above research,
a bi-objective model can be constructed to balance tardiness
penalty and adjustment cost comprehensively, so as to obtain
the Pareto front of reactive scheduling and provide more
powerful decision support for project managers.

Based on Section IV-A and Section IV-B, we can eas-
ily construct a bi-objective model. The two optimization
objectives correspond to M1 and M2, respectively, and the
constraints are the same as the constraints (2) - (8) of M1.
The model, denoted by M3, can be formulated as:

M3 : MinAC

MinTP

s.t.Constraints (2) − (8) of M1

V. SOLUTION APPROACH
A. SOLUTION OF THE SINGLE-OBJECTIVE VERSION OF
THE PROPOSED PROBLEM
A solution to the proposed RCMPRSP is designed according
to the characteristics of the problem. The main feature of
this solution is to divide the problem-solving process into
two stages. In the first stage, problem model 4.1 is called,
indicating that the multi-project is fully rescheduled to obtain
the optimal value of the deterministic multi-project schedul-
ing goal (i.e., minimizing the sum of tardiness penalty of
each project) achievable in the new multi-project execution
environment. In the second stage, problem model 4.2 is
called. Consequently, a new optimal scheduling scheme is
formulated as the reactive schedule by taking the optimal
achievement of the deterministic multi-project scheduling
goal as the constraint and minimizing the adjustment cost of
the baseline schedule as the objective. The solution procedure
is as follows:

Step 1. During the planning phase, an optimal scheduling
scheme (i.e., achieving theminimum sum of tardiness penalty
of each project) satisfying precedence relations and resource
constraints is given as the baseline schedule Sb.

Step 2. During the implementation phase, after the arrival
of new projects, Uq can be obtained by judging which activi-
ties have begun to execute at time instant q. It is required that
the starting time of activity pj /∈ Uq should be the same as its
baseline starting time and the starting time of activity pj ∈ Uq

shall not be earlier than time instant q.
Step 3. Problem model 4.1 is called to fully reschedule the

multi-project. In this step, an FR schedule is formulated that
satisfies the precedence relations and resource constraints
while minimizing the sum of tardiness penalty of each project
(including newly arrived projects). The purpose of this step is
to obtain the optimal value of the deterministic multi-project
scheduling goal (i.e., minimizing the sum of tardiness
penalty of each project) achievable in the new multi-project
execution environment, according to the formulated
FR schedule.

Step 4. Problem model 4.2 is called to schedule the
multi-project with the reactive scheduling method proposed
in this paper. By taking the optimal achievement of the
deterministic multi-project scheduling goal as an important
constraint and minimizing the adjustment cost of the baseline
schedule as the goal, the baseline schedule Sb is adjusted to
formulate a reactive schedule Sq. The purpose of this step is
to determine a reactive schedule Sq, which is the one with
the smallest deviation from the baseline schedule Sb among
all the scheduling schemes that have achieved the determin-
istic multi-project scheduling goal after the arrival of new
projects.

Step 5. If the arrival of new projects occurs again during
multi-project execution, Steps 2, 3, and 4 are executed suc-
cessively until the multi-project is completed. Each time the
multi-project is reactively scheduled or fully rescheduled, the
reactive schedule formulated during the last iteration should
be used as the baseline schedule.
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B. SOLUTION OF THE BI-OBJECTIVE PROBLEM BASED ON
ε-CONSTRAINT METHOD
The ε-constraint method is one of the well-known methods
for solving multi-objective problems, which can produce an
accurate Pareto front. In this paper, the ε-constraint method
is employed to solve the bi-objective problem presented in
Section IV-C. The procedures are as follows:

Step 1. The adjustment cost minimization of the bench-
mark scheduling scheme is selected as the main objective
function. The minimization of the delay penalty cost is set
as a sub-objective function. Initiate a candidate set of Pareto
solutions Cds = ∅.

Step 2. Solve M1 and achieve the value of the objective
function TP as TPmin, estimate the largest possible value of
TP as TPmax , and then set a step, denoted by g for increasing
the value of ε according to the tardiness penalty per unit time.
Step 3. Add an extra constraint that requires the second

objective TP equal to ε, minimize the unique objective AC
under all the constraints. The achieved value of AC alongwith
current ε are appended to the candidate set Cds, i.e., Cds: =

Cds∪{(ε,AC)}.
Step 4. ε : = ε + g. If ε < TPmax , return Step 3, else go to

Step 5.
Step 5. All non-dominated solutions in Cds are identified

to form the Pareto front of the bi-objective problem.
It is noted that for the two objectives of M3, the main goal

and the secondary goal can be interchanged. In other words,
as using the inverse sequence, the tardiness penalty cost
becomes themain objective, and the adjustment cost becomes
the secondary objective function. The computational result is
the same as that of the original sequence.

VI. COMPUTATIONAL EXPERIMENT
A. EXPERIMENTAL SCHEME
The resource-constrained multi-project full rescheduling
method (FR), the existing resource-constrained multi-project
reactive scheduling method (OR), and the proposed resource-
constrained multi-project reactive scheduling method (NR)
are tested and compared in this section. The differences
between the three methods are depicted in Table 2.
In this paper, all scheduling problems are programmed

with IBM ILOG optimization programming language OPL
and solved with CP Optimizer, the constraint programming
optimization engine of CPLEXOptimization Studio V12.8.0.
The run configuration is as follows: Intel(R) Core(TM)
i5-9500 CPU @ 3.00GHz (6 CPUs), 3.0GHz processor;
8192MB RAM internal storage; Windows 10 operating
system.

Browning and Yassine [39] comprehensively considered
the various characteristic parameters of multiple projects and
constructed a RCMPSP dataset containing 12,320 problems
(http://sbuweb.tcu.edu/tbrowning/RCMPSPinstances.htm).
Each problem contains 3 projects, each with 20 activities and
4 types of renewable resources. There are 20 file replications
in this dataset, and each replication contains 8 Excel files,

eachwith 77 problems on separateworksheets and a summary
worksheet at the front. Each of the 8 Excel files differs in
complexity settings (4 levels: ‘‘HHH’’, ‘‘HHL’’, ‘‘HLL’’,
or ‘‘LLL’’) andMAUF variance (2 levels: 0 or 0.25). One hun-
dred sixty instances are randomly selected from the 160 Excel
files in the dataset and only one instance is chosen from one
Excel file.

The setting of the disruption scenario is as follows: the
newly arrived project 4 is inserted into the multi-project com-
posed of projects 1, 2, and 3 at time instant q and the various
characteristic parameters of project 4 are the same as the
counterpart of project 1. Some project parameters involved
in this paper are not included in this RCMPSP dataset. The
settings of these project parameters are presented in Table 3.
Two evaluation indicators are selected to compare the solu-

tion quality of FR, NR, and OR. The first is the value of
the deterministic multi-project scheduling objective, which is
the sum of tardiness penalty of each project (including newly

arrived projects) TP, TP =
∑∣∣∣Q̃∣∣∣

p=1 cp · max{Mp − Dp, 0}. The
second is the adjustment cost of the baseline schedule AC,
the total weighted deviation of the starting time of activities
between the reactive schedule and the baseline schedule,
where AC =

∑|Q|

p=1
∑|Jp|

j=1 ωp,j ·

∣∣∣sqp,j − sbp,j

∣∣∣.
B. EXPERIMENTAL RESULTS AND ANALYSIS
One hundred sixty randomly selected instances are divided
into 20 groups according to the file replication to which
each instance belongs. Accordingly, the groups are named
Rep1, Rep2, . . . , Rep20. Each group contains 8 instances
from 8 Excel files in the file replication to which these
8 instances belong. By testing 160 randomly selected
instances, comparison results of the solution quality and com-
putational time (C-T) of FR, NR, and OR can be obtained,
as presented in Tables 4, 5, 6 and 7. Due to limited space,
Table 4 only lists the average value (AVG) of the optimization
performance evaluation indicators for each group of instances
under the above three reactive scheduling methods. Tables 5,
6 and 7 present the test results of the 8 instances in Rep1,
Rep11 and Rep20, respectively. Penalty in Tables 5, 6 and 7
represents the sum of tardiness penalty of each project of the
baseline schedule Sb.

Tables 4, 5, 6, and 7 indicate that the computational time
of NR is usually longer than FR. That is because FR only
needs to find a reactive schedule achieving the deterministic
multi-project scheduling goal after the arrival of new projects
but NR aims to determine a reactive schedule with the
smallest deviation from the baseline schedule among all the
scheduling schemes achieving the deterministic multi-project
scheduling goal after the arrival of new projects. In con-
trast, the computational time of OR is always the shortest
among the three reactive schedules. There are two reasons.
First, when other project parameters remain unchanged, the
baseline schedule is still feasible after new project arrival
while it becomes no longer optimal. Second, in contrast, the
existing reactive scheduling method only seeks to minimize
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TABLE 2. Differences between three resource-constrained multi-project reactive scheduling methods.

TABLE 3. Settings of some project parameters.

TABLE 4. Comparison results of solution quality and computational time of each group of instances under different reactive scheduling methods.

the adjustment cost of the baseline schedule under the feasi-
bility constraints of the scheduling scheme. Therefore, when
formulating a reactive schedule with the existing reactive

scheduling method, it is only necessary to schedule the start-
ing time for each activity of newly arrived projects based on
the baseline schedule. There is no need to adjust the start time

64378 VOLUME 11, 2023



W. Peng et al.: RCMPRSP With New Project Arrival

TABLE 5. Comparison results of solution quality and computational time of 8 instances from Rep1 under different reactive scheduling methods.

TABLE 6. Comparison results of solution quality and computational time of 8 instances from Rep11 under different reactive scheduling methods.

TABLE 7. Comparison results of solution quality and computational time of 8 instances from Rep20 under different reactive scheduling methods.

of each activity of the original projects. The above reasons can
also explain why the AC value of the OR schedule is always
zero.

The results are not unique to this dataset, since: 1) FR
minimizes the sum of tardiness penalty of each project
(TP), without limiting the adjustment cost of the baseline
scheduling (AC). If multiple computational experiments are
performed for the same instance, TPs are the same mini-
mum and ACs may be different values; 2) OR minimized
the adjustment cost of the baseline scheduling (AC), without
limiting the sum of tardiness penalty of each project (TP).
If multiple computational experiments are performed for the
same instance, ACs are the same minimum and TPs may be
different values; 3) NR minimizes the adjustment cost of the
baseline scheduling (AC), which requires the sum of tardiness
penalties of projects (TP) to be the lowest. If multiple com-
putational experiments are performed for the same instance,

ACs are the same minimum while TPs are also a constant
minimum.

From the characteristics of the FR problem, the sum of
tardiness penalty of each project (including newly arrived
projects) of the FR schedule is the optimal value that can be
achieved after the arrival of new projects. Tables 4, 5, 6, and
7 show that the TP value of the NR schedule is always the
smallest among the three reactive schedules, which is equal to
the TP value of the FR schedule. Furthermore, theAC value of
the NR schedule is less than the AC value of the FR schedule.
In other words, the NR method performs as well as the FR
method in achieving the goal of deterministic multi-project
scheduling. However, in terms of minimizing the adjustment
cost of the baseline schedule, the performance of the NR
method outperforms that of the FR method. Accordingly,
in terms of solution quality, the NR method outperforms the
FR method overall.
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Tables 4, 5, 6, and 7 show that the TP value of the NR
schedule is far smaller than that of the OR schedule, and the
gap between the two is significant. Tables 4, 5, 6, and 7 also
indicate that the AC value of the NR schedule is larger than
that of the OR schedule. However, the difference between
them is minimal. In other words, in terms of minimizing the
adjustment cost of the baseline schedule, the performance of
the NR method is similar to that of the OR method, and the
latter slightly outperforms the former. However, in achieving
deterministic multi-project scheduling objectives, the per-
formance of the NR method significantly outperforms the
OR method, and the performance of the latter is very poor.
Consequently, a conclusion can be drawn that the NRmethod
significantly outperforms the ORmethod in terms of solution
quality.

In summary, the NR method considers the adjustment cost
of the baseline schedule and optimally achieves deterministic
multi-project scheduling objectives, with distinct advantages
over existing methods. On the one hand, in terms of mini-
mizing the adjustment cost of the baseline schedule, the NR
method significantly outperforms the FR method. On the
other hand, the NR method significantly outperforms the
OR method in terms of achieving deterministic multi-project
scheduling objectives. Although the computational time of
NR is longer than that of FR and OR, it is acceptable for the
instances used in this paper. Each instance contains 3 projects,
each with 20 activities and 4 types of renewable resources.

C. AN EXAMPLE OF SOLVING THE PRESENTED
BI-OBJECTIVE PROBLEM
We randomly select 16-6-30, one of the 160 instances used
in the previous section, as the example of this section. This
example contains three projects. All the activity durations,
resource requirements, and precedence relationships of the
new project are the same as those of the first project. Accord-
ing to the setting of Section VI-A, the new project arrives at
half themake-span of the baseline schedule. Other parameters
are also set as those in Section VI-A. Then, the bi-objective
RCMPRSP with new project arrival for the example is solved
by the method described in Section V-B. The TPmin is valued
at 3400 by solving the model M1, and TPmax is estimated at
6800 (2 × 3400). Since the tardiness penalty per unit time
is 100, the increasing step of ε is set to 100, i.e., g = 100.
The achieved candidate set is shown in Table 8, in which the
dominated solutions after ε > 5300 are not listed. Remove
all dominated solutions from the candidate set, and then the
Pareto front of the problem is shown in Figure 1.
In this paper, the tardiness penalty essentially repre-

sents the weighted durations of multiple projects. There-
fore, the presented bi-objective problem is a duration/cost
tradeoff problem. It can be seen from Figure 1 that the
bi-objective problem proposed in this paper can well bal-
ance the multi-project duration and tardiness penalty after
a new project arrives. Based on the presented bi-objective
problem model, project managers can select an appropri-
ate reactive schedule from the Pareto front according to

TABLE 8. The solutions in the candidate set.

FIGURE 1. The Pareto front of the example.

the actual situation of the multi-project. Therefore, the pre-
sented bi-objective problem is a meaningful supplement to
the current single objective reactive scheduling problems.
It has the ability to provide project managers with higher
decision-making ability when a new project arrives in the
process of multi-project implementation.

VII. CONCLUSION
Existing reactive multi-project scheduling problems only
consider minimizing the adjustment cost of the baseline
schedule, ignoring the optimal achievement of minimizing
the sum of tardiness penalty of each project. Conse-
quently, they cannot achieve the reactive schedule minimiz-
ing the tardiness penalty of the multi-project after a new
project arrives. In addressing the shortcomings of the exist-
ing reactive multi-project scheduling methods, this paper
conducts an in-depth study on the resource-constrained
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multi-project reactive scheduling method. It proposes an
RCMPRSP with a constraint to ensure that the deterministic
multi-project scheduling goal is achieved to cope with a
typical multi-project disruption event, new project arrival.

The main contributions of this paper are as follows.
First, the model of the existing RCMPRSPs is improved.
The proposed RCMPRSP with new project arrival aims at
minimizing the adjustment cost of the baseline schedule
and adds a constraint based on those of existing reactive
multi-project scheduling problems to ensure that the reactive
schedule is one of the optimal scheduling schemes in the new
project execution environment. Second, a two-stage reactive
multi-project scheduling method is proposed. In the first
stage, the optimal value of the deterministic multi-project
scheduling goal achievable in the new multi-project execu-
tion environment can be obtained by fully rescheduling the
multi-project after the arrival of new projects. In the sec-
ond stage, a new optimal scheduling scheme is formulated
to minimize the adjustment cost of the baseline schedule
that achieves the new optimal value of the deterministic
multi-project scheduling objective.

Based on the benchmark instances, the proposed reactive
scheduling method and the existing two reactive scheduling
methods, including the FRmethod, are sufficiently compared
and tested. The results demonstrate that the proposed reac-
tive scheduling method considers the adjustment cost of the
baseline schedule and optimally achieves the deterministic
multi-project scheduling objective, with distinct advantages
over existing methods. Since RCMPSP is an extension of
reactive project scheduling problems, it is obviously also an
NP-hard problem. The authors have previously tested this
problem through the smallest single-mode project in project
scheduling problem library (PSPLIB) and found the solution
in this work cannot solve most of the multi-project instances
with 120 activities in an acceptable time. It is found in
the experiments of this work that some of the multi-project
instances with 80 activities cannot be solved by the solu-
tion based on the IBM CPLEX. Therefore, it is necessary
to develop efficient heuristic algorithms or meta-heuristic
algorithms for the proposed RCMPRSP in the future.
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