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ABSTRACT Collage, a popular form of visual-content summarization technique is commonly used by
internet users and digital artists. Social media usage is a rising trend that significantly affects the increasing
demand for collages. The primary source of collage generation is socialmedia, but other sources also generate
it. Searching for a required query image in this corpus is a crucial demand and also valuable. The query image
can be retrieved using Reverse Image Search (RIS), either in its exact form or with a small variation. Well-
known search engines like Google and Yandex have this functionality, but their method has not been made
public. In this research, we propose a consolidated framework for reverse image searching for the problem
of collage. Essentially, the local features of collage images are extracted by using SIFT, SURF, and ORB
algorithms. These features undergo the localization of the region of interest (ROI) process which handles
by binning technique. We propose to use the Manhattan distance to calculate the similarity. The proposed
model is extensively evaluated on standard databases and is shown to always have good results using SIFT
algorithm. The proposed model is entirely generic and attains 90.96%, accuracy using the SIFT algorithm.
The proposed approach is also evaluated on flip and scale variant college and achieves a result of 83% and
78% respectively, using SIFT algorithm.

INDEX TERMS Collage, collage detection, computer vision, machine learning, reverse image search (RIS).

I. INTRODUCTION
The term ‘‘collage’’ is well-known among internet users,
especially those who use social media. It’s frequently used by
the internet community and digital artists for creative ways to
condense a growing amount of visual data into a single view.
Collage, on the other hand, can be used to depict pictures,
music, text, and other art media in a single piece, but it is
most frequently used to refer to visual arts. There is no fixed
pattern for blending images in a collage. In this study, we have
concentrated on visual collages. The organization of internal
images in the collage, as seen in Figure (1), necessitates
a diverse set of skills. However, while the internal image
arrangement is important, other aspects such as rotation,
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zoom, crop, structure, and color modification are equally
important when constructing collages.

Reverse Image Search (RIS) is a feature of the Content-
based Information Retrieval (CBIR) system. It works sim-
ilarly to a search engine that takes an image as input
instead of meta-data or text as a query. Google image
search tool, currently, is the most popular and widely used
CBIR system [1]. A difference in the searching process
between a regular search engine and CBIR is shown
in Figure (2).

Essentially, Google has the highest number of index pages,
thus its image-searching capability is robust compared to
others [2]. The CBIR works as a system through which a user
can search for relevant images in the available database. The
output of the CBIR can be categorized into two types (i) exact
duplicates or slightly variant copies of the query images, and
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FIGURE 1. Example of different layouts for 3-image collage.

FIGURE 2. Example of difference between a regular search engine and
CBIR.

(ii) visually similar images based on the contents of the query
images, which are called reverse image search or reverse
image look-up and search by image, respectively [3], [4].
The difference between the above two methods is shown in
Figure (3).
The CBIR process consists of two phases (i) Feature

extraction, and (ii) finding a match. In the process of feature
extraction, it extracts the low-level information of images
such as color, texture, hues, and shapes by using different
algorithms and presents it in a highly descriptive way called
features of an image. Essentially, the feature extraction
process has two types (i) global and (ii) local feature
extraction methods. The global feature extraction refers to
the feature which represents the whole image as a single
unit [5], whereas the local feature extraction uses information
on the local patches of the image to get segmented region
[5]. Within the last two decades extensive work has been
done on feature extraction techniques and state-of-the-art
algorithms have been proposed [1]. The most widely used
feature extraction methods in the field of pattern recognition
are (HOG) [6], Local Binary Pattern (LBP) [7], [8], Scale
Invariant Feature Transform (SIFT) [8], speeded-up robust
features (SURF) [10], [11], oriented Fast and Rotated Brief

FIGURE 3. Example of outputs of search by image and reverse image
search/look up.

(ORB) [12]. We have proposed to use SIFT, SURF, and ORB
to extract the features from the collage and used these features
for further refinement. To the best of our knowledge, the issue
of reverse image searching in collage (RISiC) is not currently
being addressed in any proposed works. In this research, it is
for the first time that the reverse image searching for collage
is proposed. The RISiC method is offered by contemporary
search engines like Google, Yandex, and Bing, but the
technique and algorithms are not made available to the public.
There is a dire need for a generalized method for RISiC
which should be available publicly. To fill this gap, we have
developed a framework based on the local feature. Although,
in prior studies, some similar work has been done. The author
has compared the performance of SIFT, SURF, BRIEF, and
ORB in the context of 2D object recognition in [13]. In [14],
the strength of CNN for class membership prediction was
underlined by the authors, who also developed a method
that uses it to retrieve images using a modified distance
function in the wavelet feature space. Under the umbrella
of the proposed method, the author combined the low-level
and deep features of an image representation. In [15], graph-
based reasoning attention pooling with curriculum design
(GRAP-CD) is proposed for content-based image retrieval
(CBIR). In addition to examining relationships between
salient regions, GRAP-CD may gradually train the network
to produce improved local minima.

In the current research we propose a fully automatic
framework for reverse image searching in collage, Figure (9)
depicts the workflow of the proposed method. we have
proposed to use SIFT, SURF, and ORB for feature extraction
based on brute force matcher (BFM). the resulting pair of
matches is dispersed across the collage. Many of these pairs
of matches are selected from the false regions. To find
the region of interest (ROI), all false regions are discarded
by using the proposed method Median of Mode (MoM).
An updated ROI is extracted by aligning the center point
of the query image with the Median with respect to the
height and width of the query image as shown in Figure (4).
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FIGURE 4. Updated bounding box of ROI.

FIGURE 5. Matching feature points of collage to query.

A complete flow of the proposed model is shown in
Figure (9). Finally, to validate the updated ROI, a Euclidean
distance is used on the color ratio set. Those will be
the best match where the updated ROI is had minimum
distance.

The rest of the paper is organized as follows: The previous
related works are presented in section II followed by the
proposed framework for the collage reverse image search is
discussed in section III. Detailed experimental work and its
results are discussed in section IV, and finally, the paper is
concluded in section V.

II. LITERATURE REVIEW
Content-based image retrieval (CBIR) is a technology that
takes an image as input often referred to as a query image,
and after processing, it returns output related to the query
image. Essentially, the approach utilizes the image’s actual
content rather than its meta-data, such as image keywords or
descriptions. The Reverse Image is a type of (CBIR) that is
typically used in a search engine and aims to find a similar,

identical image on the web according to the query image.
Nevertheless, the output of the search images is cropped,
rotated, illumination changes, etc.

All approaches that use the reverse image search (RIS) are
based on Content-based image retrieval (CBIR) which has
been aforementioned in section I. Each proposed method has
some advantages and disadvantages. In [16], the author has
proposed a color-based approach that utilizes the composite
and stacked color histogram. The classical concept of
Euclidean distance, for instance, has been reported to achieve
improved results. In [17] the process of image classification
used a model by SURF and texture features. A performance
comparison between the local features algorithm SIFT,
SURF, BRIEF, and ORB for RIS has been studied in [13].
The performance has also been measured on a variety of
orientations such as rotation, scale, etc. In [18] local feature
algorithms viz SURF, BRISK, and ORB have been used for
feature extraction followed by the brute force method used
for classification. In [19], the author has proposed an MSTD-
based methodology that consists of color, edge orientation,
and texture quantized values, the color factor contributes
huge drift in the performance for feature description of visual
contents. Another similar research has been used in [20],
multiple color encoding i.e. RGB & YCbCr, shape, and
texture were used for extraction of basic features followed
by the genetic algorithm proposed for the feature matching.
The concept of the dominant color-based approach for the
MPEG-7 dataset was introduced in [21]. A segmentation-
based approach has been proposed in [5], as it requires
extensive training time, which is a significant performance
disadvantage. The SIFT and ORB are used commonly for the
collection of local features for reverse image search (RIS),
In [22] scale-invariant feature transform (SIFT) and oriented
Fast and rotated BRIEF (ORB) have been used to extract
features vector from image and successfully retrieve content-
based images. Deep learning is becoming more and more
popular across all industries due to its effective performance.
In [23] a deep learning-based reverse image search system
has been proposed. A variety of deep learning-based content-
based image retrieval techniques have been discussed in a
survey paper [24]. In contrast to CBIR, a novel technique
bi-layer content-based image retrieval (BiCBIR) system has
been proposed in [25].
The aforementioned strategies and methods for reverse

image search (RIS) have all been developed for a single
image on the canvas. It is still a research gap in that no
method or model exists for reverse image searching in collage
(RISiC). However, some systems have been developed for
the creation of collages of different shapes, sizes, and forms.
A method for automatically creating eye-catching collages
that is driven by visual perception is presented in [26].
The author concentrated on how to create a collage layout
that not only makes it simple to access the overall image’s
theme but also complies with human visual perception. Grid
collages of small image collections are common and helpful
inmany applications, including graphic design, internet photo
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FIGURE 6. Median of Mode approach for the dense region and center orientation.

FIGURE 7. Hamming distance using Brute Force.

sharing, and managing personal albums. A Grid-style Layout
collage generator model is proposed in [27].

In [28], the author has presented a content-based method
for representing image collections in the collage that auto-
matically creates a succinct and informative visual summary
based on design principles and cognitive psychology. A tree
shape visualization collage generation has been discussed
in [29]. In [30], the author has targeted the user semantics
information for a domain of sketches. The video frames
have been converted into interactive collages based on
conversation bubbles and comic art, proposed in [31]. The
comic layout is more popular than other layouts, another
comic-based collage generation has been proposed in [32].
In [33] a method has been proposed for collage generation
based on size and dimension.

III. METHODOLOGY
Collage is amosaic type, where images are used to construct a
visual art piece. Reverse image search (RIS) till now has only
been applied to a single image and in the context of object
detection. As per our knowledge, the RISmethod has not been

FIGURE 8. Bounding Box for ROI localization.

applied to collages. Although, for a single image, RIS uses
global and local features. We proposed a unified framework
based on local features for reverse image search in collages
(RISiC). The sequence ofmodules in the proposed framework
is (i) extraction of local features, (ii) localization of ROI, (iii)
validation of ROI, and (iv) classification.

A. MODULE-1: EXTRACTION OF LOCAL FEATURE
1) COLLAGE FEATURE DATABASE-TRAINING PART
The feature database of each collage in the dataset is created
in this phase. We have proposed to use the SIFT to extract
the features (keypoints and descriptors) of each collage. Then
color information has been acquired only for the extracted
features. Essentially, a single feature Mi consists of three
components, a keypointK , a descriptorD, and a color channel
set S shown in Equation (1). The elaboration of color ratio set
S in Equation (2), and the collage feature set is described in
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TABLE 1. Performance of SURF, SIFT, and ORB.

Equation (3).

Mi(feature) = [K(keypoint),D(descriptor), S(color ratio set)]

(1)

S(RGB ratio set) = [
CC0∑2
i=0 CCi

,
CC1∑2
i=0 CCi

,
CC2∑2
i=0 CCi

] (2)

Ci = [M0,M1,M2, . . . ,Mn] (3)

Thus finally the dataset of collage is represented as
Equation (4).

B = [C0,C1,C2, . . . ,Cn] (4)

2) QUERY FEATURE SET- (FOR CLASSIFICATION)
This section involves sending a non-collage (single image)
for matching with the collage database. A specific method
has been used for feature extraction of query images.

For the procedure of query image matching a set Cq is
defined in Equation 5 from the query image is extracted using
the same approach described in III-A1.

Cq = [Mq0,Mq1,Mq2, . . . ,Mqn] (5)

A matching procedure in which a set of query image
featuresMqn ∈ Cq is matched from each feature belonging to
C ∈ B. M consists of a keypoint, Descriptor, and RGB ratio
set, for both collage and query images. Essentially, descriptor
D ∈ M is used for the closest matches in our proposed
methodology. We proposed to use a Hamming distance [35]
for matching based on brute force as shown in Figure (7).

Hamming Distance-based on Brute Force
1 : for every Dq in Cq repeat
2 : for every C in B repeat
3 : for every Dc in C repeat
4 : Ham(Dq,Dc)

The resultants arewn ∈ W , which is a pair of closest match
between Dqi ∈ Cq with Dcj ∈ Ci shown in equation 6.

W = {w0,w1,w2, . . . ,wn}

where wn is

w = {(Dqi,Dcj)|i and j = |W |} (6)

Despite being the closest pairs, a considerable number of
pairs are false matches that are dispersed across the collage
as illustrated in Figure (5).

B. LOCALIZATION OF ROI
The false matches deceive the classification algorithm and
lower the performance. It is a dire need to eliminate the false
matches from setW . A frequency distribution method (FDM)
as shown in Figure (6) with respect to 2-dimension (x,y) is
proposed for localization of Region of Interest (ROI).

Essentially, a median of mode method is used after
frequency distribution for finding the dense region from W
as shown in Figure (6). For marking the boundary of the
dense region, a collage is split into N 2 bins such that F =

{b1, b2, b3, . . . bn}where n ∈ N 2as shown in Figure (6). Each
wi ∈ W is assigned a bin number based on the occurrence
in the respective bin as shown in Figure (6). A single bin
is assigned to multiple wis, so a mode is considered to be
applied for finding the dense region. A bounding box inside
the selected bin is marked by using a rectangular approach
defined in equations 7.

P1 = (min(x),min(y))

P2 = (max(x),max(y)) (7)

where P1 and P2 are two points for rectangular boundary,
which contains the x, and y of different wis ∈ W . The
representation of the bounding box is shown in Figure (8).

Figure (8) illustrates the empirical finding that the
bounding box in question lacks an adequate number of
densely-packed points.

For refinement of bounding box, new coordinates ofP′

1 and
P′

2 is obtained by using Equation 8.

P′

1 = (O.x − Q.w/2,O.y− Q.h/2)

P′

2 = (O.x + Q.w/2,O.y+ Q.h/2) (8)

where O denotes the appropriate median point w′
i with regard

to a location within the dense region., andQ.w andQ.h are the
width and height of the query image, respectively. A refined
bounding box is illustrated in Figure (4). All points in refined
bounding is represented W ′

= {w′

1,w
′

2,w
′

3, . . . ,w
′
n} where

W ′
∈ W .

C. VALIDATION AND CLASSIFICATION
In this stage, we verify the collected points wis that
were selected by structure information. For this purpose of
validation, a distance, based on color intensities is calculated
between query and collage whose pairs exist in refined ROI.
A Manhattan distance is used to calculate the similarity
defined in equation 9.

DCi =

∑
i |Sqi − Sci |
|W | + 1

(9)
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FIGURE 9. Flow diagram of proposed model.

where Sqi and Sci are S sets of query and collage respectively.

Algorithm - Searching Closest Matches
1 : for i = 1 to |B|; where B is a set of collage’s feature
2 : W[i] = brute force match(Cq,Ci)
3 : F = freq-dist(W[i], N 2); total number of N×N cells
4 : b = max(F)
5 : P1 =min(b.x), min(b.y) P2 =max(b.x), max(b.y)
6 : R = bounding box(P1,P2)
7 : O = median(R)
8 : P′

1 = (O.x - Qw/2, O.y - Qh/2)
P′

2 = (O.x + Qw/2, O.y + Qh/2)
9 : RN = bounding-box(P′

1, P
′

2)
10 : WS = W.subset(RN ) WS includes all the pairs
wi which are located in the bonding box RN
11 : distances[i] = Manhattan(Ci.S,Cq.S, WS )
12 : Match = B[index(min(distances))]
13 : [end for]

IV. EXPERIMENTS AND RESULTS
A. PREPARATION OF DATASET
To evaluate the performance of the proposed method exten-
sive experiments were conducted on a benchmark dataset
CalTech101 [34]. The dataset contains 9164 images with
101 different categories viz elephant, binoculars, mountains,

FIGURE 10. Variant sample images of the same category from dataset.

buildings, cat, etc. Each category has a different number of
images with variations of rotation, scaling, color, distortion,
etc shown in Figure (10).

A total of 372 random distinct images are selected from the
pool of 9164 for the construction of 30 collages with different
dimensions and layouts as shown in Figure (11).

A detailed description of layouts is described in Table 3.
During the testing process, 310 query images were selected
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TABLE 2. Performance of SURF, SIFT, and ORB on flip orientations.

TABLE 3. Collage set layouts.

FIGURE 11. A typical diagram of different layouts of collage.

from 372 images that are used for the construction of the
collage.

B. RESULTS AND DISCUSSION
The experiments were conducted on 30 collages having
different dimensions and layouts and query images, it is
a single image for searching, for this research, 310 query
images were used. In this study, it is proposed to subdivide the
images into bins. A strong integration is developed of local
feature algorithm with a localized image outperform.

1) EXPERIMENT-1: SELECTION OF BINS AND PERFORMANCE
For local feature extraction, three state-of-the-art algorithms
were considered i.e. ORB, SIFT, and SURF. Awrapper-based
approach was adapted to obtain the optimal number of bins
for all three algorithms. The number of bins is calculated by

N 2 where N is 2, 3, 4, . . . . The experiment was conducted
on different values of N, SIFT, and SURF outperforms on
N=4, and ORB produces the high result on N=6 as shown
in Figure (12).

At the time of feature extraction, SIFT collected a less
amount of features of 12645/1794 from collage and query,
respectively, and the other two algorithms SURF and ORB
obtained 19081/1382 and 20590/8911, receptively. In this
experiment, the proposed approach using SIFT obtained a
high accuracy of 90.96% utilizing a 36 number of bins. This
shows that the proposed model by using SIFT outdid the
proposed approach using SURF and ORB by a margin of
0.32% and 1.96%, respectively.

Precision@k is a widely-used assessment measure in the
fields of information retrieval and machine learning for
evaluating the performance of a classification model. This
metric calculates the accuracy of predicting positive instances
by the system or model in the top k predictions, where k
is a specified number. For the purpose of validating the
experiment, multiple values of k for precision@k (3, 5,
and 10) were tested in this experiment. At k=10, SIFT
demonstrated the highest precision of 93.9%, which is
slightly superior to SURF and superior to the ORB by 1.5%
and 3%, respectively. A detailed result of experiments are
shown in Table 1

2) EXPERIMENT-2: PERFORMANCE ON COLLAGE’S FLIP
In this experiment, collages were flipped in three different
orientations viz horizontal, vertical, and both horizontal &
vertical. Some flipped collages are shown in Figure (13).

Three sub-experiments were performed individually on
three orientations, detailed results are shown in Table 2.
In the case of vertical and horizontal flips, the proposed
method using SURF outperformed and achieved 52.56% and
51.93% accuracies respectively. In contrast to SURF, the
SIFT of proposed methods obtained 48.60% and 51.61 %
whereas ORB achieved 13.87% and 11.11% respectively.
In their current configuration, none of the three methods
are well-suited for handling vertical and horizontal flips.
The precision@k was evaluated for three different values
of k (3, 5, and 10) for all three types of flips. Through
experimentation, it was observed that SURF demonstrated
slightly superior outcomes in vertical flip scenarios across
all three k values, as compared to SIFT and ORB. During
the horizontal flip, both SIFT and SURF achieved identical
results up to two decimal places, indicating a significantly
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FIGURE 12. Efficiency vs bins relationship.

FIGURE 13. A typical image of have three different flips.

better performance compared to ORB. However, overall,
the outcomes are not encouraging with the present setup.
The experiment of both flips, where the highest accuracy
of 85.9% by utilizing k=10 was gained by the proposed
method using SIFT algorithm with a substantial margin of
3.4% and 14.7% by using SURF and ORB. Precision@k was
computed, and SIFT outperformed both SURF and ORB,
achieving a precision of 83.2% with k=3. This outcome was
better than SURF’s 79.9% and ORB’s 68.80%.

3) EXPERIMENT-3: PERFORMANCE ON COLLAGE’S SCALING
Scaling was applied to collages in this experiment. Scaling
was done in three different ways: 125%, 150%, and 50%.

TABLE 4. Performance of SURF, SIFT, and ORB on scale variance.

On these scales, the proposed methodology’s scale in
variance is tested using the respective optimal value of N for
all algorithms. In the case of 125% and 150%, SIFT leads
SURF by a margin of 2%, in the latter, both have an accuracy
of 78% in the former. When performance is scaled down
to 50%, the performance in this situation among scale-up is
modest, yet SIFT still outperforms the others with a margin
of 3%. The results are illustrated in Table 4

V. CONCLUSION
We have extracted the local feature from the collage, these
features are used for the localization of the region of
interest (ROI) through binning technique. The advantage of
localization of ROI is that the proposed framework becomes
a generic framework for any local features andworks at a very
low computational cost. It was proposed to use the median of
the mod (MOM) for the ROI’s localization. The advantage of
using it is that the proposed framework does not reliant on the
dimensions of the collage.

In the context of collage, a generic framework is proposed
for the reverse image search. We have proposed to use
the SIFT to extract the local features of the collage.
A single feature essentially consists of three parts: a key
point, a descriptor, and a color channel set. In the raw
feature collection, multiple erroneous matches exist in the
feature set. We have proposed to develop the ROI using
the binning technique for collecting the relevant local
features. By using the median of mode (MoM) approach,
the additional dense region of informative characteristics is
recovered. The Manhattan distance is then used to calculate
the degree of similarity between the query image and the
collage dataset. The SIFT algorithm has shown better results
compared to other feature selection techniques i.e. SURF
and ORB. Three different orientations are considered for
experiments such that vertical, horizontal, andmixed vertical-
horizontal flips. Extensive experiments on standard databases
demonstrate the efficacy of the proposed framework. The
proposed research offers a structuredmethodology for reverse
image search which is shown to be critical for collage
searching.

To further enhance the performance on rotation and scale
variance, more research is required. In the future, we intend
to work on a more intricate structure-based collage in order
to expand the proposed framework and make it suitable for a
broad scope.
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